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1. Abstract 

We document significant momentum returns in iron ore spot market. We find that the returns 

of the preceding three days have an explanatory power for the return of the following day, 

consistent with behavioural theories. However, we find that in iron ore futures market 

momentum returns are not persistent over time, and from preceding days’ returns only the 

last day’s return may have explanatory power to predict future returns. Nevertheless, back-

tested trading algorithm has shown that, although in frictionless market there would be an 

opportunity to profitably trade on momentum, having realistic transaction costs eliminates 

these excess profits. 
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2. Introduction 

Iron ore is a commodity product that is used to make steel, which is a main building material 

in construction and manufacturing industry.   

The distribution of iron ore reserves is uneven across the world. Main deposits of iron ore 

are situated in Australia, Brazil, and Russia, comprising 52 percent of iron ore and 59 

percent of iron content of the world reserves.   

Figure 1 - World Iron Ore Reserves in Million tones (Mt) as of 2012 

 

Source: USGS 

The demand for iron ore comes from economies, where there is an upward trend of 

urbanization and industrialization. The reasons are simple. Steel can be produced either in 

blast furnaces from iron ore or infinitely recycling in electric arc furnaces. The products of 

steel are used in long-lived assets, such as buildings or machinery, and the incremental 

demand for steel appears in a situation, when there is a need to build up a stock of above 

mentioned long-lived assets. The demand for these assets happens mainly in emerging 

markets, where, unlike post-industrial, developed economies, the infrastructure development 

is still in its growth phase, and the urbanization level is low. A typical distribution of steel 

consumption by industry is given in the Figure 2. 
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Figure 2 - Chinese steel consumption by industry 

 

2001 2005 2008 

Construction  57% 55% 54% 

Machinery 15% 12% 18% 

Automobile 6% 5% 6% 

Home appliance 3% 2% 2% 

Rail, shipping and fuel 5% 5% 5% 

Other 15% 21% 15% 

Source: (Rush, 2010) 

Although the data depicts the steel consumption in Chinese industry, it is natural to see 

similar distribution on more aggregate level.  Before the appearance of China on the global 

economic arena, Japan was the driving force for incremental demand of iron ore and its 

trade.  
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3. Emergence of Iron Ore Commodity Market 

The international trade market of iron ore developed after the development Pilbara iron ore 

mines in Australia. Prior to that Australian government was reluctant to allow free export of 

iron ore due to its strategic importance. However, after it became apparent that iron ore 

deposits are abundant the restrictions had been lifted.  

Japanese steel makers were interested in secure and stable supply of iron ore. They settled 

long-term contracts with fixed terms and encouraged production capacity increases of mines. 

High production capacities were keeping the price of iron ore stable and in depressed levels.  

Few players, both in supply and demand side allowed such arrangements to be successful for 

decades. The main players from the demand side were Rohstoffhandel (a German 

procurement company, led by Thyssen), Erzkontor (another German group led by 

Salzgitter), Usinor, BSC and Nippon Steel (acting as the Champion of the Japanese steel 

mills). The main sellers were CVRD, BHP and Rio Tinto (Hamersley). The Indian iron ore 

price was negotiated separately and usually after the main price negotiations were over. 

Other smaller players usually agreed at the same price as the first price setter settled.
1
 

This situation started to change after China joined the club of main importers of iron ore at 

the beginning of 21
st
 century. As it is seen in Figure 1 - World Iron Ore Reserves in Million 

tones (Mt) as of 2012Figure 1 China has substantial iron ore reserves. Unfortunately the 

deposits are of low quality, with low iron ore content
2
, which requires higher concentration 

of coaking coal in blast furnaces for steel production. Moreover, the main deposits of 

Chinese iron deposits are situated in Northern China, far from the shore and industrial 

centers and domestically extracted iron ore often loses its competitiveness due to 

transportation costs.  

There were two reasons for changed price setting mechanism.  First, buoyant demand of iron 

ore from China created a shortage of supply and broke the equilibrium of negotiating 

positions of buyers and sellers in the market (see Figure 3). Second, the microstructure of 

                                                 

1 For details, see (Sukagawa, 2010) 

2 As you notice the neighboring Russia has almost the same amount of iron ore deposits, but almost twice the amount of 

iron content in its deposits.  
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Chinese steel industry was largely different from Japanese one. Only 50 percent of steel 

making capacity belongs to 18 steel making companies in China, while the remaining share 

belongs to medium to small scale companies (Sukagawa, 2010). As the share of small 

players increased, the fixed price setting regime became impractical as the incentives to 

breach the long-term contracts were too high. 

Figure 3 - Annual steel production in Mt 

 

Source: www.worldsteel.org   

The increase of steel production in China is paramount. In 1990 it comprised only 11 percent 

of the world production, whereas in 2012 it was 47 percent. During the whole period, total 

annual production of steel worldwide increased by 894 Mt and 72 percent of the increase is 

contributed to China. Long-term stability of iron ore broke in 2007. In May 2010 classical 

negotiations failed and from 2011 further move to spot pricing intensified. Iron ore emerged 

as a commodity with price setting mechanism similar to other commodities; rather than fixed 

for a year, it is floating now on a daily basis. 
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4. Market Inefficiencies 

4.1 Momentum Effect 

In this paper iron ore spot and futures prices are analyzed to see whether there is momentum 

in its returns or not. Momentum in academic literature is defined as a phenomenon, when 

past positive (negative) returns are followed by future positive (negative) returns. Many 

studies have documented that in many markets trending effect, when future price behavior 

correlates with that of past is persistent (Titman, 1993) (Asness, 2009). Typically, for most 

of the markets, the correlation is positive for shorter periods, up to two years, but for longer 

periods, two to five years, there is a tendency that asset prices revert to the mean.  

This abnormal behavior of price movements does not fit with the efficient market 

hypothesis. In academics, the efficiency of market is characterized by weak, semi-strong, or 

strong forms. Weak form efficiency implies that asset prices include information about all 

past returns. Semi-strong form efficiency assumes that asset prices include all publicly 

available information, and strong form efficiency implies that all information, both public 

and insider is already in prices. The violation of weak form efficiency will automatically 

annul stronger forms of efficiencies.  

If the market is weak form efficient, it is not possible to make trades based on past price 

information and consistently beat the market. However, in one London Business School 

study back testing was performed for a trade, where performance-based top 20 percent of 

stocks are bought and 20 percent of worst performing stocks are sold short from 1955 to 

2007 in UK stock market. The stocks that had outperformed the market most in the previous 

12 months generated annualized return of 18.3 percent, whereas underperformers improved 

only by 6.8 percent, whereas the market rose by 13.5 percent per year during that period. In a 

subsequent study using data from 2000 to 2007 the same momentum effect was noticed in 

each of 16 international stock markets. (Dimson, 2008)  

Moreover, other studies (Asness, 2009) (Maerkowitz, 2012) focused on momentum in all 

asset classes, while other studies (Rallis, 2007), (Qian Shen, 2007) concentrated on 

commodity futures. In all broad asset classes, stocks, bonds, currencies, and commodities 

there is a widespread phenomenon of trending behavior of prices, which violates the weak 

form market efficiency. 
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4.2 Factors behind momentum 

The factors of abnormal returns are not well understood. In literature there are trials to 

identify global risk factors, macroeconomic and liquidity risks that are responsible for the 

premium (Asness, 2009). Authors found that liquidity risk is negatively related to 

momentum and its important increases over time, particularly following the collapse of 

Long-Term Capital Management and liquidity crisis of 1998. In other words, momentum 

strategies are doing better during illiquidity. This can be explained by the limited arbitrage 

principle, because the transaction costs during increased illiquidity premium become higher 

leading to the inability to profitably trade on momentum. However, in the same paper the 

authors could not find any significant macroeconomic factor that could explain the existence 

of momentum.  

Another approach to understand the momentum is to look at the phenomenon from 

behavioral finance perspective. Momentum can be partly explained by the initial short-term 

under reaction and subsequent long-term overreaction of market participants to the 

additional information (Shefrin, 1985). Investors’ willingness to sell winners reflects their 

anchoring bias on the purchase price or some arbitrary benchmark, additionally, they may 

believe that increased price brings higher risks and give them a strong incentive to sell the 

winners (Dimson, 2008).  

Additional emotional factor that can contribute to the momentum is the regret aversion bias. 

Regret is the feeling that the opportunity has been missed. Regret is a reflection of hindsight 

bias, when the individual judges subjectively, that the past event was easily predictable. The 

feeling of regret can be particularly strong when the market is very volatile and individual 

investors more frequently face situations when they feel that they could have earned more by 

making correct market timing. Having this feeling of regret, investors may start chasing the 

past trends, which will explain short-term trending and overtrading (Shefrin, 1985).  

To finalize, a disposition effect was noticed from trading records (Odean, 1998). Investors 

having U.S. discount brokerage accounts were selling winners more willingly than losers. 

This trading behavior if persistent will create market trending that we see across many asset 

classes.  

Additional factors that can explain trending are related to the constraints of passive indexing 

of many institutional investors. Adherence to tight tracking-errors, mark-to-market valuation 
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for regulators, and herding are additional explanations for momentum (Woolley, 2013). 

Asset price trends are in contradiction with value investing, which is well researched in 

academia and generally accepted standard of investing for institutional investors. However, 

the contradiction is illusionary due to different natures of investment styles. Value investing 

is a long-term approach based on a view that asset prices revert to their intrinsic values, 

whereas momentum is a strategy with active turnover generating short-term high returns 

with low-tracking errors. On one hand, an institutional investor, such as a pension fund is 

obliged by the regulation to keep its portfolio close to the benchmark in order to control risk. 

On the other hand, willingly or not, that institutional investor has to follow the crowd even if 

she believes that the assets in the benchmark are overvalued or undervalued. Imagine equity 

portfolio manager, who had a benchmark of international stock market of 1980s with 

increasingly high valuations of Japanese stocks. If the portfolio manager followed the 

fundamental value approach, she would have below average performance and possible flight 

of investors, while, following the passive market capitalization weighted index and slightly 

adding Japanese stocks’ share, the portfolio manager would have lower tracking risk and 

higher returns. However, in situations of high volatility, market crashes, and abrupt changes 

of trends momentum strategy is likely to underperform due to more frequent wrong guesses, 

inability to exit from the position, and above average turnover of the portfolio. 

Therefore, persistent momentum may not violate the market efficiency in a broader term, as 

the profit from the momentum strategy can be a compensation for the illiquidity risks, higher 

risks on longer horizons, or a compensation for a hedge.  

 

4.3 Momentum Effect in Futures Markets 

To mitigate the effect of illiquidity and high trading costs, many academics did their analysis 

on momentum in futures market. Not only futures market provide exposure to the asset 

classes with less trading and leverage costs, they also provide opportunities to go short in 

positions as easily as to go long making the trading strategies discussed actionable.  

Futures market is a place of zero-sum game, and in this market, it is easier to identify 

abnormal returns, if any. In futures market the participants are of two categories, hedgers and 

speculators. They have different objective. Hedgers want to minimize the risk and are often 



 12 

subject to strict rules and constraints and, unlike speculators, for hedgers the control of risk 

is the main priority rather than risk-adjusted profit. For example, a central bank that follows 

fixed exchange rate or pegging exchange rate regime, may sell a foreign reserve currency to 

stop unwanted depreciation of local currency, even if the regulator understands that it will 

have losses on its balance sheet and will only decrease the speed of depreciation. In one 

research (Okunev, 2003) currencies from eight countries from 1975-2000 period were taken, 

and moving average strategy, which leverages momentum, generated 50-60 bps monthly 

return.  

 

4.4 Momentum Effect in Commodity Markets: Unique 
Characteristics 

In a paper - “Momentum in Asset Returns – Are Commodity Returns a Special Case?” 

(Schneeweis, 2008) the author stated that early academic studies exploring a possible 

violation of weak form efficiency in commodity markets found that the prices were not 

following a random walk (Cargill, 1975) and (Leuthold, 1972). However, the authors did not 

address the causes of such phenomenon. 

There are several studies to identify momentum in commodity markets. Using data of 35 

commodity futures over 1953-2003 period authors found momentum in short- and medium-

term horizon. The monthly return was around 1.4 percent for the entire period. (Qian Shen, 

2007). In another study (Pirrong, 2005) authors found 50-60 basis points momentum profits 

over short horizons for the data from January 1982 to November 2003. 

In commodity markets storing and transportation costs are sources of friction that may cause 

persistent momentum profits (Williams, 1991). Authors examined the time series of spot 

prices of commodities and found significant autocorrelation and jumps in prices. They 

concluded that autocorrelation, high kurtosis and skewness are due to storage.   In more 

recent analysis the authors linked the performance of momentum strategy to the storage of 

particular commodity (Gorton, 2007). Nevertheless, storage and transportation costs are only 

an additional factor to discuss in commodity futures case. The structure of any futures 

market is the same, there are speculators, who are liquidity providers to the hedgers and 
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require compensation by above average return, which may be given away via momentum 

trade. 



 14 

5. Momentum Effect in Iron Ore Spot and Futures 
Market 

5.1 Sources and Data 

In this paper we want to analyze newly formed iron ore spot and futures market to see 

whether there is a momentum in price behavior or not. Iron ore is a commodity and it is 

different from traditional financial assets. The commodity market has other characteristics 

that traditional stock or bond market lacks; storage costs, inventory levels, and hedging 

demand from producers are unique phenomenon of commodity markets.  

For iron ore spot price, we will take one of the indexes published by The Steel Index (TSI), 

Spot TSI 62 percent FE CFR China Index. The name of the index tells prices of Chinese iron 

ore import under cost and freight (CFR) terms
3
 with a 62 percent of iron ore content. 

Thereafter, when saying iron ore spot price, we will refer to this index. TSI indexes are 

based on actual transaction of 500 registered companies (The Steel Index). The Chinese iron 

ore import price became a global benchmark of iron ore spot price. The price is the 

underlying index for the mostly traded iron ore futures contract, and it is natural to choose 

that index as a representative of spot price. 

The futures contract is traded in Singaporean Stock Exchange.  The contract specifications 

are given in Figure 4. 

                                                 

3 These terms oblige the supplier to include the cost of transportation up to the port of delivery into the price of a 

commodity. 
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Figure 4 - SGX OTC Iron Ore Futures 

 

Source: SGX website 

As you see, futures contract is cash settled monthly derivative contract, when the underlying 

is the arithmetic average of TSI iron ore reference price, namely Chinese import price of the 

last month. 

Both spot and futures data are daily, beginning from 1
st
 of June 2009 and ending 24

th
 of June 

2013. The graph of price movements is depicted in Figure 5.  
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Figure 5 - Iron ore spot and futures daily price 

 

 

5.2 Data Characteristics 

The price movement of iron ore is extremely volatile, almost tripling in one year and with 

big upside and downside surprises throughout the whole period.  

Prices of iron ore can move due to both macroeconomic factors and short-term events. An 

example of long-term macroeconomic factors may be the robust demand of iron ore caused 

by high investment activity in China or decreased supply of iron ore due to shrinkage of 

deposits with high quality iron content. Short-term factors can be bottlenecks in ports, 

unexpected demand or excessive inventory due to short-term demand fluctuations.  

The volatility is quite unstable with pikes and smooth periods. Closer look at spot returns 

and their volatility reveals the nature of price pattern (see Figure 6).  
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Figure 6 - Iron ore spot price and volatility 

 

The summary statistics of spot and futures return indicates that return distribution is not 

normal, with high kurtosis and positive skewness
4
, which are common for commodities (see 

Table 1, Table 2, and Table 3.  

 

                                                 

4 Although the skewness of futures returns is negative it is explained by large rollover effects at the beginning of each 

month. The futures return distribution without considering the rollover effects is similar to spot return distribution (see 

Table 3). 
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Table 1 

 

Table 2 

 

Summary Statistics - Spot Return

Mean 0.07%

Standard Error 0.04%

Median -                                    

Mode -                                    

Standard Deviation 1.38%

Sample Variance 0.02%

Kurtosis 7.12                                  

Skewness 0.11                                  

Range 16%

Minimum -9.26%

Maximum 6.74%

Sum 0.69                                  

Count 1,024.00                          

Confidence Level(95.0%) 0.08%

Summary Statistics -Futures Return

Mean 0.07%

Standard Error 0.06%

Median 0.03%

Mode -                                    

Standard Deviation 1.97%

Sample Variance 0.04%

Kurtosis 34.42                                

Skewness (0.61)                                 

Range 35%

Minimum -17.32%

Maximum 17.25%

Sum 0.68                                  

Count 1,024.00                          

Confidence Level(95.0%) 0.12%
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Table 3 

 

Summary Statistics -Futures Return w/o considering rollover effect

Mean 0.10%

Standard Error 0.03%

Median 0.00%

Mode 0.00%

Standard Deviation 0.98%

Sample Variance 0.01%

Kurtosis 12.69                                                           

Skewness 1.20                                                             

Range 13.88%

Minimum -4.51%

Maximum 9.37%

Sum 1.05                                                             

Count 995.00                                                         

Confidence Level(95.0%) 0.06%
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6. Predictability of Iron Ore Spot and Futures 
Returns’ Direction 

Having a look at the price patterns, interesting question arises. Whether past returns explain 

future returns in spot and futures market.  

Let us implement a very simple test to gauge some peculiarities in the data. Assume the 

market is weak-form efficient and frictionless. In that case if we encounter a positive 

(negative) return a day prior to observation, the probability that the return on the following 

day will be positive (negative) is 50 percent. This statement must be correct in such a 

market, otherwise the investor will have information about probable direction of price move, 

based on historical data. The same holds if we took more distant observations rather than last 

day figure.  

This hypothesis was tested both on spot and futures return data. The results for spot returns 

are given in Figure 7 and the results for futures return are in Figure 8 and Figure 9.  
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Figure 7 - Autocorrelation of spot daily returns 

 

For spot returns the results are quite telling. If the spot return was negative (positive) 

yesterday there was an almost 70 percent chance that the direction of return would be on the 

same direction the following day. This strong link weakens as we take more distant days and 

becomes lower than 45 percent for the 10
th

 day. Note that given the number of observations 

and based on Bernoulli distribution, it is easy to construct a confidence interval
5
.  Combining 

the confidence interval with 95 percent confidence level and the observed values, we clearly 

see that the sign of returns of last three days predicts the sign of an upcoming return with 

quite a significant accuracy. However, the sign of return tends to change after 9-10 days, 

which hints on mean-reverting after two weeks.  

                                                 

5 The confidence interval is given by a formula     
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 is 

the inverted standard normal distribution function, and p is the expected probability of one time event, in our case 50 

percent. For further details see (Greene, 2003), (Daniel, 1995) 
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The same trend is seen on futures return, but on much lower probability levels that does not 

allow us to state statistical significance. Only if the futures return was positive one day 

before, there is a slight indication that the positive return will follow. Moreover, for negative 

returns, the probability values are closer to lower bound of confidence interval, indicating 

that it is more likely that the return will become positive after the appearance of negative one 

in previous days.  

Therefore, although there is a strong trend in the spot market, in the futures market of iron 

ore the returns tend to be much more fluctuating and not following trends, especially when 

the prices are downward directed.  

Figure 8 - Autocorrelation of futures daily positive returns 
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Figure 9 - Autocorrelation of futures daily negative returns 

 

 

The same type of analysis but with weekly returns was implemented for futures to reveal 

traces of trends if any (see Figure 10 and Figure 11).  

Figure 10 - Autocorrelation of futures weekly positive returns 
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Figure 11 - Autocorrelation of futures weekly negative returns 

 

The conclusions are the same. If the return is positive it is likely to stay the same, although 

only the latest week return is statistically powerful enough to assert the statement, whereas 

for negative returns the opposite seems to be true, negative returns are reverted back. 
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7. Consistency of the momentum effect over time 

Another interesting question is how the phenomenon changed throughout the time. To test 

the dynamics we propose a generation of theoretical trading strategy. The assumption is that 

both spot and futures can be bought long or sold short without transaction costs. The 

assumption is not realistic for spot market, but for the purpose of the test it is acceptable.  

The trade has the following algorithm. If in prior day the return is positive (negative), buying 

(selling) of the position is initiated. We will call this trading algorithm momentum trading, 

because it can be one of the variations of trade based on time-series momentum. Each day 

the theoretical return of the trade is compared to the return that of passive benchmark, which 

is the simple long position in the corresponding spot or futures market.  

If the price movements are random, the probability of outperformance (underperformance) 

of the momentum strategy is purely by chance and therefore should be around 50 percent. 

Performance of initiated algorithm is calculated by counting the number of outperformance 

and underperformance events, and then the ratio of outperformance and underperformance 

calculated based on the number of trades done within 250 trading days. These shares are 

calculated again in each consecutive trading day using the last 250 day data and dragged 

across the time to assess the consistency of the ratios (see Figure 12).  The confidence 

intervals are calculated using the same approach described for testing autocorrelation of 

return directions. The difference is that the varying number of events (selling or buying 

orders) happening during last 250 trading days changes the confidence intervals slightly over 

time.   
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Figure 12 – Probability of momentum strategy to over and 

underperform passive long only strategy for iron ore spot market 

based on one year rolling observations 

 

For the spot market the probability of outperformance of offered momentum strategy ranges 

from 55 to 73 percent, while the probability of underperformance is low and in a range from 

8 to 32 percent. Almost for the whole period both phenomena were statistically significant 

with 95 percent confidence level, and in most cases with 99 percent confidence level. 

Note that both underperformance and outperformance compared to passive long only 

position can happen only when the position in the underlying is short, because otherwise the 

portfolio will imitate the passive one, and above or below benchmark return cannot happen 

by definition.  

The results of the same analysis on futures are depicted in Figure 13.  
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Figure 13– Probability of momentum strategy to over and 

underperform passive long only strategy for iron ore futures market 

based on one year rolling observations 

 

First, you can see from Figure 13 that the probability of outperformance was below 50 

percent until the beginning of 2011, when the trend changed and came closer to the picture 

we see in the case of spot returns.  

Second, you will notice high correlation between probabilities of outperformance of the 

same trading algorithm in spot and futures market. The correlation coefficient equals to 80 

percent. 

One challenge with the analysis above is that we assumed that prices should move either 

higher or lower, and our portfolio will either outperform or underperform. However, the iron 

ore futures market cannot be compared to the currency markets with the level of liquidity 

and days without price moves happen from time to time. In Figure 14, you can see the share 

of trading days, when prices did not move. The good news is that the share is fairly constant 

over time both for spot and futures market and will not affect the analytical steps described 

above. 
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Figure 14 – Share of zero returns – one year moving average 
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8. Time-Series Momentum: Statistical Approach 

So far we identified correlation between the sign of past returns and future returns in iron ore 

spot market, while in futures market the correlation was weak and not consistent over time.  

In a paper (Maerkowitz, 2012), authors were examining time-series momentum across 

variety of stock, bond, currency, and commodity futures markets from 1985 to 2010 in 58 

liquid instruments. They found persistence in returns for the first 12 months and then partial 

reversal over longer horizons, consistent with behavioral theory explanation. Diversified 

portfolio of time series momentum strategies across all asset classes delivered substantial 

abnormal returns with little exposure to standard asset return factors described by Fama-

French model.  

In the paper authors tested the hypothesis of existence of time series momentum by 

regressing lagged returns with future returns and changed the lagged returns to see which 

lagged variable explained the future return the most. The authors suggested scaling returns 

by the exponentially weighted average volatility to make them comparable across all asset 

classes.  The equations had the following form. 

 ( )        (   )                               (Eq. 1) 

In the equations seen in the figures,  ( )   ( )  ( ), where ex-ante annualized variance is 

calculated as follows  ( )     ∑ (   )  ( (     )   ̅( ))  
   , where  ( ) is the 

return,  ̅( ) is the arithmetic average return and   is such that the centre of mass of the 

weights is equal to 60 days ∑ (   )    
     (   )  60. The centre of mass of the 

weights shows the average duration of the market memory to volatility shock. The longer the 

duration, the closer the discounting parameter will be to one, which will increase the relative 

weight of more distant volatilities. In particular case, the correct approach to estimate   

would require empirical checks to see what the historical memory for the market is and if 

that memory is consistent, use that estimate. Due to the lack of implied volatility data, we 

take the same value, offered by the authors for the general population of asset classes.  

A similar procedure is performed in this paper on iron ore spot and futures returns. The t-

statistics of the coefficients of different equations with varying lags are depicted in the 

Figure 15. The values on horizontal axis are the lagged days, and the values of vertical axis 
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are the t-statistics of corresponding equations. Values with absolute values above 1.96 

indicate 95 percent statistical significance. For all equations of spot returns with lagged 

variables up to 8 days the coefficients were statistically significant. For equations describing 

futures returns the magnitude of significance is strong for the first day, but then disappears 

for the second day.     

Figure 15 – t-statistics of dependent variable’s coefficients: Iron ore 

spot and futures   

 

It is apparent that for spot price returns the lagged variables have very significant statistical 

significance, which declines as we take independent variables more distant ones, and starting 

from second to third week there is a tendency of mean reversion. 

For futures, the momentum is much weaker, the first day-lagged variable is significant, but 

the other lagged variables are mostly not significant or indicate to the reversion of trend. 
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9. Time-Series Analysis of Iron Ore Spot Returns 

9.1 Unit Root and Autocorrelation Tests 

The method to identify momentum offered by (Maerkowitz, 2012) lists several regressions 

with only one independent variable. In our case, when we have only one commodity index, it 

is more preferable to identify time-series equation, which will be the best fit for the data and 

perform well in out of the sample test.  

We start from analysis of iron ore spot market. First of all we need to make sure that the 

returns are stationary in order to continue with any time series analysis. The unit root test 

performed on the returns of the iron ore spot is seen in Table 4. The aim of this test is to 

ensure that the time series of returns does not exhibit any trends. 

Table 4 - Unit Root Test for spot returns 

 

The probability of the existence of unit root is basically zero and we can continue to further 

explore the data. 

The returns exhibit significant autocorrelation, which are depicted in Table 5, which violates 

the assumptions of classical least liner regression model. 
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Table 5 - Autocorrelation for spot returns 

 

9.2 The Model 

We saw that although the returns are stationary, they are not immune to autocorrelation. That 

is why all equations discussed will be generalized autoregressive conditional 

heteroskedasticity models (GARCH)
6
.  

Let us begin with the simple one with the following specifications 

                            (Eq. 2) 

  
           

        
    (Eq. 3) 

Where  ( )is the spot return at time t,  ( ) is the error term, and   
  is the variance. 

The first equation regresses current return with the return of the previous day. The second 

equation is for control of non-stationary variance of errors. As the returns of iron ore are 

very volatile with constantly changing volatility regimes, the second equation is necessary to 

escape the problem with non-stationary variance. 

In order to test out-of-sample performance of the models, we took only first half of the 

observations that are from 1
st
 of June 2009 up to 1

st
 of June 2011. The characteristics of the 

regressions are given in Table 6. All coefficients of independent variables are statistically 

significant and adjusted R-square of the model is 9.5 percent. Note that the coefficient of the 

lagged variable is positive and equal to 0.437, which can be interpreted that for each 

                                                 

6 For more on GARCH and other models of time series variance see (Hamilton, 1994)  
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additional 1 percent of the lagged return the next day return is going to increase by 0.437 

percent.  

Table 6 - Regression Output of equation 2 and 3 

 

9.3 Checks for Correct Specification and Model 
Adjustments 

However, the model is not specified correctly, as the residuals are serially correlated as it is 

seen in residual autocorrelation test in Table 7. P-values are near zero indicating strong 

residual autocorrelation. 
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Table 7 - Q-statistics residual test of equation 2 and 3 

 

When we add more lagged variables to the autoregressive model, adjusted R-Square 

improves, while the coefficients remain statistically significant up to third lagged variable.  

The second model equation 4 and 5 and third model includes equations 6 and 7. 

They are following: 

                          (Eq. 4) 

  
           

        
 ,    (Eq. 5) 

 

                                (Eq. 6) 

  
           

        
 ,     (Eq. 7) 

The regression output of the second model is in Table 8 and the regression output of the third 

model is in Table 9. 
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Table 8 - Regression output equations 4 and 5 

 

Table 9 - Regression Outputs equations 6 and 7 
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There are several observations, while looking at model outputs. First, coefficients remain 

statistically significant and positive. Second, the coefficients of lagged variables in a 

monotonous way are decreasing the more distant the lagged variable is, while staying 

positive. This means that, although continuing to explain the returns, these lagged variables 

lose the magnitude of influence in line with their distance from the estimated variable. Third, 

the adjusted R-Square for the model with one lagged variable is only 9.5 percent, for two 

variable model it is 15.6 percent and for three variable model it is 17.2 percent. When we 

take additional variables the model starts losing the strength of adjusted R-Squares. R-

Squares explain how much of the observed variations of returns can be explained by the 

model; the higher the value, the better. 

However, we should be careful for correct specification of the models as before and run the 

same autocorrelation tests. The test results are given in Table 10 and Table 11. 

Table 10 - Q-statistics residual test of equation 4 and 5 
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Table 11 - Q-statistics residual test of equation 6 and 7 

  

For the second model with two lagged variables, there is still some autocorrelation left in 

residuals, while in the third model the residuals are not prone to autocorrelation; Q-statistics 

are within acceptable range that is for 95 percent confidence, and we can say that the third 

model is correctly specified. This is good news, as the last model had the highest adjusted R-

Square. 

9.4 Out-of-Sample Test 

The last critical question waiting for clarification is whether the models can be as good out-

of-sample as in-sample. For that purpose we run the models, get the results and then 

calculate errors comparing with out-of-sample values. Summing the squares of these errors 

and taking the square root of the sum we will get the root mean squared error (RMSE)
7
. 

Lower values of RMSE indicate more robust models with better out-of-sample performance. 

The first model has a value of RMSE 0.012976, the second model – 0.013060 and the third 

model 0.013240. The difference between them is not substantial; however, as the first two 

models had residual autocorrelation, the only choice is the third model.  

The visual depiction of the forecast against actual values is seen in Figure 16. 

                                                 

7 For details see (Hamilton, 1994) 
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Figure 16 - Actual iron ore spot returns and the fitted forecast 

 

To sum up with our results, we can state that past returns have statistical power to explain 

future returns in iron ore spot market. Moreover, the returns are following trends, that is, 

they have a momentum effect. Last three days of returns are positively correlated with the 

current return and GARCH model using these lagged days’ returns as independent variable 

can be used as a short term forecasting tool. The biggest share of explanatory power has the 

previous day return.  
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10. Time-Series Analysis of Iron Ore Futures 
Returns 

10.1 Data Adjustments, Unit Root, and Autocorrelation 
Tests 

Now let us turn our attention to iron ore futures. Again, we want to test whether past returns 

have explanatory power. We take half of the data from 1
st
 of June 2009 to 1

st
 of June 2011. 

The daily data of monthly futures prices has one drawback. When the futures contract needs 

to be changed as the previous one expires, there is a spike in daily returns not comparable 

with its magnitude to the ordinary daily fluctuations. From one hand, these spikes due to 

rollover effect may explain a majority of returns. On the other hand, their existence in the 

data set will complicate the analysis by introducing strong noises. In academic literature, 

where the futures are examined the data is generally larger and with monthly intervals. Thus, 

the problem of monthly rollovers was missing there.  

We begin by setting the beginning of month returns equal to the previous day return. All 

other things constant, the changed data would indicate a stronger momentum effect, if any.   

If the null hypothesis of existence of momentum return is rejected on this data, it would be 

rejected on the initial data, too. 

The steps for classical time series analysis are the same as for spot returns. First, the 

stationarity of returns is tested. The results are in Table 12. 

Table 12 - Unit Root Tests for Futures Returns 
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Like spot returns, futures returns do not exhibit any trends, and can be tested further. The 

next test is for autocorrelation (see Table 13)  

Table 13 - Autocorrelation for futures returns 

  

10.2 The Model 

Despite of much smaller scale there is still autocorrelation in returns, therefore as before 

GARCH models are necessary to model time series. 

                            (Eq. 7) 

  
           

        
    (Eq. 8) 

Equations 7 and 8 are similar to equations 1 and 2. The only difference is that instead of   - 

spot returns we have    - futures returns, and    - error term and   
  - volatility are of futures 

returns.  

The regression output is given in Table 14. 
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Table 14 - Regression Output Equations 7 and 8 

 

The regression output shows that the lagged return does not have statistical significance and 

the explanatory power of the model given by adjusted R-Square is zero.  

Moreover, adding new lagged variables did not improve the picture. Therefore, for futures 

returns at least for the given period, the momentum behavior is missing. In the previous 

chapter the analysis of momentum strategy was performed and we have seen that in futures 

market the strategy started working better at the end of the total data set. This observation is 

confirmed by the regression analysis that we do on the second part of the data set that was 

left for out-of-sample test. The second part comprises of daily observations from 2
nd

 of June 

2011 to 24
th

 of June 2013. Using the same equation 7 and 8 a different regression output is 

generated (see Table 15). 
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Table 15 - Regression Output Equations 7 and 8: Period 02/06/2011 

- 24/06/2013 

 

In this period the lagged variable is statistically significant and adjusted R-Square is 4.3 

percent.  The residuals do not have autocorrelation (see Table 16). 

Table 16 - Q-statistics residual autocorrelation test for futures 

 

Additional lagged variables do not add an explanatory power to the model. So, for iron ore 

futures the results are mixed. Even if there is a momentum, it is a recent phenomenon and 

short span of time casts significant doubt on its consistency over time.  
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11. Trading Algorithm  

So far, the evidence of momentum behavior in the futures market was mixed. If there is 

some trending, it would be interesting to know whether in practice these trends can be 

exploited profitably.  

Due to the fact that the simplest time series equation with only one lagged variables was the 

best fit for futures data, we will model and back-test the trading algorithm based on that 

equation. The trading mechanism is simple; if the market moved upwards in previous day, 

buy the future contract and be in a long position, if the market moved downward sell the 

future contract and be in a short position. When the position is long, the portfolio will benefit 

from the market’s positive returns, while when the position is short, the portfolio will benefit 

from the market’s negative returns. In cases when the market continues to be in a bull or bear 

sector no trade is initiated and the position is kept either long or short. Simultaneously, 

another portfolio is kept for the benchmark that is the long-only position of the futures. 

The trade is initiated at the beginning of the period and cumulative return is calculated. At 

the end of the period this cumulative return is compared to the cumulative return of the 

benchmark.  The results of the initiated algorithm are given in Figure 17. Besides standard 

futures return, the same steps were done for the returns where the monthly rollover effects 

were eliminated. For each month there is a check to see whether that month momentum 

strategy outperformed passive buy-and-hold strategy or not, if there is an outperformance 

that period is shaded by the grey color.  
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Figure 17 - Trading with no transaction costs 

 

You can see that momentum strategy outperformed buy-and-hold strategy and gave 

annualized return of 40 percent compared to the 13 percent of the benchmark. This sounds 

very significant outperformance, however the trade was risky, as the momentum strategy 

was behind until the end of 2012.  Unfortunately, we cannot measure the riskiness of the 

trade in terms of traditional portfolio theory, and its correlation with standard systematic risk 

factors, where the return is regressed against several risk factors to assess the diversification 

benefit of active momentum portfolio and its possible above-average risk-adjusted return. 

Risk factors can be market risk, liquidity risk, and inflation risk, or risk factors of traditional 

Fama-French model
8
, which are market risk, market capitalization factor, and price to book 

ratio. The drawback of our data not allowing us to do so is the shortness of data and its daily 

frequency, which adds noise. 

                                                 

8 For details see (Fama, 1993) 
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12. Discussion of Factors Affecting the Profitability 
of the Trade 

When we run the trading algorithm, we assumed frictionless market without transaction 

costs and information asymmetry. In Singaporean Stock Exchange the usual transaction cost 

is 0.25 percent. Big players can get half of it, therefore changing a position from long to 

short or vice versa require 0.25 percent from big players. That figure is taken to assess the 

illiquidity effect on momentum trade. When this effect is added the picture changes and 

instead of 40 percent annualized return, the trade generates only 8 percent annualized return. 

Passive benchmark does not accrue any transaction costs and therefore keeps 13 percent 

performance, which is higher than 8 percent. The visual representation of the trade with 

transaction cost is depicted in Figure 18. 

Figure 18 - Trading with 0.25 percent transaction cost 

 

The result tells that even big players would not be able to profit from this strategy, although 

the periods of outperformance brushed with the grey area were still significant.  

Another risk is that during the most volatile periods, when the majority of profit can be 

realized, and the frequency of trades to keep momentum strategy increases, the liquidity can 

evaporate from the market. The mechanism is simple, when the market crashes, market 

participants become loss averse, as they try to squeeze the ballooned volatility of their 

portfolio and fall into behavioral bias trap trying to eliminate the losses as soon as possible, 

the consequence is the increased demand of trade and a flow of sell orders, meanwhile 
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potential buyers disappear from the market. This amplifies the problem and the market 

continues to fall. The same thing can happen, when the market is in sharp upward, especially 

when the short selling is widespread as in futures market. Decreased liquidity during 

increased volatility periods can significantly alter the performance of paper portfolios with 

real ones. 
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13. Possible Topics for Further Research 

Having examined the regressions both for iron ore spot and futures returns we found that 

spot returns have a significant serial correlation and the returns are prone to momentum, 

whereas for futures, the momentum is present only in the second half of the data that begin 

from June 2011. 

These findings are interesting and feed several questions.  First, what was behind the change 

of price patterns in futures market? Is that contributed to the change of market participants, 

particularly smaller activity of speculators?  Second, how the parameters of the market, such 

as liquidity characteristics: bid-ask spreads, trade volume, and the number of participants 

affect the momentum behavior.  Third, how the market fundamentals, such as inventory 

levels and transportation costs affect the momentum behavior?  Fourth, it would be 

interesting to see whether for other commodity markets there is still such relation, when spot 

markets are much less weak-form efficient with higher autocorrelation than futures markets.   

Fifth, how are the autocorrelation changes when the frequency of return observations was 

lower, such as for monthly data?  
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14. Conclusion 

We find significant momentum returns in iron ore spot market. The GARCH model with 

three lagged variables that represented daily returns from 2009 to 2011 has adjusted R-

square of 17.25 percent. Out-of-sample test shows that the model continues to have an 

explanatory power outside the predetermined data set. 

In iron ore futures market the returns do not exhibit momentum, at least in the given sample. 

The autocorrelation of returns increases over time and in the second half of the data from 1
st
 

June 2011 to 24
th

 June 2013 period, momentum in returns is present. However, the 

explanatory power is in much smaller scale compared to the explanatory power of the model 

for spot returns and is around 4.5 percent. 

To eliminate the uncertainty in a question whether there are momentum returns in iron ore 

futures market, we generated a trading strategy that tries to reap the benefit of momentum, if 

any. We find that the strategy is profitable assuming no transaction costs, but the profitability 

disappears after considering realistic transaction costs. 
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