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Abstract 

This paper takes a descriptive approach to investigate the interrelation between price changes 

and factor demand based on the observation of rigidness in prices and lumpy adjustments of 

capital and labour stock.  Based on empirical research, the assumptions that firms use mark-

up pricing and compete in monopolistic markets, give reason to believe that firms will adjust 

their prices more than normally during episodes of large factor adjustments. Using micro 

panel data on Norwegian manufacture industries (VPPI), we find such a relationship to be 

weak or non-existing. The effect on price changes from labour adjustments are more present 

than from investments in capital. The results suggests that firms are operating in competitive 

markets where the prices are more dependent on other factors, such as their market share, 

than their cost of input factors.  
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1. Introduction 

1.1 Background and motivation 

Most central banks today agree that the monetary policy must aim to stabilize the inflation in 

a country. Many macro models of inflation are often dependent on highly stylized 

assumptions on for instance firms’ price setting behaviour1. Evidence from microeconomic 

research is therefore crucial in building macro models as this ensures internal consistency. 

Studies show that price setting behaviour exhibit rigidities that prevent prices to be fully 

flexible to continuous optimization2. The presence of nominal rigidities implies that firms’ 

nominal price setting behaviour affects real variables, meaning that we have monetary non-

neutrality in the short run (Anglioni et al., 2006). This has important implications for the 

monetary transmission mechanism in addition to welfare consequences of business cycles, 

and real exchange rates (Nakamura and Steinsson, 2008). In addition, the speed of 

adjustment of inflation in the economy to shocks is directly linked to the speed of price 

adjustment of individual firms (Álvarez et al., 2006). A substantial body of economic 

research on the dynamics of individual firm’s price setting attempts to acquire better 

understanding of the nature of price adjustments, in order to create better macro models for 

monetary policy that reflect realistic economic dynamics. 

The textbook representation of price adjustments is that prices primarily react to demand.  

This however, is hard to find support for with empirical evidence (ref. Bucht 1997, Lundin et 

al., 2009). Bucht (1997) presents a market model with rigid prices where firms must choose 

between customer stock (market share) and capital stock. In other words, there is a trade-off 

when firms set their prices in accordance to their marginal costs and mark-ups, and their 

market share. Prices in rigid price models respond to changes in marginal costs just as they 

would in a fully flexible price model, however prices will not adjust to small movements in 

                                                

1 N.Gregory Mankiw (1985): ”In neoclassical models prices are fully flexible. They represent the continuous of 
economic agents and the continuous intersection of supply and demand. In Keynesian models, prices are often 
assumed to be sticky.” 

2 See Nakamura and Steinsson (2013) ”Price Rigidity: Microeconomic Evidence and Macroeconomic 
Implications” 
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marginal costs. This implies that changes in marginal costs will not fully justify the price 

changes.  

In the context of New-Keynesian monetary theory, investments are assumed to be convex. It 

is widely accepted, however, that firms typically invest in a lumpy nature. The lumpy nature 

suggests non-convexities in capital adjustment costs, and that capital and labour adjustment 

are precluded with fixed costs, irreversibility or indivisibilities (Nilsen et al., 2009).  This 

has great implications for the exercising of the monetary policy and its effects on the 

economy. According to Reiter et al. (2012), in a model with lumpy investments and sticky 

prices, monetary shocks lead to large but short-lived impacts on output and inflation. The 

reason behind this result is that non-convex adjustment costs conceal a realistic interest rate 

sensitivity of investments. Investigating the lumpy investments’ effect on prices are therefore 

interesting to conduct as this clearly has an important role in the monetary transmission 

mechanism. Estimates from price equations of this type typically show that prices respond to 

factor prices such as materials and wages (Bils and Chang, 2000) and investments in capital 

(Lundin et al., 2009).  

This paper will take a descriptive and non-parametric approach on describing the nature of 

price setting behaviour, investments in capital and labour, and to see the relationship 

between these. By using micro data from the Norwegian manufacture industries (VPPI) from 

2002-2009, we have a broad dataset of price quotes and investment behaviour of different 

product- and industry sectors over several years. More precisely, our research question is 

formulated as follows:  

How are price changes interrelated with lumpy adjustments in capital and labour? 

The objective of the paper is to investigate firms’ price and factor adjustment behaviour, and 

their relationship both within and across different producers. The first will help us 

understand the dynamics of firms’ factor and price adjustment. The latter will help us to get 

a better understanding of the differences in the idiosyncratic characteristics of firms and how 

this effect the price and factor adjustment behaviour. By expanding our knowledge in price 

setting behaviour, the results can ultimately be used to improve the currently used models of 

monetary transmission mechanism. The goal is not simply to show whether factor and price 

adjustments are lumpy or not, but to investigate how the relationship between them is 

characterised in different product groups and industries.    
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The following section will include a presentation of earlier work on the subject. Section 

three introduces the theoretical background of price setting behaviour and the lumpy nature 

of investment in capital and labour stock adjustment. The next section will presents the panel 

data set with descriptive data. Section five introduces the method of the empirical analysis. 

This is followed by section six, which presents the empirical results of our investigation. In 

section seven we use the different definitions of spikes to further study the interrelation 

between the factor adjustments. Section eight concludes.  
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2. Empirical Reseach 

Access to wide panel data on firms’ price setting and investment behaviour has only existed 

in the later years in most countries. Empirical research is therefore focused on US or 

Western Europe data. Studies on firms’ price setting behaviour have been conducted both 

quantitative and qualitative. As a quantitative approach, investigations of micro data using 

consumer price index (CPI) and/or producer price index (PPI) are widely used. Papers using 

this method to formulate stylized facts or models on price setting are vast in number and 

only a few will be mentioned here. Álvarez et al., (2006) use CPI and PPI from the euro area 

and find that price setting behaviour is heterogeneous and asymmetric, that there is a slightly 

downward price rigidity, and that prices are more rigid in the euro area than in the US. They 

also find that implicit and explicit contracts, and coordination failure theories are important 

for explaining the rigidities, whereas menu costs are not considered very important. These 

theories will be described closer in section 3. Later papers confirm these results with small 

variations, such as in Baudry et al. (2007) on French CPI data, Klenow and Kryvtsow (2008) 

and Nakamura and Steinsson (2008) on CPI from the US. Baudry et al. (2007) find that 

average price changes are large (around 10%), but small price changes are not unusual. 

There is strong heterogeneity across sectors, and prices are subject to significant shocks 

(such as the euro changeover), and seasonality. In addition, both fluctuations in size of price 

changes and the share of price decreases have a substantial impact on aggregate level.  

Studies based on surveys give a qualitative approach to the subject. Here the respondents are 

asked directly about their motives with regards to price setting. In the US, Blinder (1991, 

1995) and Blinder et al. (1998) surveyed about 200 companies, Hall et al. (2000) use UK 

data on 654 establishments and Apel et al. (2001) on 600 Swedish firms. The three studies 

suggest that prices are indeed rigid, although the estimated frequency of price change differs 

somewhat. The rigidity is mainly driven by costumer relationships – implicit and explicit 

contracts. It seems that more US firms use a time-dependent pricing model where the price 

adjustments decision is set to fixed points in time or according to a stochastic process 

independent of time. The UK and Swedish price setters are more state-dependent where the 

price adjustments are a function of the state of the economy; these models will be described 

in section 3. Fabiani et al. (2005) investigate pricing behaviour of a large survey set of firms 

in the euro area. They show that firms operate in monopolistic markets where prices most 
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commonly follow mark-up rules, where the chosen price is a function of the marginal costs 

and an additional constant percentage of profit. They also find price rigidness that can be 

explained by customer relationships and coordination failure. Moreover, they argue that 

firms adjust prices asymmetrically depending on the type of shock: price increases are 

mostly motivated by cost shocks and price decreases are mostly motivated by reduction in 

demand.  

Qualitative data are very useful as they can shed light on certain aspects of price adjustment 

motives that can be further investigated. Surveys are therefore used as complementary to 

empirical analysis and can give insights to the relative importance of nominal versus real 

rigidities, or the type of information the price setter uses to revise their prices. They can also 

be used in crosschecking results obtained through empirical analysis on quantitative data 

(Álvarez et al., 2006). 

If we believe most firms use a mark-up price setting rule (Fabiani et al., 2005), it is natural to 

investigate the relationship between firms’ costs and pricing. Lundin et al. (2009) formulate 

a model of a firm in a competing market who makes investments in physical capital. They 

find that investments have a strong relationship to prices. Their model also reveals that 

prices depend on costs and competitors’ prices, and are weakly related to shocks in demand. 

In another study, Bils and Chang (1999) distinguish between cost increases due to factors 

(materials, wages etc.) and increases in marginal costs due to investments. They find that 

prices respond more to increases in costs driven by factor prices than to increases in 

marginal costs due to expansions in output (investments). They also find that prices respond 

considerably more to cost increases in materials and energy than the cost increases due to 

wages or reduction in productivity. This seemingly weak relationship between adjustments 

in labour (or changes is wages) and price is also emphasised in a paper by Carlsson and 

Skans (2012). They explain that a possible reason for this could be explained by a pricing 

equation where the price set today (when changing the price) is a discounted sum of today’s 

and expected future marginal costs, such as Calvo (1983) suggested in his paper on rigid 

pricing. Furthermore, they discuss whether a sticky information model, first suggested by 

Mankiw and Reis (2002), may explain the weak relationship between changes in wages and 

prices where prices are not sticky, but information is. An alternation of the sticky 

information model, but with nominal rigidities supplemented to the model, suits the data 

well.  
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While Carlsson and Skans (2012) confirm the time-dependent price setting model by Calvo 

(1983) using Swedish industry micro data, Bratlie (2013) in his thesis rejects the model. He 

uses the same dataset as we have in our paper and develop a series of stylized facts about 

price adjustments in Norwegian manufacturing industries. He finds declining hazard rates as 

a function of the price durations, which means that the longer it has been since the last price 

change, the lower is the probability that the price will change. This is not in accordance with 

most macro models where constant hazard rates are assumed, and it highlights the 

importance of studies on price adjustments, because current macro models may not be 

optimal to observed dynamics in the economy. Asphjell (2013) studies the cost of 

adjustments (menu costs) as a possible source for price rigidities using the same dataset. He 

finds that fixed costs of adjustment are present and that plant values could increase by as much 

as 2 %, as opposed to a situation where such costs where absent. This result challenges earlier 

results on the importance of menu costs, which states that menu costs have little importance 

for price adjustment decisions (e.g. Álvarez et al., 2006) 

Building on Sheshinski and Weiss (1977), Golosov and Lucas (2003), develop a (S, s) model 

in which firms are subject to idiosyncratic productivity shocks and general inflation. They 

find that switching from time-dependent pricing models to state-dependent models 

substantially reduces price stickiness. The model shows that idiosyncratic shocks account for 

most of the price adjustment in the U.S, which means that a state-dependent price setting 

model is used. Their results contradict other studies mentioned above, such as Hall et al., 

(2000) and Apel et al. (2001). Along the same line, Johnston (2009) and Reiter et al. 

(forthcoming) investigate generalized (S, s) models on pricing and investment decisions in 

equilibrium calibrated to micro panel data. Johnston (2009) finds that the presence of lumpy 

investments lowers the impact of monetary disturbances. On the other hand, Reiter et al. 

(forthcoming) show that there are dramatic consequences of the presence of lumpy 

investments in an economy that is otherwise closer to the textbook example of the monetary 

transmission mechanism.   

As suggested by Johnston (2009) and Reiter et al. (forthcoming), the presence of lumpy 

investments have implications for firms’ price setting decisions, which is the main focus for 

this paper. The earliest contributions on factor adjustments were by Caballero et al. (1995) 

and Doms and Dunne (1998) using manufacturing plant data from the US. Their main 

findings are that investments by manufacturing plants are usually in a lumpy nature, with 

intense investment activity in short periods and very low investment activity in between the 
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spikes. Secondly, plants’ investment spikes have great implications for the aggregate 

investment fluctuations. Many structural models have been proposed to take the lumpy 

nature of investment and labour adjustment into account, e.g. Abel and Eberly (1998) using 

q-theory, and Caballero and Engel (1999) (2007), Golosov and Lucas (2003), and Reiter et 

al., (forthcoming) using a generalized (S, s) model. Gourio and Kashyap (2007) study the 

effect of investment spikes for U.S. and Chilean plants on aggregate investment rates. Their 

study shows that most of the aggregate variations could be explained by the number of firms 

undergoing investment spikes, as opposed to the sizes of the investment spikes. Kahn and 

Thomas (2008), on the other hand, disagree to these arguments and claim that lumpy 

investments are quantitatively irrelevant in general equilibrium.  

One direction of further research in this field using broad panel data has focused on the 

relationship between lumpy factor adjustment (capital and labour) and idiosyncratic 

characteristics including firm performance, labour productivity, and sales. Power (1998) and 

Sakellaris (2004) using US data, Letterie et al. (2004) for the Netherlands, Nilsen et al. 

(2009) on Norwegian data and Grazzi et al. (2013) on data from France and Italy. All papers 

confirm the lumpy nature of investments. Power (1998) find in her paper that there is 

surprisingly no observable relationship between investment and productivity or productivity 

growth. Sakellaris (2004) find that productivity even drops after an investment spike, but 

slowly recovers afterwards. He explains that adoption to new technology by learning how to 

use them, as well as adapting to a new organization of production, cause the productivity to 

drop. In Nilsen et al. (2009), a paper on Norwegian data, they find that investment spikes 

give almost proportional increases in sales, materials, and man-hours. They also find low 

evidence for any relationship between investments and productivity, and suggest that 

productivity improvements are explained by trend factors, rather than lumpy investment 

behaviour. Grazzi et al. (2013) investigates the link between the impact of investment spikes 

on seven performance variables, including sales, productivity and number of employees. 

They find that fast growing firms are more likely to invest, and after an investment has taken 

place, the firms show even further performance increases. When distinguishing expansionary 

investments, measured by the opening of new plants, they find that such investments have a 

negative effect on profitability, but are on the same time associated with higher sales and 

employment levels.  
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3. Theoretical Background 

Theoretical models on price and factor adjustments are stylized with several assumptions, 

and do not fully explain the realistic dynamics we see in real life. It is therefore important to 

test the theory to empirical evidence. Studies, such as those mentioned above, have found 

that prices are sticky, meaning that changes are not made continuously. Such lumpy 

adjustment behaviour is also found in firms’ factor demand, such as investment in capital or 

hiring and downsizing of the labour stock.  

3.1 Price stickiness 

A central aspect of the New-Keynesian economics is nominal rigidities. This refers to the 

term price and wage stickiness, where the nominal prices and wages are reluctant to 

adjustment even though the broader market conditions would suggest a different price is 

optimal. 

Mark-up pricing is the most common price setting policy (Fabiani et al., 2005). From this we 

would expect price adjustments to only occur when the firms’ costs change. However, a 

firm’s pricing strategy also depends on the degree of market competition. In the case of 

perfect competition, the prices are set to a market clearing equal to the marginal cost and 

there are no mark-ups. In the New-Keynesian framework the firms are assumed to be 

monopolistic competitors, and can therefore use their market power to keep prices above 

marginal cost (Álvarez et al., 2006). Even though the market competition is characterized as 

high, Álvarez et al. (2006) survey results show that most firms still hold some degree of 

price setting autonomy. Firms often postpone price adjustments until other firms adjust their 

prices, and this leads to price stickiness because of co-ordination failure. 

In addition to cost-based price setting and market competition, theories of explicit and 

implicit contracts are listed as the main reasons for sticky prices by Álvarez et al. (2006). 

Contract theories are based on the idea that firms keep long-run contracts with their 

customers to ensure a stable customer relationship. Such contracts can either be written or 

oral (explicit), or they can be silent (implicit). In implicit contracts the firm tries to build 

customer loyalty by keeping price changes to a minimum. This reduces competition from 
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other firms and the customers are able to minimize search costs, as the customer feel safe 

that the firm is stable and fair.  

Because of imperfect information, customers don’t have the knowledge or understanding of 

the firm’s costs. This leads to co-ordination failures and customers may want to “penalize” 

the firm that gives them a bad deal (Rotemberg, 2003). According to Rotemberg (2003), 

customers use nominal price changes to reflect whether the producers are fair or not. The 

evaluation of fairness of a price change depends on the information the customer has, it is 

easy to believe that customers have incomplete information of the firm’s costs. Firms are 

therefore either reluctant to frequent price changes or they may add some new features or 

design to ”improve” their product in order to justify a price increase.   

Another theory to explain nominal rigidities is “money illusion”. Fehr and Tyran (2001) use 

an experiment to explain that both direct and indirect effects of money illusion explain a 

large part of nominal rigidities when other factors such as imperfect information, price 

contracts and cost of adjustment is absent. 

The cost of adjustment is another reasonable explanation for price stickiness. Such costs are 

often referred to as menu costs and are conventionally used to describe the cost of price 

adjustment in a broader sense. Menu costs might include direct cost of material or labour, 

but also indirect costs associated with the price adjustment. Such costs have a non-convex 

nature and will create incentives to postpone any adjustments to the price (Asphjell, 2013). 

As mentioned in the previous section, Asphjell (2013) finds evidence of menu costs. In 

contrast, Álvarez et al., (2006) survey reveals that menu costs, pricing thresholds and costly 

information are not considered important for price adjustment decisions. Others also find 

that menu costs are of little importance, such as Apel et al. (2001), Blinder et al. (1998) and 

Hall et al. (2000).  

In episodes of investments, Lundin et al. (2009) emphasise the importance of firms’ financial 

constrains as a possible explanation for price rigidities. This implies that the firm will not 

decrease prices after an investment, as they need the income to pay for the investment. At the 

same time, it does not increase the prices in fear of losing market share. This is closely 

related to market competition. If the firm is competing for market share, it is likely that the 

prices are not related to the firm’s costs at all, but is decided outside of the firm’s control.  

To summarise, the price rigidness may be explained by several factors, such as implicit and 



 13 

explicit customer contracts, cost-based (mark-up) pricing and co-ordination failure. Market 

competition, money illusion and liquidity constraints in episodes of investments are also 

empirically significant factors of price rigidness. Menu and information costs are found to be 

less important (Álvarez et al. 2006). 

3.2 Time-dependent and state-dependent pricing models 

To account for the notion of rational expectations and sticky prices, economists have taken 

different approaches to the modelling of price adjustment decisions. The New-Keynesian 

approach is to base structural analysis on firm level decision making. Subcategories of this 

approach include time-dependent and state-dependent models.  

The most prevalent approach is time-dependent models, because it results in a tractable 

pricing rule, which is easy to aggregate (Gertler and Leahy, 2008). The assumption 

underlying time-dependent models is that rigidity in the price adjustment decision is 

exogenously given. Firms either adjust prices at fixed points in time (Taylor, 1980) or 

according to whether the firm receives a “signal” with constant probabilility independent of 

time (Calvo, 1983).  

The notion of time-dependent pricing is criticized for being overly simplistic. However, 

some studies on CPI micro data find that particular industries are well approximated with 

this assumption. A study by Baudry et al. 2004 on French data yielded a time-dependent 

hazard function for the service industry. However, the other industries studied all had 

decreasing hazard functions, similar to Bratlie (2013). The decreasing hazard functions 

violate the underlying assumptions of the time-dependent pricing model.  

State-dependent models, on the other hand, rely on the assumption that firms only adjust 

their prices as a function of the state of the economy. The state dependent (S, s) framework 

introduced by Arrow et al. (1951) was originally developed for inventory optimization. 

However, the method applies to almost any firm specific decisions. Different approaches 

have thus been taken to model various exogenous and endogenous scenarios facing the 

individual firms. The method is based on optimization around a particular optimal state, 

which is symmetrically bounded. A state lower or higher than optimal, but within the open 
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bounds, makes it suboptimal to adjust. Only when the firm reaches the bounds, optimization 

requires the firm to adjust. 

Barro (1972) was the first to use the (S, s) framework on monopolistic price adjustment 

decisions. His approach was to set bounds for the idiosyncratic demand facing a firm. The 

next approach was introduced by Sheshinki & Weiss (1977). They assumed that general 

inflation was the cause of price adjustments. Optimal adjustment was therefore obtained on 

the bounds for the real price. 

The newest generation of state-dependent models take into account both idiosyncratic shocks 

and systematic shocks for price adjustments. Golosov & Lucas (2003) constructed their 

model to account for idiosyncratic changes in productivity and demand, as well as economy 

wide shocks. They assume that new technology increases productivity and that price is a 

decreasing function of productivity.  

3.3 Cost-based pricing 

Firms set their prices according to their costs, their marketing objectives, market competition 

and other general factors such as government regulations or expected inflation. According to 

Fabiani et al. (2005) cost-based pricing is the main pricing strategy for most producer 

industries in the euro area. Cost-based (mark-up) pricing uses the production cost as a basis 

for pricing and then adds a multiplier for generating profit. The size of the mark-up is not 

necessary constant over the business cycles and is generally decided on the degree of market 

competition; the stronger the competition, the lower the mark-up (zero in a free market 

condition). By studying the interrelation between changes in factor costs and prices we 

investigate whether cost-based pricing is the preferred pricing strategy in Norwegian 

producer industries. A close relationship will indicate that Norwegian producer industries are 

operating in monopolistic competitive markets, and this has implications for the impact of 

the monetary transmission mechanism.  

 

Wages are a primary source of cost for many firms and many economic models use wages as 

a measurement for a firm’s marginal cost. In our paper we study the effects of large episodes 

of labour hiring or downsizing of the labour stock. By using labour stock as a measurement 

of factor demand instead of wages, we capture the effects of strategic decisions on labour 

adjustments and the related change in costs, as opposed to changes in wages resulting from 
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labour negotiations or similar circumstances that is not an intentionally strategy from the 

firms side.  

 

Capital is not freely transferable between periods, and investments entail an initial fixed cost 

of installation. We also assume that firms face a trade-off between market shares and capital, 

as suggested by Bucht (1997). The firms must choose between high prices that generate high 

profits today, and low prices that may increase market share and increase profits in the 

future. When firms are financially constrained, cost-based pricing may be countercyclical. In 

a recession, firms abstain from reducing prices in order to maintain their cash flow. During 

booms they may decrease their prices in an aggressive market strategy in order to gain 

market share. Similarly, we would expect this behaviour in the context of episodes of 

investment in physical capital. When facing high demand, the need for investments in capital 

increases, which makes the firms more financially constrained, which then leads to 

decreased prices of output before the investment to ensure a market share (Lundin et al., 

2009). If on the other hand, the firm is not financially constrained, it is able to reduce its 

prices to gain market share in a competitive market. In a monopolistic market, the firm 

would increase the price in a mark-up sense in response to the increased investments and 

demand. The pricing strategy of the firms is again dependent on the degree of market 

competition. It seems from theory that the less market competition there is, the closer the 

relationship between price adjustments and factor investments.  
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4. The Data  

4.1 Norwegian manufactoring industries 

The dataset used in this paper is from the Commodity Price Index for the industrial sector 

(VPPI). The data is obtained by SSB through monthly price surveys from about 1,300 

establishments and addresses the establishment’s products and prices collected from the 

Norwegian manufacturing industries. The Commodity Price Index for industrial sectors 

(VPPI) is closely connected to the Producer Price Index (PPI) and the Price index first-hand 

domestic sales (PIF), as they come from the same questionnaires and electric reporting. The 

difference between VPPI and PPI is that VPPI are subject to revisions. The purpose of VPPI 

is to measure price developments on first hand sales of products in the Norwegian market, 

from Norwegian production and export. The individual products’ price observations are 

grouped in different ways in order to observe price patterns at a sectoral level.  

Mandatory participation ensures a high response rate. All forms are manually checked and 

electronic data have automatic controls in order to identify very large price changes, 

punching errors, duplications or non-response. The firm is contacted in case of such errors. If 

prices are not available the price data is calculated. 

The monthly micro data of the VPPI collected by SSB allow us to analyse price setting 

behaviour across a wide span of industries. At the aggregate level these data describe the 

actual inflation on the producer level.  

As a part of SSB’s industry statistics the dataset also includes detailed information regarding 

the number of employers, wages, costs, investments, and the like. This only includes the 

manufacturing, mining, and quarry sectors. Therefore, other sectors such as agriculture, 

energy, transportation, and service industries are not included in the analysis of this paper. 

The observations are grouped by industry, based on the Standard Industrial Classification 

(SIC2002), which classifies products in accordance to which economic activity the product 

belongs. The SIC is one of the most important standards in economic statistics and is based 

on the EU classification standard, NACE Rev. 1.1. By having this standardized classification 

of products it makes it possible to compare and analyse statistical data both at an 
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international level and over time. The SIC2002 codes are provided as a five-digit number as 

the most detailed level of classification. Based on the SIC2002 codes the products are further 

grouped into three-digit product sector codes and two-digit industry sector codes. A list of 

the product sector codes and industry sector codes are presented in appendix 1 and 2.  

SSB (2007) highlights that as new industries and industrial structure change over time, the 

industry standard classifications also need to change.  Therefore, a new Standard Industrial 

Classification (SIC2007) replaced the SIC2002 from the beginning of 2009.  The new 

classification, based on NACE rev. 2, is more detailed and has more subgroups, especially in 

the service sector. In addition to the increase in scale, the number codes has also changed in 

the new standard. The dataset used for the empirical analysis spans from 2002-2009. In this 

regard, the sector codes in 2009 are set to what they were the previous year.  

The dataset have been further washed in preparation to this paper’s analysis. First, given our 

interest in tracking firms’ behaviour patterns over time, we consider only firms reporting 

data for at least tree consecutive years. The sample only includes privately owned companies 

with more than 10 employees and no multi-plants firm. Yearly growth rates for wage and 

sales outside the [0.01, 0.99] interval are not included. Additionally, since very large 

monthly price changes are believed to reflect quality changes and not only simple month-to-

month pricing decisions, observations of price changes outside the [0.01, 0.99] interval have 

been identified as new products (Asphjell 2013). 

Information on labour stock and investments are given on a yearly basis. With this in mind, 

we needed to aggregate the monthly price changes to yearly changes in the prices. We have 

done this by finding the arithmetic average of a product’s price over a year and use this to 

find the annual price change. This is more clearly described as follows:  

 

𝑃!
!"# + 𝑃!!"# +⋯+ 𝑃!!"#

12 − 𝑃!!!
!"# + 𝑃!!!!"# +⋯+ 𝑃!!!!"#

12

𝑃!!!
!"# + 𝑃!!!!"# +⋯+ 𝑃!!!!"#

12

=   
𝑃! − 𝑃!!!
𝑃!!!
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The advantages of using a panel dataset are that we are able to reduce multicollinearity 

problems because we have variations between the cross-sections and over time. By using 

panel data instead of one cross-section or time-series, we are also able to control for 

unobserved effects for a firm or product characteristics.   

4.2 Descriptive data 

Price adjustments  

The dataset used in this paper is an unbalanced panel that consists of 93,696 individual 

monthly price observations. Moreover, we have 91,902 observed price changes. By 

performing the aggregation procedure of prices in the previous section we are left with 7,816 

annual price observations and 6,014 annual price changes. These are from 342 firms with an 

average of about 5 products, and a total of 1,798 individual products. The observations are 

distributed across 23 different industries and span from 2002 to 2009. 

Table 1 - Descriptive data on price changes 

 

The table above (table 1) shows the descriptive statistics for the price changes. Of the 

monthly price change observations we have 12,973 positive observations and 8,137 negative. 

The difference is high with 4,836 more positive changes than negatives ones. The average 

size of monthly price adjustments is 0.28 % for all price adjustments. For positive price 

Price Changes 
      Monthly         

  Observations Fraction  Mean  Median  St. dev.  Min  Max 
Positive  12,967 14.1% 4.5% 2.8% 6.2% 0.0% 97.1% 
Negative 8,136 8.9% -3.9% -2.0% 5.3% -52.0% 0.0% 
Pricing Activity 21,103 23.0% 4.3% 2.5% 5.9% 0.0% 97.1% 
Total Sample 91,902 100.0% 0.3% 0.0% 3.5% -52.0% 97.1% 
        
      Yearly         
  Observations Fraction  Mean Median St. dev.  Min  Max 
Positive  4,144 68.9% 6.4% 4.4% 7.3% 0.0% 97.3% 
Negative  1,053 17.5%  -6.1% -3.8% 6.7% -52.8% 0.0% 
Pricing Activity 5,197 86.4% 6.3% 4.3% 7.2% 0.0% 97.3% 
Total Sample 6,014 100.0% 3.3% 2.5% 8.3% -52.8% 97.3% 
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changes the mean is 4.5 %, and the absolute value of the negative mean is 0.5 percentage 

points lower.  

For the annual price changes we have 4,148 positive observations, and 1,053 negative 

observations. Because we have aggregated the monthly prices by taking the average, the 

yearly prices are robust to mean-reverting prices. The average yearly price change is about 

3.31 %, which is rather high for producer prices. Carlsson et al. (2012) found in their study 

of Swedish producer prices an average yearly price adjustment of 1.8 %. The mean of the 

annual positive changes is 6.4 %, and for negative changes the mean is -6.1 %.  

The monthly price adjustment frequency is about 23 % and the yearly is about 86.4 %. This 

corresponds well to the findings of Carlsson et al. (2012), who find annual price change 

inaction of 13.6 %. These finding support the notion that prices are rigid. 

 
 
 

 

 

 

 

 

 

In figure 1 above we have plotted the monthly and annual price changes observed in the 

dataset. We see that both panels have large spikes, which are positively skewed. Note that 

we have left out monthly price change observations of inactivity.  

Next, we investigate how the distributions of price changes vary between the sectors. As can 

be seen from the figure 2 there is considerable differences in the mean change per year and 

the frequency of changes per year. Note that the mean price change in the graph is measured 

in absolute terms. It is apparent that sector 27 (manufacture of basic metals) stands out, with 

an average of about 6 changes per year and an average annual price change of almost 10 %. 

Fig. 1 - Distribution of price changes 
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The average number of price changes per year is about 3 for the whole sample. Bratlie 

(2013) finds for the same dataset an average weighted mean duration of 3.4 months, which 

corresponds well with this finding. 

 

 

 

 

 

 

 

 

 

         Fig. 2 - Mean and frequencies of price changes 

 

Capital investments 

The firms’ capital investment ratio is the investment over tangible fixed assets. In particular, 

the capital investment rate in year t is measured by 𝐼! 𝐾!!!. Fixed assets, K, is artificially 

constructed using the fire insurance value of machinery from the base year 1996. The 

replacement value is computed using the perpetual inventory method as described by 

Asphjell et al. (2010). Here the fixed assets, K, are calculated using the formula3:               

𝐾! = 1− 𝛿 𝐾!!! + 𝑃!−𝑆!, where the depreciation rate 𝛿 is set to 0.06 and 𝑃! is purchases 

in capital goods and 𝑆!  is sales. For some of the observations it turns out that sales of capital, 

𝑆!, is larger than the replacement value, 𝐾!!!. If so, the replacement value has been built up 

from the beginning on by setting the initial replacement valued for this firm such that the 
                                                

3 Calculations conducted by Øivind Anti Nilsen. 
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replacement value is positive over all the years. Unfortunately, some of the firms in the 

dataset did not yet exist in 1995, therefore different analyses conducted later using the 

capital investment rate as one of the variables have a reduced dataset. In these regressions we 

have only 324 firms contrary to 342. In addition, we exclude observations where capital 

investment rates exceed the interval  [-0.5, 2]. The different firms are categorized in both 

three-digit product group sectors and in two-digit industry sectors. One firm is only 

registered in one product group and one industry even though it may produce different 

products. The investment rates are therefore linked to the firm’s capital and activity, not to 

the individual products.  

 

 

 

 

 

 

 

 

Figure 4 shows that the aggregate average net investment rates for equipment capital over 

the sample years for the different product groups were mostly between 2 and 8%. The 

averages are weighted by the firm’s share of the industry’s total capital stock. We see that 

the investment rates are relatively stable over the years for three of the product groups 

(intermediate goods, capital goods and non-durables (food)). Durables and non-durables 

(non-food) on the other hand, seem to be quite volatile over the eight-year period. All 

product groups, but food, decrease in 2009; this was probably in context of the financial 

crisis starting the fall of 2008. We use the net investment ratio in our analysis and may 

therefore have negative investment ratios for some firms in some of the years. Our 

justification for using net investments is that we are interested in factor demand and not 

particularly new technological change. When we use net investments as opposed to only 

positive investments, we avoid biasness towards more successful firms. As a result of using 

Fig. 4 - Investment ratios by product groups 
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net investments we get investment ratios that are quite low. Norwegian tax legislation 

requires a depreciation rate of machinery and equipment of 20%. The low investment rates 

may indicate that the artificially constructed capital values are estimating the real capital 

stock too low. However, we are interested in changes in investment behaviour and therefore 

the level of average investment does not induce big problems for us. 

 

 

 

 

 

 

The firms’ investment patterns are investigated both across firms and within firms. Figure 5 

shows investment rates in the year 2005. From this figure it is evident that firms’ investment 

rates are low (the other years’ distributions are similar). More than 70 % of the firms had an 

investment rate of less than 10 % in 2005. This seems rather odd as 2004 to 2007 are 

characterized by a booming economy. There are, however, several investment observations 

larger than 20%, indicating that some firms invested intensively. This points to differences 

across firms, next we want to investigate investment differences within any one firm to find 

out how firms decide to allocate investments over the period. By doing this we assess the 

degree of lumpiness of investments. Figure 6 shows that the highest share of investments in 

any one year on average accounts for more than 20% of total investments. The ratios of 

investment in the other years are significantly lower, indicating a lumpy nature of 

investments in capital. These reported evidence are similar to the investment patterns 

described by Grazzi et al. (2013) for France and Italy.  

 Labour stock 

Data on labour is reported annually and all firms with less than ten workers are excluded 

from the dataset. We can see from figure 7 that small and medium sized firms (less than 100 
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workers) are overrepresented in the sample and only a small per cent of the sample is very 

large companies (more than 100 workers). The mean number of workers is 113, and the 

median is 63. This means that we may take the size into consideration when doing further 

analysis, as the distribution is very skewed. In figure 9 and 10 the average number of 

workers is plotted according to the five different product groups and industry sectors. Figure 

9 show that the number of workers varies significantly between sectors, Figure 10 show that 

non-durables (food) is especially more labour intense than the other product groups. Because 

of these observations we will conduct regressions both on product group level and on 

industry sector level to see if the labour intensity has a contributory effect on the estimates.  

Labour adjustment is measured by  ∆𝐿! 𝐿!!!. Labour adjustment distribution is presented in 

figure 8. It is apparent that most labour adjustments, both positive and negative, are small as 

figure 8 show, in fact the average adjustment rate in labour is zero.  Furthermore, figure 11 

show the average labour adjustment rates weighted by the share of total industry labour 

stock. The overall picture of the average labour adjustments is that it for most sectors 

decreased from 2003 and then increased from 2004 to 2007 and then fell sharply from 2007 

to around -5 % in 2009, indicating that firms downsized and fired people in the unstable time 

of the financial crisis. The negative and low rates of labour investment are quite puzzling as 

the unemployment rate over the period was low and stable at around an average of 3.5 % 

(SSB, 2013). It is important, however, to note that negative labour adjustments not only be 

firings, but it may represent resignations. Increased resignations one year may be the result 

of mergers or relocation.  
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In order to evaluate the nature of labour adjustments we proceed using the same method as 

with investments in capital. We divide the observations into positive and negative labour 

adjustment episodes. First, looking at labour adjustment rates across different firms we find 

from figure 12 and 13 that most labour investment rates are close to zero. In fact, 80-90% of 

all positive labour investments are less than 10 % and 60-70 % of all negative labour 

adjustments are more than -10 %. Still there are labour adjustments spreading further away 

from these small adjustments in both directions. Second, similar to investments in capital, 

investments in labour is clustered within one year. The highest share of hiring is about 14 %, 
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and the other years in the sample period is significantly lower. We see the same pattern in 

downsizing of the labour stock. These findings correspond to lumpy rates of labour 

adjustments. 

 

 

4.3 Measurement of factor adjustment spikes 

Identifying investment spikes  

There are many types of investment, including replacement, retooling and expansion. Some 

of these investments are motivated by increases in capacity, while others are motivated by 

increases in productivity. The presence of lumpy investments as described in the previous 
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section may be a response to monetary shocks and may represent firms’ expectations of 

future economic business. We will investigate how lumpy investments affect price setting 

behaviour, and by this investigate lumpy investments’ effect on nominal rigidities. The focus 

is on investment spikes, which are investments that are large and infrequent. In this section 

we present four alternative methodologies for identifying investment spikes, namely the 

absolute rule, the relative rule, the linear rule and the kernel rule.  

The absolute rule uses a specific threshold to identify spikes, often set to 20% as in Cooper 

et al. (1999) and Sakellaris (2004). The threshold is set to eliminate routine maintenance 

expenditures. So if the firm report an investment rate of more that 0.2 to capital in one year, 

and the proceeding year have a ratio less than 0.2, then we observe a spike. 

Power (1998) emphasises that an investment spike is defined as a large investment outside of 

the normal investment pattern of a firm. She therefore presents the relative rule, which 

identifies an investment spike if the investment ratio exceeds the median investment ratio 

over a certain period, 𝜏, by a scaling parameter, 𝛼. The relative spike is expressed as: 

𝐼!,! 𝐾!,!!! >  𝛼  𝑚𝑒𝑑𝑖𝑎𝑛!
(𝐼!,!/𝐾!,!!!)   

Power (1998) suggests three different values to 𝛼, but choose the least stringent criterion of 

1.75. By using the relative rule, we may get observed investment spikes less than 20%. 

Power (1998) therefore combines the relative and the absolute rule to identify investment 

spikes. Then the spike is identified when:  

𝐼!,! 𝐾!,!!! >  max  [𝛼  𝑚𝑒𝑑𝑖𝑎𝑛!
(𝐼!,!/𝐾!,!!!) , 0.2] 

Small firms often have higher volatility of investment rates than larger firms. This means 

that the probability of observing a spike is greater for a small firm than for a large firm. In 

order to take this into account, Nilsen et al. (2009) propose a rule where the threshold value 

conditions on the size of the firm. They show that investment rates have a negative 

relationship with the capital stock. By applying a linear rule, we can correct for the excessive 

volatility of investment for smaller firms. The linear rule expresses a spike as:  

𝐼!,!! 𝐾!,!!!! >  max  [α µμ𝐸[( 𝐼!,!! 𝐾!,!!!! )|𝐾!,!!!! ]   , 0.2]   
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where the first term inside the max operator is the conditional expectation of the investment 

rate multiplied by α, which is chosen to be 1.75. The estimated value can be negative and 

therefore the linear rule is combined with the absolute rule.  

Finally, Grazzi et al. (2013) propose a forth method of identifying investment spikes. They 

argue that the linear relation underestimates the investment rates of the smallest and the 

largest firms. They therefore employ a non-linear kernel fit to identify investment spikes. An 

advantage with this approach is that the kernel estimation will never get negative, and there 

is therefore no need to combine it with an absolute rule. An investment spike by the kernel 

rule is identified as: 

𝐼!,! 𝐾!,!!! >     α𝐸[( 𝐼!,! 𝐾!,!!!)|𝐾!,!!!]   

When evaluating the different measurement methods of investment spikes we find that the 

capital investment rate does not notably differ between small and large firms. In fact, the 

linear rule identified spikes identically to the absolute rule; 521 spikes and 7.8 % of total 

investments. In this respect we do not need to use the kernel rule either, as the investment 

rates do not differ much for small and large firms. Using the relative rule, combined with the 

absolute rule as Power (1998), we find 475 spikes, which corresponds to 7.1 % of total 

investments. We choose to use the relative rule in Power’s tradition as this takes the 

characteristic of the firm into account when identifying spikes.  

In the event of a multiyear spike, i.e. large investments episodes lasting for more than one 

year, we do not take this particularly into account when defining a spike. This is taken into 

account when formulating the model later. Our measurement for capital investment spikes 

used in the following analysis is therefore: 

𝐼!,! 𝐾!,!!! >  max 𝛼  𝑚𝑒𝑑𝑖𝑎𝑛
!

𝐼!,!
𝐾!,!!!

, 0.2    

Descriptive data on the spikes with different values for 𝛼 are presented in table 2. When 

running the regressions with different values of 𝛼 it is evident that the qualitative results do 

not appear to be dependent on the value of 𝛼. We therefore set 𝛼 to 1.75 following Power 

(1998) and Nilsen et al. (2009), as this increases the robustness of this paper. Figure 16 

displays the average investment rates around a spike. The spike is reported in period t and     

t-5,…, t-1 are five years before the spike and t+1 ,…, t+7 are seven years after the spike. The 
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average size of an investment spike in capital is 40% and significantly differs from the 

investment rates before and after the investment episode, as depicted in the figure. This 

points to clearly lumpy adjustment behaviour in capital.   

Table 2 - Descriptive data on capital investment spikes 

  Combined rule 
 

α 
Share of  Share < 100 Share > 100 

Mean Median 
Percent multi - 

total observations employees* employees** spikes 
0,0 7.8% 7.7% 8.2% 39.1% 27.8% 17.1% 

1,75 7.1% 7.1% 7.2% 40.0% 28.2% 14.3% 
2,50 5.5% 5.3% 6.1% 43.0% 31.0% 11.4% 
3,25 4.7% 5.0% 4.2% 46.0% 34.0% 9.2% 

Note:  *Share of investment spikes attributed to firms with less than 100 employees. 
**Share of investment spikes attributed to firms with more than 100 employees. 

 

 

Labour spike measurement 

Labour costs represent the marginal cost of producing products. Large changes in marginal 

costs would lead to an equivalent change in prices if we believe that firms use a mark-up 

based price setting strategy and the firms operate in a monopolistic market. From the 

previous section we found that labour adjustments have a lumpy nature, just as investments 

in capital. This means that firms undergo large hiring or firing episodes confined within a 

year. 

When identifying labour spikes, many of the same considerations apply as with investment 

spikes. Firm-specific characteristics have implications for the labour stock adjustments, such 
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as size and age. We will therefore use the relative rule combined with the absolute rule, 

again with α=1.75 (see table 3 for comparison of different α’s). Contrary to investment 

spikes, labour adjustment spikes may be either positive or negative. We must therefore, as 

Sakellaris (2004) propose separate rules for episodes of hiring and episodes of firing (or 

resignations). Labour investment spikes are therefore measured as follows:  

∆𝐿!,! 𝐿!,!!!  
> max 𝛼  𝑚𝑒𝑑𝑖𝑎𝑛

!

∆𝐿!,!
𝐿!,!!!

, 0.10

< min 𝛼  𝑚𝑒𝑑𝑖𝑎𝑛
!

∆𝐿!,!
𝐿!,!!!

,−0.10
 

The average adjustment rate is around zero and varies from negative 83.8 % to positive 

145.7%. Using the relative rule described above, 22.5% of labour adjustments are spikes, 

where we have 573 positive spikes with an average hiring adjustment of 20.6%, and 681 

negative spikes with an average downsizing adjustment of -20.6%. If we were to follow 

Sakellaris (2004) and use the absolute rule definition, it would give us 28% spike 

observations. As these two definitions do not differ too much, and the relative rule also 

considers the firms’ characteristics, we choose to only consider the relative rule throughout 

this paper.  

It is evident from figure 17 that episodes of hiring often start in one year and then spike in 

the next. This is probably due to training time and other adjustment costs. However, this is 

not analysed further in this paper. On the other hand, large episodes of firing are 

concentrated to one peak year. This characteristic of employment adjustment underlines the 

finding of Sakeallaris (2000) on production-workers only.  
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Table 3 - Descriptive data on labour spikes 

Comparing spike rule definitions  
Positive Labor Spikes with the  combined rule 

α Percent of  Share < 100 Share > 100 Mean Median Percent multi- 
  total observations Employees* Employees**     spikes 
0.00 12.0 13.3 9.2 20.3 16.7 13.8 
1.75 10.3 11.5 7.8 20.6 16.7 8.0 
2.50 8.7 9.6 6.8 21.0 16.7 7.8 
3.25 7.1 7.8 5.7 21.8 16.7 7.3 

       Negative Labor Spikes with the combined rule 
α Percent of  Share < 100 Share > 100 Mean Median Percent multi- 
  total observations Employees* Employees**     spikes 
0.00 16.0 19.0 9.5 -19.2 -15.8 17.1 
1.75 12.2 14.2 7.9 -20.6 -16.7 10.3 
2.50 9.8 11.1 7.0 -20.5 -17.2 9.3 
3.25 8.6 9.6 6.4 -21.0 -16.7 10.0 

Note:  *Share of labor spikes attributed to firms with less than 100 employees. 
                  **Share of labor  spikes attributed to firms with more than 100 employees 
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5. Methodology 

The main objective of this paper is to investigate how firms adjust prices in periods of large 

factor adjustments (capital and labour), and in periods before and after such spikes. Our 

dependent variable for investigating this is therefore relative price change. The empirical 

model is estimated both using a multilevel random intercepts model by maximum likelihood 

estimation, and with an LSDV longitudinal model approach. Distinct events of large 

adjustment i.e. spikes, have been described in detail in section 4.  

Building on Power (1998), Sakellaris (2004), Letterie et al. (2004), Nilsen et al. (2009) and 

others we define a vector of covariates as follows: 

𝑋!!!

𝑋!!!

𝑋!!!

𝑋!!!

𝑋!!!

𝑋!!!

=   

𝑚𝑎𝑥!!!"#$"!  !!!!!"#𝑆!"
𝑆!"

(1− 𝑆!")𝑆!"!!
(1− 𝑆!")(1− 𝑆!"!!)𝑆!"!!

(1− 𝑆!")(1− 𝑆!"!!)(1− 𝑆!"!!)𝑚𝑎𝑥!!!!!
(1− 𝑆!")𝑆!"!!

 

The first indicator will have the value 1 if the firm has experienced at least one spike during 

the reported period, thus representing a sort of fixed effect for the group of firms reporting at 

least one factor adjustment spike. The superscript, h, indicates the type of spike, whether it is 

an investment spike or a positive- or negative labour adjustment spike. The second 

component indicates if there is a spike in factor adjustment the same year as the price 

change, year t. Component three and four, 𝑋!!!  and 𝑋!!! , denote whether there was a spike in 

the year before or two years earlier, but not in year t or in t and t-1, respectively. The fifth 

component 𝑋!!! , indicates if there has been a spike during the period of 𝑇!!"#$" , 𝑡 − 3 , but 

not in t-2, t-1 or t. This component captures potential shifts in the aggregate level of 𝑋!"! , 

relative to the normal level before the spike. This can be interpreted as the long-run effect of 

spikes on price adjustments (Nilsen et al., 2009). Finally 𝑋!!!  indicates whether there will be 

a spike in the year after t. If the firm experiences a multiyear investment episode the  𝑆!" =

  𝑋!!!  will equal 1 for all years of investment, and 𝑋!!!  will equal 1 only in the year after the 

last year of the multiyear spike.   
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Our dataset can be considered to have a hierarchical structure with four identifiable levels 

containing factors we believe can each partially explain the variation in the observed price 

adjustments: (i) time: repeated measures on price- adjustments are “nested” within a specific 

product (within-product variation), (ii) product-specific characteristics (between-product 

variation), (iii) producer-specific characteristics (between-producer variation) and (iv) 

sector-specific characteristics (between-sector variation).  

To account for the structure of our dataset and to investigate its implications, we apply a 

multilevel random intercepts model (also refered to as a mixed model)4. This can be seen as 

a random effects regression where we include a random component for each level. We 

thereby account for unobserved effects on more than one level. It seems reasonable that there 

are between-effects on all the levels. However, since price setting is predominantly a firm- 

level decision, we believe most between-variation is found here. In our model we therefore 

have four possible random intercepts that are assumed to be independent and identically 

distributed (iid). Thus, the total variance of the dependent variable (price change) is therefore 

the sum of the variances. The following assumptions are made about the random intercepts 

(Rabe- Hesketh and Skrondahl, 2005): 

𝜁 ! ∼ 𝑁 0,𝜓 ! , 𝜁 ! ~  𝑁 0,𝜓 ! , 𝜁 ! ~  𝑁 0,𝜓 !    and 𝜖!,!"#~  𝑁 0,𝜃  

In the specification above, 𝜁 !  is the product-specific random effects nested within a 

producer and sector, 𝜁 !  is the producer-specific random effects nested within a sector, and 

𝜁 !  is the sector-specific random effects. 𝜖!,!"# is the residual error associated with a specific 

price change for product i within the jth producer and kth sector at time t.  

The resulting model based on these assumptions is therefore: 

𝑃! − 𝑃!!!
𝑃!!! !,!"#

=   𝛽! 𝑋!! !
+ 𝛽!    𝑋!! !,!

!

!!!

+   𝜁 ! + 𝜁 ! + 𝜁 ! + 𝜂 + 𝜖!,!"# 

 

                                                

4 We also considered applying the more general multilevel model with random coefficients. This model specification, 
however, did not converge for all regressions. See Rabe-Hesketh and Skrondal (2005) for information about these models. 



 33 

In this specification, 𝜂 are time dummies. By including time dummies we control for 

aggregate trends in the variables and, more importantly, other aggregate dynamics in the data 

that may be unrelated to the factor adjustment we study.  

Using the model specified above we have three variations with different regressors 

depending on the type of spike we are investigating: (i) capital investment spikes, (ii) 

positive labour adjustment spikes and (iii) negative labour adjustment spikes. Additionally, 

we further investigate the variations across firms by also performing the econometric 

analyses on the different product groups; intermediates, capital goods, durables, non-

durables non-food, non-durables food, on the different SIC 2-digit sectors, as well as on the 

total dataset. This approach allows the coefficients, and thus the intertemporal effects of a 

spike, to vary between the product groups and sectors.  

To investigate the importance of each level in our model, we calculate the intraclass 

correlation coefficient for the entire sample. This is a ratio of the variances of the random 

effects to the total variance of price change observations. For example, the intraclass 

correlation (ICC) for the sector- level is calculated as5: 

𝜌 𝑠𝑒𝑐𝑡𝑜𝑟 =   
𝜓 !

𝜓 ! + 𝜓 ! + 𝜓 ! + 𝜃
 

We find that the sector- level ICC is below 0.5%, which means that the between- sector 

variation is very small. Furthermore, the producer- level ICC is quite large at around 14%. 

Finally, the product-level ICC is close to zero, which implies that the within-producer 

between-product random effects account for very little variance of the price-changes in our 

model. These results show that the producer- level random effects account for most of the 

random effects between the clusters of observations. Likelihood ratio tests on the 

specifications confirmed that only the producer-specific random effects are statistically 

significant. We therefore leave out both product- and sector-random effects in the model 

when estimating coefficients. 

 

                                                

5 Using the Stata command iccvar after running the command xtmixed 
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The resulting model for measuring the effects on price change for product i, in firm j is 

presented as follows with the multilevel random intercepts model6:  

𝑃! − 𝑃!!!
𝑃!!! !,!"#

=   𝛽! 𝑋!! !
+ 𝛽!    𝑋!! !,!

!

!!!

+   𝜁 ! + 𝜂 + 𝜖!,!"# 

In this specification, 𝜁(!) is the unobserved random effect at the firm level, and 𝜂 are time 

dummies.  

We have discovered that most of the unobserved effects can be explained by firm-level 

factors. For comparison and robustness we also employ an LSDV-model using OLS-

estimation where we include firm-level dummy variables. This approach is similar to that of 

Power (1995) and Sakellaris (2003), who use an LSDV-model when they study the effects of 

lumpy investments on firm performance. The LSDV-approach will in this case yield 

equivalent results as using the within estimator for eliminating fixed effects. However, as 

opposed to the within-estimator, we include the unobservable effects as dummy variables. 

This approach lets us calculate the degrees of freedom directly from the specifications and 

also allows us to include time invariant regressors. However, the method is computationally 

more extensive since we need to compute estimates for the unobserved effects rather than 

removing these. To account for the clustering of observations, we apply a special estimator 

for the standard errors7. This estimator both adjusts for heteroskedasticity and 

autocorrelation. The LSDV model can be illustrated as: 

𝑃! − 𝑃!!!
𝑃!!! !,!

=   𝛽! 𝑋!! !
+ 𝛽!    𝑋!! !,!

!

!!!

+   𝜁 ! + 𝜂 + 𝜖!,! 

Here, the 𝜁 !  are the firm- level dummies and 𝜂 are the time dummies. The rest of the model 

is explained in relation with the multilevel approach. 

                                                

6 Using the Stata command xtmixed 

7 Using the Stata option vce(cluster clustervar) for the regressions. 
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5.1 Discussion of methods 

The most common and convincing econometric approach to modelling panel data is to treat 

the unobserved effects as time-invariant fixed effects (Wooldridge, 2013). This way, any 

endogeneity bias is reduced to a minimum since the regressors are allowed to be partially 

correlated with the unobserved fixed effects. This can be illustrated as: 𝑐𝑜𝑣 𝑿!,! , 𝜁 ! ≠ 0, 

where 𝑿!,! is the vector of the explanatory variables. Nevertheless, after accounting for the 

the time invariant effects we must have strict exogeneity in the model: 𝐸(𝜖!,!"|  𝑿! , 𝜁 ! ) = 0, 

for all t = 1,…,T. 

However, if one believes that the unobserved effects are uncorrelated with the observed 

regressors in the model, a random effects model is the more efficient approach (Wooldridge, 

2013). By treating the unobserved effects as random, we make the assumption: 

𝑐𝑜𝑣 𝑿!,! , 𝜁 ! = 0. In a multilevel model, this assumption means that the unobserved effects 

on all levels must be uncorrelated with the regressors. This is a strict assumption, and 

violation may lead to incosistent estimators. 

It is reasonable to assume that the within-level observations of the dependent variable are 

correlated. For example, within the same sector and producer the observations will tend to be 

more similar than if the observations were sampled randomly from many producers. 

Additionally, as we move down the hierarchy the correlation will increase between 

observations.  

The multilevel random effects regression does not assume that each observation is 

independent, thus it allow for some degree of dependent clustering in the observations. 

Furthermore, the explanatory variables in our model vary only at the level of firm, while the 

dependent variable is at the lower product-level. We use white’s general test8 and 

Wooldridge test9 to test for heteroskedasticity and autocorrelation in the error terms for all 

regressions; both tests reject the null hypothesis i.e. we have heteroskedasticity and 

autocorrelation. However, by applying cluster robust inference we are able to achieve 

standard errors robust to heteroskedasticity and autocorrelation. 

                                                

8 Using the stata comand whitetst. 

9 Using the stata comman xtserial. 



 36 

In order to investigate whether we should treat the unobserved effects as fixed- or random-

effects, we performed a version of the Hausman test10. This alternative version of the test 

relaxes the assumptions of homoskedasticity and no autocorrelation in the residuals 

(Schaffer et al., 2006). The null-hypothesis is equivalent to that of the regular Hausman test; 

that the regressors are not correlated with the unobserved effects.   If the estimates are not 

systematically different from each other, the null- hypothesis is not rejected and the random 

effects estimator is most efficient. In our case we are interested in a time-invariant regressor 

(𝑋!!! ). Therefore, applying the within estimator, which will remove this regressor from the 

equation is not a particurly good option. The two approaches we have taken thus allow for 

time-invariant regressors. 

We performed the alternative Hausman test on the different regressions for the complete 

sample and the sub-samples used in the various regressions. Equivalently to the Hausman 

test, the test statistic  is 𝜒!(11) under the null- hypothesis. For the whole sample, we find that 

the null hypothesis is not rejected with test- statistics: 15.46, 10.77 and 13.16, for the 

regressions with investment spike regressors, positive labour spike regressors and negative 

labour spike regressors, respectively. This means that the estimated 𝛽’s are very similar 

whether you use fixed or random effects, and random effects estimation is the most efficient 

approach.  

When dividing the sample into product groups we find that some of the regressions are not 

satisfying the assumption of the random effects regression. Especially, using data from 

product group 4 and 5, all regressions rejected the null hypothesis. To account for this failure 

of assumptions, we apply the correlated random effects approach. This method allows the 

unobserved effects to be correlated with the average of the regressors and therefore corrects 

the violation of assumptions (Wooldridge, 2013). Thus, we can model the unobserved effects 

as (Wooldridge, 2013): 

  𝜁 ! = 𝜋 + 𝜑𝑿!,! + 𝑟!,! 

Here, 𝑿!,! is a vector of the within- firm averages of the regressors, and 𝑟!,! is an error 

component. We further assume that 𝑐𝑜𝑣 𝑿!,!   , 𝑟!,! = 0. 

                                                

10 Using Stata command xtoverid.  
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Applying the correlated random effects, the new regression specifications is therefore: 

𝑃! − 𝑃!!!
𝑃!!! !,!

=   𝛽! 𝑋!! !
+ 𝛽!    𝑋!! !,!

!

!!!

+ 𝜂 +   𝜋 + 𝜑𝑿!,! + 𝑟!,! + 𝜖!,! 

This is essentially a fixed effects model, and the results are therefore very similar to the 

LSDV estimates. We have indicated the regressions where we have used this approach with 

CRE*.  

We have regressions with dummy variables indicating one year before a spike, continually 

going forward to indicating more than two years after a spike. Until now we have only 

removed firms with less than three years of contiguous data.  This may theoretically 

constitute a problem if the reason for not achieving all regressors equal to unity for a given 

product is correlated with the regressors. This may happen if there was a specific incident 

that led to discontinuation of the product or to a spike late in the observed sequence. For all 

the regressors to be equal to unity for one firm over the observed period we need at least 6 

years of contiguous data. Remember that from our construction of the regressand as a 

relative change, we lose the first observation. If we remove firms with less than 6 years of 

contiguous observations we lose more than 3, 500 observations. Performing this measure 

yields very similar results.  
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6. Empirical Results 

The following tables display the estimated values of the parameter vectors 𝛽!!, k = 1, …, 6, 

for the total sample and the five product groups for the model described in the previous 

section. The estimated coefficients show the effect of factor spikes on firms’ price setting 

behaviour and can be interpreted as the estimated change in price change around a spike. We 

present both LSDV estimates and mixed effects estimates. The choice of estimation method 

does not change the estimates significantly, thus increasing the robustness of our paper. The 

discussion of the results proceeds as follows. First, we discuss the effect of capital 

investments on price changes; then we take a closer look at and discuss the effects of 

adjustments in the labour stock; next we divide the sample into industry sectors to see if this 

has any impact on the results; finally we turn the equation around in order to take a closer 

look at the effect of price spikes on the factor adjustments.  

Table 4 - Effect of factor adjustments on price changes (total sample) 

  Capital investment Positive labour spike Negative labour spike 

  LSDV Mixed 
model LSDV Mixed 

model LSDV Mixed 
model 

> 0 spikes  -0.005  -0.005  -0.018  -0.012*  0.003  0.005 

 
 (0.014)  (0.007)  (0.011) (0.007)  (0.006) (0.006) 

Current  0.004  0.002  0.018*  0.018**  -0.015  -0.014 

 
 (0.010)  (0.009)  (0.009) (0.008)  (0.010) (0.009) 

Previous  0.018  0.015  0.014  0.014  -0.019*  -0.017* 

 
 (0.014)  (0.012)  (0.010) (0.009)  (0.011) (0.009) 

2 years   -0.002  -0.007  0.008  0.009  0.001  0.003 
previous  (0.013)  (0.011)  (0.012) (0.011)  (0.011) (0.010) 
> 2 years   0.018  0.013  0.018  0.019*  -0.007  -0.004 
previous  (0.013)  (0.010)  (0.012) (0.011)  (0.011) (0.009) 
Next  0.007  0.006  0.002  0.003  -0.005  -0.005 

 
 (0.010)  (0.009)  (0.009) (0.009)  (0.010) (0.009) 

CRE*       
Time dummies Yes Yes Yes Yes Yes Yes 
Firm dummies Yes  Yes  Yes  
N 5372 5372 5579 5579 5579 5579 

 

 

Note: Standard errors are reported in parentheses. Asterisks indicate significance at 10%, 5% and 1 % 
level with *, ** and *** respectively.                                                                                                        
CRE is the Correlated Random Effects Approach (see discussion of methods) 
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Table 5 - Effect of factor spikes on price change (Intermediate goods) 

  Capital investment Positive labour spike Negative labour spike 

  LSDV Mixed 
model LSDV Mixed 

model LSDV Mixed 
model 

> 0 spikes  -0.005  0.001  -0.014  -0.010  -0.002  -0.003 

 
(0.026) (0.010) (0.013)  (0.010) (0.009)  (0.008) 

Current  0.012  0.009  0.025*  0.026*  -0.022*  -0.019* 

 
(0.015) (0.013) (0.015)  (0.013) (0.013)  (0.012) 

Previous  0.014  0.008  0.025  0.027*  -0.017  -0.013 

 
(0.014) (0.012) (0.016)  (0.015) (0.016)  (0.013) 

2 years   0.002  -0.005  0.005  0.008  0.006  0.012 
previous (0.017) (0.013) (0.015)  (0.013) (0.016)  (0.014) 
>2 years   0.027  0.018  0.027  0.032*  -0.000  0.007 
previous (0.017) (0.013) (0.017)  (0.017) (0.017)  (0.013) 
Next  0.010  0.008  0.011  0.011  0.009  0.010 

 
(0.016) (0.015) (0.014)  (0.013) (0.015)  (0.014) 

CRE*       
Time dummies Yes Yes Yes Yes Yes Yes 
Firm dummies Yes  Yes  Yes  N 2756 2756 2821 2821 2821 2821 

 

Table 6 - Effect of factor spikes on price change (capital goods) 

  Capital investment Positive labour spike Negative labour spike 

  LSDV Mixed 
model LSDV Mixed 

model LSDV Mixed 
model 

> 0 spikes  0.004  0.007  0.003  0.001  0.013  0.013 

 
 (0.010)  (0.009)  (0.011)  (0.009)  (0.013)  (0.013) 

Current  0.003  -0.001  -0.003  -0.007  -0.021  -0.023 

 
 (0.019)  (0.018)  (0.012)  (0.013)  (0.028)  (0.027) 

Previous  0.009  0.004  -0.019*  -0.024***  -0.026  -0.027 

 
 (0.031)  (0.030)  (0.010)  (0.009)  (0.024)  (0.023) 

2 years   0.010  0.003  0.014  0.010  0.006  0.003 
previous  (0.021)  (0.020)  (0.022)  (0.022)  (0.034)  (0.033) 
> 2 years   0.026  0.018  -0.029  -0.035  -0.026*  -0.029** 
previous  (0.031)  (0.028)  (0.026)  (0.022)  (0.013)  (0.012) 
Next  0.020  0.016  -0.005  -0.006  -0.040**  -0.039*** 

 
 (0.017)  (0.016)  (0.016)  (0.016)  (0.015)  (0.014) 

CRE*  Yes    Yes 
Time dummies Yes Yes Yes Yes Yes Yes 
Firm dummies Yes  Yes  Yes  N 785 785 812 812 812 812 

Note: Standard errors are reported in parentheses. Asterisks indicate significance at 10%, 5% and 1 % level 
with *, ** and *** respectively.                                                                                                                       
CRE is the Correlated Random Effects Approach (see discussion of methods) 

Note: Standard errors are reported in parentheses. Asterisks indicate significance at 10%, 5% and 1 % level 
with *, ** and *** respectively.                                                                                                                       
CRE is the Correlated Random Effects Approach (see discussion of methods) 
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Table 7 - Effect of factor spikes on price change (durables) 

  Capital investment Positive labour spike Negative labour spike 

  LSDV Mixed 
model LSDV Mixed 

model LSDV Mixed 
model 

> 0 spikes -0.152  -0.155*  -0.031  -0.032*  -0.003  -0.004 

 
(0.089)  (0.087)  (0.018)  (0.017)  (0.015)  (0.014) 

Current -0.066*  -0.064**  -0.001  -0.001  -0.022  -0.021 

 
(0.033)  (0.032)  (0.020)  (0.020)  (0.021)  (0.020) 

Previous 0.225**  0.227***  -0.011  -0.012  0.004  0.003 

 
(0.085)  (0.083)  (0.014)  (0.013)  (0.016)  (0.015) 

2 years  0.219**  0.222***  0.065  0.066  0.009  0.008 
previous (0.084)  (0.082)  (0.053)  (0.051)  (0.012)  (0.011) 
> 2 years  0.199**  0.203**  0.021  0.022  0.044**  0.044*** 
previous (0.085)  (0.083)  (0.023)  (0.021)  (0.016)  (0.015) 
Next -0.081  -0.080*  -0.047***  -0.045***  -0.018  -0.019* 

 
(0.048)  (0.046)  (0.014)  (0.013)  (0.011)  (0.011) 

CRE*  Yes  Yes  Yes 
Time dummies Yes Yes Yes Yes Yes Yes 
Firm dummies Yes  Yes  Yes  N 457 457 464 464 464 464 

 

 

Table 8 - Effect of factor spikes on price change (non-durables, non-food) 

  Capital investment Positive labour spike Negative labour spike 

  LSDV Mixed 
model LSDV Mixed 

model LSDV Mixed 
model 

> 0 spikes  -0.006  0.002  -0.016  -0.016  0.007  0.008 

 
 (0.022)  (0.020)  (0.018)  (0.017)  (0.012)  (0.012) 

Current  -0.022  -0.026*  0.034  0.034  -0.018  -0.019 

 
 (0.015)  (0.014)  (0.025)  (0.024)  (0.014)  (0.013) 

Previous  -0.008  -0.013  0.019  0.019  -0.010  -0.011 

 
 (0.026)  (0.024)  (0.015)  (0.014)  (0.022)  (0.020) 

2 years   -0.011  -0.017  -0.003  -0.004  -0.020  -0.019 
previous  (0.016)  (0.016)  (0.012)  (0.012)  (0.015)  (0.015) 
> 2 years   -0.002  -0.011  0.059*  0.057*  -0.014  -0.014 
previous  (0.018)  (0.017)  (0.034)  (0.032)  (0.018)  (0.017) 
Next  -0.009  -0.012  0.004  0.005  -0.002  -0.004 

 
 (0.012)  (0.012)  (0.022)  (0.021)  (0.009)  (0.009) 

CRE*  Yes  Yes  Yes 
Time dummies Yes Yes Yes Yes Yes Yes 
Firm dummies Yes   Yes   Yes   
N 425 425 452 452 452 452 

Note: Standard errors are reported in parentheses. Asterisks indicate significance at 10%, 5% and 1 % level 
with *, ** and *** respectively.                                                                                                                       
CRE is the Correlated Random Effects Approach (see discussion of methods) 

Note: Standard errors are reported in parentheses. Asterisks indicate significance at 10%, 5% and 1 % level 
with *, ** and *** respectively.                                                                                                                       
CRE is the Correlated Random Effects Approach (see discussion of methods) 



 41 

 

Table 9 - Effect of factor spikes on price change (non-durables, food) 

  Capital investment Positive labour spike Negative labour spike 

  LSDV Mixed 
model LSDV Mixed 

model LSDV Mixed 
model 

> 0 spikes  0.018  0.015  -0.004  -0.006  -0.006  -0.006 

 
 (0.022)  (0.021)  (0.025)  (0.022)  (0.010)  (0.010) 

Current  -0.005  -0.002  -0.006  -0.004  0.047*  0.047** 

 
 (0.023)  (0.022)  (0.021)  (0.020)  (0.024)  (0.023) 

Previous  0.001  0.003  0.012  0.013  0.016  0.017 

 
 (0.021)  (0.019)  (0.018)  (0.017)  (0.024)  (0.023) 

2 years   -0.057*  -0.054*  -0.026*  -0.023*  0.002  0.002 
previous  (0.030)  (0.029)  (0.014)  (0.014)  (0.014)  (0.014) 
> 2 years  -0.031  -0.027  -0.011  -0.008  0.010  0.011 
previous  (0.022)  (0.020)  (0.018)  (0.018)  (0.028)  (0.027) 
Next  -0.002  -0.001  -0.015  -0.012  0.003  0.002 

 
 (0.018)  (0.017)  (0.017)  (0.017)  (0.024)  (0.023) 

CRE*  Yes  Yes  Yes 
Time dummies Yes Yes Yes Yes Yes Yes 
Firm dummies Yes  Yes  Yes  
N 949 949 1030 1030 1030 1030 

 

6.1 Capital investments 

From the tables above, the effects of capital investment on price changes are very limited. 

With a few exceptions, only firms producing durables seems to have a significant 

relationship between the two events. Here, close to all estimates are significant both using 

LSDV and the mixed effects model. Firms that experience an investment spike during the 

sample period seem to have a strategy of smaller price changes than firms that don’t invest. 

The estimates indicate that a firm that produces durables (domestic appliances, television 

and radio, furniture and photographic instruments), on average reduce their prices in the 

same year as the investment, but increases the price change sharply the following two years. 

The reduction in price-change the year before and in the same year as the investment can 

possibly be explained by strong market competition. These products have over the course 

from 2002 to 2009 become cheaper and easier available from producers in low cost countries 

Note: Standard errors are reported in parentheses. Asterisks indicate significance at 10%, 5% and 1 % 
level with *, ** and *** respectively.                                                                                                         
CRE is the Correlated Random Effects Approach (see discussion of methods) 
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like China (SSB, 2009). At the same time 2004-2008 was characterized by economic 

expansion and high demand, which can partly justify the sharp increase in average prices. 

Furthermore, it is also likely that diversifying or new technology can explain these findings. 

The relationship must not be stressed too much, as this product group only represent 8% of 

the total dataset on manufacturing industry in Norway.  

The other products groups, however, do not seem to have a relationship between investment 

spikes and price change. Possible explanations for this can be firm-specific conditions such 

as long-term customer relations or financial constrains, as suggested in Lundin et al. (2009). 

Long-term customer relations are listed as the main reasons for sticky prices (Álvarez et al., 

2006), which include specified contracts that make the firms restricted to price adjustments. 

The firms are therefore constrained from adjusting prices to finance the investment. This 

seems reasonable for intermediate goods and can be an explanation of the non-existing 

significant relationship between investments in capital and price adjustments. The other 

product groups are however not goods bought on a regular basis and price contracts are 

therefore seldom. As we just discussed, the long-term customer relations argument does not 

explain our lack of a significant relationship between the firms’ investment and price 

adjustments other than for intermediate goods.  

When taking the degree of market competition into consideration, the results may indicate 

that that the firms operate in highly competitive markets. That is, they cannot change their 

prices in accordance to idiosyncratic conditions.  

In our dataset the correlation between investment rates and price changes is only 3.8% and 

our non-significant estimates stands in contrast to Lundin et al. (2009), who find strong 

significant coefficients for investment on price change. Although, the model presented by 

Lundin et al. and our model are not completely comparable, as they do not look explicitly at 

lumpy investments on price changes, but on the change in capital stock on the relative 

market price. Nevertheless, the difference in the results is remarkable.  

We have so far included all investments in the range [-0.5, 2]. To test whether outliers are 

contaminating our results we follow the robustness measure of Letterie et al. (2004) and 

remove investment observations above 100%. The rationale behind performing this measure 

is to reduce the prevalence of outliers that might potentially bias the regression estimates. 

Since our sample is relatively small and the omitted observations are scarce, these 
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observations possibly do not represent common factor adjustments. This measure does not 

significantly change the estimates or standard errors.  

6.2 Episodes of large changes in labour stock 

As mentioned earlier, Fabiani et al. (2005) state that mark-up pricing is the most common 

price setting policy by firms. The table 4 shows that large episodes of hiring have a positive 

relationship with price adjustments; higher wages is associated with higher prices, and lower 

wages with lower prices11. On the total sample, price changes increase by 1.8% in the same 

period as the hiring episode. In addition, we also see that the 𝛽!  
!"#$ is significant and 

negative. This indicates that firms experiencing a burst in job creation over the period are 

likely to decrease their average price change by 1.2 percentage points (mixed effects model). 

This estimate may reflect the economic growth and competition during the years from 2003 

to 2008, with low inflation rates and low unemployment (SSB, 2013) firms hired many 

people, but could not increase prices in the same fashion. The estimates on negative labour 

spikes however, do not imply any relationship between firings (or resignations) and price 

changes.  

The total sample points to a significant interrelation between lumpy labour adjustments and 

price changes. This may indicate that mark-up prices can be a partial description of 

Norwegian manufacture price strategies. We see however that when we disaggregate the 

sample into product groups, the relationship between labour spikes and price change seem to 

lose some of its significance. This may be because some of the product groups are too small 

as a sample, or that firms within product groups are not particularly homogenous. Thus our 

results are ambiguous. We only find a few significant estimates, for example; for 

intermediate goods (the largest group), the estimate for price changes the same year as a 

labour adjustment spike is significant at the 10% level. Moreover, we find a negative 

relationship the year after a hiring episode in firms producing capital goods. For negative 

labour spikes, firms seem to decrease their prices in the year before a reduction in labour 

stock. Finally, for durables the firms seem to decrease their price changes the year before a 

                                                

11 Note however that the estimates do not say anything about causality, which is whether the spikes effect on price change is 
explained by the model, or by some third factor that affect both price and factor spikes simultaneously, for example 
business cycles or market competition. 
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spike in labour hiring. It also seems that negative labour spikes have a long-term effect on 

prices. Non-durables, both food and non-food, have no significant estimates on the 5% level, 

except for a positive change in price adjustment in the same year as a negative labour spike 

for food-producers. Both estimations, LSDV and the mixed effects model, produce very 

similar estimates. The low degree of significant findings are not surprising as the correlation 

between change in labour stock and price change is only 3.8%. Overall we can conclude 

with no or very weak effect of large labour adjustments and price setting changes for the 

specific product groups. Again, we can point to the plausible explanations of the lack of 

significant estimates, i.e. firm-specific conditions, such as explicit and implicit customer 

contracts, financial constraints and low market power.  

When looking at the total sample, the findings point to monopolistic competition in the 

Norwegian manufacturing industry, because firms are to some degree able to adjust their 

prices in response to idiosyncratic shocks. Monopolistic competition is an important part of 

the New-Keynesian theory that many western economies are built upon, including Norway. 

Monetary policy works through the transmission channels of demand, expectation and 

exchange rates (Norges bank, 20013). Through the demand and expectations channels, firms 

are likely to increase capital or labour stock in response to an expansionary monetary 

policy12. When the central bank decreases the interest rate, it becomes relatively cheaper to 

invest in capital. Firms also hire more when they expect future demand to increase. 

Monetary theory further states that in response to the increased investments and costs of the 

firm, the prices will increase and thus influence the inflation. From our results it seems that 

this statement is only true when firms adjust their labour stock and not capital, as labour is 

more directly connected with output marginal costs. However, the estimates show weak 

relationships between the labour stock adjustments and prices. This means that the central 

bank policy´s effect on the inflation through the supply side of the demand channel is not as 

direct as theory states. Moreover, firms are expected from monetary theory to increase prices 

in response to increased demand from customers. This relationship is not investigated in this 

study, but empirically it seems to be weaker than what theory suggests (Gottfries, 1991). In 

fact, firms may even decrease prices when demand increases. The intuitive reason for this is 

that firms can then use an aggressive price strategy to increase the customer stock. We do 

                                                

12 This is the so-called ”credit-channel” described by Bernanke and Getler (1995) 
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see some evidence of this in association with labour for capital goods and both labour and 

capital investments in some of the industry sectors presented later.  

A graphic presentation of results by product group  

The following set of graphs presents the results of the factor spikes on price changes by 

product group, using the mixed effect model estimates. The graphs display the estimated 

changes in price change in the periods around a spike in either capital investment or labour 

adjustment. On the horizontal axis t-1 is the year before the spike (𝛽!! + 𝛽!!), t is the year the 

spike occur (𝛽!! + 𝛽!!), t+1 and t+2 is the years after the spike (𝛽!! + 𝛽!! and 𝛽!! + 𝛽!!), and 

[t+3≥ denotes the time longer than two years since the last spike (𝛽!! + 𝛽!!).  

 

Fig. 18 - Estimated coefficients of investment spikes, positive and negative 
labour spikes on price changes 
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Fig. 18 (cont.) - Estimated coefficients of investment spikes, positive and 
negative labour spikes on price changes 

 

In summary we primarily find small and mainly insignificant effects of lumpy factor 

adjustments on price change. We have discussed plausible reasons for this, including low 

market power, implicit and explicit long-term customer contracts and fiscal constraints. Our 

results are consistent with other theories of price setting behaviour, such as Fabiani et al. 

(2005), Álvarez et al. (2006), Baudry et al. (2007), Klenow and Kryvtsow (2008) and 

Nakamura and Steinsson (2008). However, Lundin et al (2009) who do not look specifically 

at lumpy investments, finds a strong relationship between investments and prices.  

6.3 Results by industry sectors  

Dividing the total sample into subsamples of product groups we were able to find differences 

in firms that were offering similar or substitute goods. Another way to disaggregate the total 

sample is by industry sector. There is reason to believe that firms within a given sector 

behave similarly when it comes to decisions about factor investments and price setting. The 

model is therefore estimated using mixed model by two-digit SIC industry codes. Results are 

presented in appendix 3.  

The first we find is that the relationship between lumpy investments and price changes are 

clearly apparent in some sectors, while non-existing in others. The sectors that do seem to 

have a strong relationship between factor investments to the change in price setting 
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20 (manufacture of wood and wood products), SIC 26 (manufacture of non-metallic mineral 

products), SIC 31 (manufacture of electrical and optical equipment), SIC 32 (manufacture of 

radio, TV and communication equipment and apparatus), SIC 33 (Manufacture of medical, 

precision and optical instruments, watches and clocks), SIC 36 (manufacture of furniture). 

All industries, but SIC 26, are in the production of complex goods that are assembled by a 

diversity of parts. We would therefore expect the prices of these goods to be relatively more 

sensitive to changes in marginal costs. Moreover, the producers in these sectors are able to 

diversify themselves from others based on quality and design, as apposed to many of the 

other sectors. Firms in these sectors may therefore be able to adjust prices more freely to 

their profile of cost. We see from the estimates that some are negative while others are 

positive, which may reflect the different degrees of competition in the various markets where 

lowering prices increases market share, but may decrease profitability.    

Second, we find that investment spikes in capital, but not labour, significantly affect several 

sectors (SIC 17, SIC 18 and SIC 33). Other sectors have significant relationship between 

labour adjustments, but not with investment in capital (SIC 14, SIC 20, SIC 28, SIC31 and 

SIC 32). Apparently, it does not matter whether the sector is labour intensive or not. The 

duration of the effect differs somewhat and several sectors exhibit a negative relationship 

between investment in capital and change in price change in the same period and in the 

period after the spike. This negative effect may suggest strong degree of competition in the 

various markets.  

Third, SIC 15 (manufacture of food and beverages), SIC 24 (manufacture of chemicals and 

chemical products), SIC 25 (manufacture of rubber and plastic products), and SIC 29 

(manufacture of machinery and equipment) have all close to no significant estimates. This 

suggests that the firms in these sectors do not change their prices in events of lumpy factor 

adjustments.  

Finally, some of sectors do not experience any spikes during the sample period. Excluding 

these sectors from the total sample, do not change the results of weak or no relationship 

between factor investments and price adjustments presented in the previous section. 

Economic theory suggests that as the firm’s costs change, the prices are likely to change 

accordingly. Whether the mark-up increases, stays the same or decreases, depends on the 

firms liquidity constrains, the firm’s market share and the degree of competition in the 
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market. As we have seen, the interrelation between price changes and lumpy factor 

adjustments differs in various industry sectors. Without a thorough investigation of the 

firms’ condition of liquidity, market share and the market competition and demand, we are 

not able to make any statements whether the theory is matching the data or not.  

6.4 Alternative regressions with price spike regressors 

There may potentially exist a relationship in the opposite direction where the factor 

adjustment rates are affected by spikes in price adjustment. To investigate this possibility, 

we turn the regressions around so that the main regressors price spikes. The dependent 

variable in these regressions is therefore the factor adjustment rates, as presented below. The 

definition of a spike follows the method used for defining spikes in the labour adjustment 

rate. Furthermore, the regressors are created the same way as outlined for the main 

regressions in section 5.  

Turning the regression poses some problems because the price spikes occur at the product-

level, whilst the dependent variable is at the higher producer-level. A single firm have more 

than one associated product, so a firm can have a price spike in more than one product. The 

dataset was therefore collapsed to construct a model were all variables are at the producer-

level. A spike in the price adjustment of one or more products for a single year is therefore 

only registered as one spike in that year.  

For this approach we create a regression only for the total sample. Since the variables in the 

regression are all on the producer-level, we simplify the estimation method and apply a 

random effects model, with sector and time dummies. Furthermore, the standard errors are 

made robust to heteroskedasticity. The theoretizised relationship between price spikes and 

factor adjustment rates is expressed with the following equations: 
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In these equations, 𝐼! denotes capital investment in absolute terms, whilst 𝐿!  is the labour 

adjustment rate. The 𝜁 !   term represents the random effects, 𝜁 !  represents the sector- 

dummies, 𝜂 are time- dummies, and 𝜖!,! is the idiosyncratic error. 

We performed the regular Hausman test to test whether using random effects is valid. The 

test-statistic is: 𝐻 = (𝛽!" −   𝛽!")´𝑊(𝛽!" − 𝛽!"). Under the null- hypothesis of no 

systematic differences in coefficents between the random effects and fixed effects approach, 

the test statistic is   𝜒!(11). We get the values: 13.32 and 6.83 for the regressions of the 

capital investment rate with respectively positive and negative price spike regressors. For the 

regressions of the labour adjustment rate we get: 12.76, and 9.61, with positive and negative 

regressors, respectively. Based on these results, using random effects is therefore warranted. 

Results from regressions of the factor adjustments rates on price spikes 

Looking at table 10 we see that there are no significant coefficients in the estimated model 

where we have regressed the factor adjustment rates on the positive price-spike dummies. 

This might seem surprising since we have established a positive relationship between spikes 

in the labour-adjustment rate and price changes. But, remember that according to the 

definition, a spike constitutes a rare episode, and is therefore not related to the normal rate of 

adjustment. The increased price change rate, which is related to the spike in labour 

adjustment, need therefore not represent spikes in the price.  

Table 11 presents the two regressions with negative price spike regressors. In this table, we 

see that there are several significant coefficients. From the results it seems there is strong 

evidence that firms, which have experienced a negative price spike, have on average a higher 

adjustment rate for both capital and labour. Additionally, the labour adjustment rate seems to 

decrease in the periods before and after a spike by about 5 percentage points. The investment 

rate decrease according to the estimates by on average 4.2 percentage points in the period 

two years after a price spike, and continues to decrease by on average 6.4 percentage points 

in the following years.  

These results indicate that negative price spikes have a more fundamental effect on the 

dynamics of firm- level factor adjustments than positive spikes. Additionally, firms seem to 

adjust the labour adjustment rate in the two periods surrounding a negative spike, but the 
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investment rate is only adjusted after the price spike. This may indicate that the hiring rate is 

more flexible, and therefore represents the first line of adjustment.  

Table 10 – Effect of positive price spikes on factor adjustments (total sample) 

 

 

 

 

 

 

 

 

 

Table 11 – Effect of negative price spikes on factor adjustments (total sample) 

 

 

 

 

 

 

 

 

  Capital investment Labour adjustment 
> 0 spikes -0,012 -0,009 

 
(0.009) (0.011) 

Current 0,006 0,022 

 
(0.011) (0.013) 

Previous 0,016 -0,017 

 
(0.015) (0.014) 

2 years previous 0,018 0,011 

 
(0.022) (0.019) 

> 2 years previous -0,003 0,017 

 
(0.019) (0.021) 

Next 0,016 0,001 

 
(0.012) (0.012) 

Time dummies Yes Yes 
Sector dummies Yes Yes 
N 1871 1614 
# of individual spikes 274 280 

  Capital investment Labor adjustment 
> 0 spikes 0.026* 0.038** 

 
(0.014) (0.015) 

Current -0,004 -0,018 

 
(0.019) (0.022) 

Previous -0,027 -0.052** 

 
(0.016) (0.025) 

2 years previous -0.042** -0,032 

 
(0.019) (0.021) 

> 2 years previous -0.064*** -0,02 

 
(0.019) (0.022) 

Next 0,011 -0.050** 

 
(0.019) (0.023) 

Time dummies Yes Yes 
Sector dummies Yes Yes 
N 1871 1614 
# of individual spikes 98 108 

Note: Standard errors are reported in parentheses. Asterisks indicate significance at 
10%, 5% and 1 % level with *, ** and *** respectively. 

Note: Standard errors are reported in parentheses. Asterisks indicate significance at 
10%, 5% and 1 % level with *, ** and *** respectively. 
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7. Relationship Between Capital and Labour 
Adjustments 

When studying the dynamics of plant-level variables most papers have treated lumpy 

investments in capital, adjustments in labour and productivity changes, as isolated events 

(Sakellaris, 2004). This approach reduces the complexity, but newer studies have found 

evidence of a prevalent interrelationship between adjustments in input factors and resulting 

dynamics of other plant level variables. It is therefore interesting to see how this finding 

applies to our sample of observations, as this may also affect other firm level decisions, such 

as pricing.  

Two papers that have explicitly researched the interrelation between input factors are 

Letterie et al. (2004) for the Dutch manufacturing industry, and Leitner (2008) for Austrian 

manufacturing. Their results are similar with a strong intertemporal relationship of a spike in 

one factor and the adjustment of the other. Additionally, Sakellaris (2004), Nilsen et al. 

(2009) and Grazzi et al. (2013) also find that the demand for the two production factors is 

strongly interrelated.  

Following Letterie et al. (2004) we perform a descriptive investigation of the dynamic 

relationship between lumpy capital adjustments and labour adjustments, and conversely, the 

relationship between lumpy labour adjustments and capital adjustments. Our results are 

comparable to the results of Letterie et al (2004), as can be seen from table 12 and 13.  

Where Letterie et al. (2004) used a first differenced regression model to account for the 

unobserved firm-level effects, we employ a random effects model. To account for higher-

level unobserved effects we include sector-dummies, in addition to time-dummies. We 

employ the same vector of covariates described in the methodology (section 5). The 

econometric models used for this investigation are: 
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In these equations, 𝐼! denotes capital investment, whilst 𝐿!  is the labour adjustment rate. The 

𝜁 !   term represents the random effects, 𝜁 !  represents the sector- dummies, and 𝜂 are time-

dummies. 

Letterie et al. (2004) have analysed data consisting of a balanced panel, and it is perhaps 

therefore that their estimates have less variation than our estimates. To account for 

heteroskedasticity and serial correlation in our residuals, we use robust standard errors for 

inference.  

Table 12 - Effect of capital investment spikes on labour stock adjustments (total sample) 

  Our model Letterie et. al., 
> 0 Spikes 0.033 *** 

 
 

(0.011) 
 Current 0.039 ** 0.030 *** 

 
(0.018) (0.005) 

Previous -0.003 0.011 ** 

 
(0.018) (0.055) 

Two years previous 0.002 
 

 
(0.029) 

 >Two years previous -0.018 
 

 
(0.016) 

 Next 0.019 0.011 ** 

 
(0.014) (0.054) 

Sector Dummies Yes 
 Time Dummies Yes Yes 

N 1874 
 Note: Robust standard errors in parentheses.  

Asterisks indicate significance at 10%, 5% and 1 % level with *, ** and *** respectively. 

 

We see from table 12 that a firm that has experienced at least one burst in capital investment 

has on average a higher labour adjustment rate. This relationship is not established by 

Letterie et al. (2004) because they use first differencing. Moreover, according to the results, 

firms will on average increase their labour adjustment rate by 3.9 percentage points 

contemporaneously with a spike in investment. Letterie et al. (2004) obtained a similar 

relationship for the Dutch manufacturing sector, with an average of three percentage points 

increase in the same year as an investment spike. Their results, however, also indicated a 
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positive relationship in the two surrounding years of an investment spike13. We could not 

find this significant relationship in our dataset. 

Table 13 - Effect of labour adjustment spikes on investment (total sample) 

 
Positive Labor Spikes Negative Labor Spikes 

  Our model Letterie et.al., Our model Letterie et.al., 
> 0 Spikes 0.002 

 
0.007 

 
 

(0.013) 
 

(0.011) 
 Current 0.050*** 0.031 *** -0.047***  -0.027*** 

 
(0.017) (0.005)  (0.014) (0.006) 

Previous -0.001 0.008 -0.038***  -0.013** 

 
(0.016) (0.005) (0.015) (0.006) 

Two years previous -0,011 
 

-0.014 
 

 
(0.015) 

 
(0.016) 

 > Two years previous 0.001  -0.029  
 (0.020)  (0.024)  
Next 0.006 0.007 -0.015 -0.011 

 
(0.012) (0.055) (0.012) (0.007) 

Sector Dummies Yes 
 

Yes 
 Time Dummies Yes Yes Yes Yes 

N 1874   1874   
Note: Robust standard errors in parentheses.  

  Asterisks indicate significance at 10%, 5% and 1 % level with *, ** and *** respectively. 
 

From Table 13 we find a significant increase of about five percentage points in the 

investment rate contemporaneously with a positive spike in the labour adjustment rate.  

For the negative labour adjustment spikes we find the opposite relationship with an average 

decrease of 4.7 percentage points in the concurrent year. Additionally, we have a significant 

decrease in the investment rate in the year after a negative labour adjustment spike. This 

indicates that firms which have been forced to lay-off many employees in one year is set 

back moving into the next year. However, we cannot find any longer-term effects. As can be 

seen from table 13, the results obtained by Letterie et al. (2004) are very similar to ours.  

Correspondingly to the analysis of Letterie et al. (2004) these results show that the demand 

for the two production factors is interrelated. Modelling the factor adjustment decision of a 

firm should therefore account for this result. Asphjell et al. (2010) find that firms should 

                                                

13 Although, their point estimates or standard errors must be different from the ones stated. Most likely, the standard errors 
for these estimates are correct if divided by ten.   
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invest in capital and labour sequentially, unless there are cost benefits associated with 

simultaneous adjustment.  

We performed the Hausmann test on the regressions to infer whether applying random 

effects is valid. The Hausmann test statistic 𝐻: 𝜒!(11) yields the values: 4.48, 11.01, and 

2.27, for the regressions with investment spike regressors, positive labour spike regressors, 

and negative labour spike regressors, respectively. Using random effects is therefore valid 

for all the regressions. 

To check the robustness of the estimates, we change the definition of the spikes to the 

absolute rule. This does not significantly change our results. Moreover, increasing the ∝ 

yields robust results up to 2 for the negative labour spikes, and above 4 for the other 

regressions. 

.  
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8. Summary of Results and Conclusions  

Macro models do not primarily take the lumpy nature of factor investments into account. 

The presence of price rigidities and lumpy factor adjustments of capital and labour in an 

economy, leads to inefficient market allocation of firms’ factor demand and price level 

choice. By investigating the nature of and dynamics of price adjustments and factor demand, 

we contribute to develop a better understanding of how the mechanisms in the monetary 

transmission channels works in Norway. With a better understanding of these dynamics, 

macro models may be improved to induce greater impact on the economies markets. In this 

paper we have investigated firms’ price setting behaviour in relationship to large episodes of 

investment in capital and labour. The investigation was conducted using eight years of micro 

panel data on Norwegian manufacturing plants (VPPI). Our regressions on factor 

adjustments’ effect on price changes find limited evidence correlation between the two. To 

some degree this contradicts with widespread price setting theory of mark-up pricing over 

costs of factors, but corresponds to theories on customer contracts and liquidity constraints. 

However, because of limitations to the dataset we were not able to tests for other 

considerations that may impact the choice in price settings such as cost of materials, interest 

rates, customer demand, firm’s liquidity, customer contracts, market share, competitors price 

level and the degree of market competition. We are therefore not able to determine any hard 

conclusions, but it seems that at least the lumpy nature of investment shares do not 

considerably affect the change in price setting. The link is thus not non-existent. It seems 

that labour adjustments have a stronger effect on price changes than investments in capital. 

Possible reasons for the lack of significant relationships are suggested in other papers, as 

well as in this. They include long-term implicit and explicit customer price-contracts (e.g. 

Fabiani et al., 2005), illiquid firms and weak market power (Lundin et al., 2009). As part of 

our investigation on firms’ investments patterns we have also estimated how firms adjust 

employment level (capital stock) in periods of large investments (labour adjustments), and 

vice versa. We found that firms often increase their labour stock the same year as they invest 

in new capital. This does not say anything about causality, but point to the fact that when 

modelling demand for production factors, the close relationship between labour and capital 

should be taken into account. The economic implication of the results in this paper is that 

Norwegian manufacture firms compete in competitive markets where they cannot freely set 

the prices from idiosyncratic shocks in capital and labour stock. The presence of sticky 
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prices induces money non-neutrality in the short run. This means that monetary shocks has 

effects on real economy such as inventory and labour, which has further implications for the 

monetary transmission mechanism. We find however that the interrelations between price 

changes and lumpy factor adjustments are weak and that this channel must not be 

emphasised too much when conducting monetary policy.  
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10. Appendix  

Appendix 1: Sectors by industries, 2-digit SIC2002 

2-digit code Industrial activity  

13 Mining of metal ores  

14 Other mining and quarrying  

15 Manufacture of food products and beverages  

16 Manufacture of tobacco products  

17 Manufacture of textiles  

18 Manufacture of wearing apparel; dressing and dyeing of fur  

19 Tanning and dressing of leather; manufacture of luggage, handbags, 
saddlery, harness and footwear 

 

20 Manufacture of wood and of products of wood and cork, except furniture; 
manufacture of articles of straw and plaiting materials 

 

21 Manufacture of pulp, paper and paper products  

22 Publishing, printing and reproduction of recorded media  

24 Manufacture of chemicals and chemical products  

25 Manufacture of rubber and plastic products  

26 Manufacture of other non-metallic mineral products  

27 Manufacture of basic metals  

28 Manufacture of fabricated metal products, except machinery and 
equipment 

 

29 Manufacture of machinery and equipment n.e.c.  

31 Manufacture of electrical machinery and apparatus n.e.c.  

32 Manufacture of radio, television and communication equipment and 
apparatus 

 

33 Manufacture of medical, precision and optical instruments, watches and 
clocks 

 

34 Manufacture of motor vehicles, trailers and semi-trailers  

35 Manufacture of other transport equipment  

36 Manufacture of furniture; manufacturing n.e.c.  

37 Recycling  

Note: Industry codes and classifications have been collected from SSB. NACE Rev. 1.1 
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Appendix 2: Sectors by product categories, 3-digit SIC2002 

3-digit 
industry 

codes 

                               Industrial activity  

Intermediate goods  
131 Mining of iron ores  
132 Mining of non-ferrous metal ores, except uranium and thorium ores  
142 Quarrying of sand and clay  
143 Mining of chemical and fertilizer minerals  
145 Other mining and quarrying n.e.c  
156 Manufacture of grain mill products, starches and starch products  
157 Manufacture of prepared animal feeds  
171 Preparation and spinning of textile fibers  
172 Textile weaving  
173 Finishing of textiles  
176 Manufacture of knitted and crocheted fabrics  
201 Sawmilling and planing of wood; impregnation of wood  
202 Manufacture of veneer sheets; manufacture of plywood, laminboard, 

particle board, fibre board and other panels and boards 
 

203 Manufacture of builder’s carpentry and joinery  
204 Manufacture of wooden containers  
211 Manufacture of pulp, paper, and paperboard  
212 Manufacture of articles of paper and paperboard  
241 Manufacture of basic chemicals  
243 Manufacture of paints, varnishes and similar coatings, printing ink and 

mastics 
 

246 Manufacture of other chemical products 

 

 
251 Manufacture of rubber products  
252 Manufacture of plastic products  
261 Manufacture of glass and glass products  
262 Manufacture of non-refractory ceramic goods other than for construction 

purposes; manufacture of refractory ceramic products 
 

265 Manufacture of cement, lime and plaster  
267 Cutting, shaping and finishing of ornamental and building stone  
268 Cutting, shaping and finishing of ornamental and building stone  
271 Manufacture of basic iron and steel and of ferro-alloys  
274 Manufacture of basic precious and non-ferrous metals  
275 Casting of metals  
285 Treatment and coating of metals; general mechanical engineering  
286 Manufacture of cutlery, tools and general hardware  
287 Manufacture of other fabricated metal products  
312 Manufacture of electricity distribution and control apparatus  
313 Manufacture of insulated wire and cable  
315 Manufacture of lighting equipment and electric lamps  
321 Manufacture of electronic valves and tubes and other electronic 

components 

 

 
333 Manufacture of industrial process control equipment  
371 Recycling of metal and scrap  
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Capital goods  

 

 

 

Manufacture of structural metal products  

 

 

282 Manufacture of tanks, reservoirs and containers of metal; manufacture of 
central heating radiators and boilers 

 
291 Manufacture of machinery for the production and use of mechanical 

power, except aircraft, vehicle and cycle engines 
 

292 Manufacture of other general purpose machinery  
293 Manufacture of agricultural and forestry machinery  
294 Manufacture of machine tools  
295 Manufacture of other special purpose machinery  
311 Manufacture of electric motors, generators and transformers  
332 Manufacture of instruments and appliances for measuring, checking, 

testing, navigating and other purposes, except industrial process control 
 

342 Manufacture of bodies (coachwork) for motor vehicles; manufacture of 
trailers and semi- trailers 

 
343 Manufacture of parts and accessories for motor vehicles and their 

engines 
 

351 Building and repairing of ships  
   

Durables  
297 Manufacture of domestic appliances n.e.c  
323 Manufacture of television and radio receivers, sound or video recording  
334 Manufacture of optical instruments and photographic equipment  
361 Manufacture of furniture  
362 Manufacture of jewelry and related articles  

   
Non-durables, non-food  

174 Manufacture of made-up textile articles, except apparel  
175 Manufacture of other textiles  
177 Manufacture of knitted and crocheted articles  
182 Manufacture of other wearing apparel and accessories  
191 Tanning and dressing of leather  
193 Manufacture of footwear  
222 Printing and service activities related to printing  
244 Manufacture of pharmaceuticals, medicinal chemicals and botanical 

products 
 

245 Manufacture of soap and detergents, cleaning and polishing 
preparations, perfumes and toilet preparations 

 
364 Manufacture of sports goods  

   
Non-durables, food  

151 Production, processing and preserving of meat and meat products  
152 Processing and preserving of fish and fish products  
153 Processing and preserving of fruit and vegetables  
154 Manufacture of vegetable and animal oils and fats  
155 Manufacture of dairy products  
158 Manufacture of other food products  
159 Manufacture of beverages  
160 Manufacture of tobacco products  

   
Note: The SIC2002 classification is base don NACE Rev1.1. The table is obtained from Bratlie (2013) 
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Appendix 3: Effect of factor spikes on price changes by industry 
sectors, SIC2002 

Sector 13 14 15 16 17 18 19 
Investments 

> 0 spikes .  0.029  -0.001  .  0.017***  0.061  -0.025 

 
.  .  (0.015)  .  (0.006)  (0.074)  (0.017) 

Current .  0.191  -0.000  .  -0.079***  0.009  0.022 

 
.  .  (0.021)  .  (0.029)  (0.006)  (0.017) 

Previous .  -0.069  0.004  .  -0.049***  0.081***  -0.001 

 
.  (0.000)  (0.016)  .  (0.015)  (0.022)  (0.006) 

2 years  .  0.043  -0.052*  .  0.024**  -0.167***  0.025 
previous .  .  (0.029)  .  (0.012)  (0.024)  (0.017) 
> 2 year  .  0.010  -0.000  .  -0.002  -0.044  . 
previous .  .  (0.017)  .  (0.009)  (0.046)  . 
Next .  -0.041  -0.017  .  .  .  . 

 
.  (0.000)  (0.016)  .  .  .  . 

 
Positive labour spikes 

> 0 spikes .  0.012  -0.010  .  -0.022**  -0.002  -0.030 

 
.  (0.031)  (0.016)  .  (0.010)  (0.023)  (0.000) 

Current .  0.028***  -0.009  .  0.045  0.017  0.035 

 
.  (0.010)  (0.019)  .  (0.034)  (0.011)  . 

Previous .  -0.005  0.009  .  0.002  0.024  0.031 

 
.  (0.020)  (0.018)  .  (0.025)  (0.021)  . 

2 years  .  -0.048***  -0.026*  .  -0.008  0.030  0.034 
previous .  (0.016)  (0.014)  .  (0.015)  (0.024)  . 
> 2 year  .  0.017  -0.013  .  0.033  -0.031  . 
previous .  (0.035)  (0.017)  .  (0.023)  (0.033)  . 
Next .  -0.058*  -0.009  .  -0.023  .  . 

 
.  (0.031)  (0.017)  .  (0.039)  .  . 

        
Negative labour spikes 

> 0 spikes -0.005***  0.012  -0.004  .  -0.011  0.005  -0.045*** 

 
(0.000)  (0.030)  (0.013)  .  (0.010)  (0.030)  (0.010) 

Current -0.146***  -0.041  0.039*  .  0.003  -0.026  0.011 

 
(0.000)  (0.031)  (0.021)  .  (0.016)  (0.017)  (0.019) 

Previous .  -0.044  0.009  .  0.034  0.020  0.056*** 

 
.  (0.041)  (0.022)  .  (0.026)  (0.064)  (0.010) 

2 years  .  0.210***  -0.004  .  0.028  -0.013  . 
previous .  (0.030)  (0.016)  .  (0.024)  (0.026)  . 
> 2 year  -0.054***  -0.046  -0.002  .  0.027**  -0.032***  0.020*** 
previous (0.000)  (0.044)  (0.021)  .  (0.011)  (0.012)  (0.004) 
Next .  -0.006  0.008  .  0.059**  -0.014  . 

 
.  (0.027)  (0.024)  .  (0.026)  (0.026)  . 

N 14 75 972 14 225 115 18 
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 Sector 20 21 24 25 26 27 28 
Investments 

> 0 spikes  0.008  .  0.043  -0.015  0.030**  0.055  0.038*** 

 
 (0.020)  .  (0.032) (0.014)  (0.014)  (0.067)  (0.008) 

Current  0.040  .  -0.062*  0.007  -0.035***  -0.062  -0.006 

 
 (0.033)  .  (0.033) (0.015)  (0.012)  (0.103)  (0.023) 

Previous  0.011  .  -0.076*  -0.012  -0.021  -0.121  -0.002 

 
 (0.019)  .  (0.041) (0.010)  (0.025)  (0.081)  (0.010) 

2 years   -0.029  .  -0.025  0.018  -0.029*  -0.148**  -0.043*** 
previous  (0.021)  .  (0.038) (0.023)  (0.017)  (0.073)  (0.015) 
> 2 year   -0.035  .  -0.031*  0.025**  -0.016  .  0.002 
previous  (0.027)  .  (0.017) (0.012)  (0.012)  .  (0.010) 
Next  0.022  .  -0.073**  0.011  -0.055*  .  -0.015 

 
 (0.024)  .  (0.036) (0.015)  (0.031)  .  (0.015) 

        
Positive labour spikes 

 
> 0 spikes  -0.025  0.010  -0.011  -0.020  -0.047***  0.230  -0.003 

 
 (0.020)  (0.012)  (0.025) (0.016)  (0.015)  (0.147)  (0.013) 

Current  0.087*  0.003  -0.000  0.012  0.043***  -0.289**  0.007 

 
 (0.045)  (0.032)  (0.022) (0.013)  (0.012)  (0.125)  (0.015) 

Previous  -0.013  0.012  0.017  0.005  0.054***  -0.220  -0.013 

 
 (0.031)  (0.016)  (0.015) (0.023)  (0.015)  (0.143)  (0.020) 

2 years   0.081**  -0.030**  0.036**  0.010  0.031***  -0.320*  -0.026 
previous  (0.036)  (0.013)  (0.015) (0.016)  (0.011)  (0.170)  (0.023) 
> 2 year   0.076***  -0.032  0.037  -0.002  0.055***  0.241  -0.023** 
previous  (0.027)  (0.025)  (0.031) (0.017)  (0.016)  (0.436)  (0.011) 
Next  0.088***  -0.057**  0.021  0.032**  0.035**  .  0.002 

 
 (0.026)  (0.025)  (0.023) (0.016)  (0.016)  .  (0.019) 

        
Negative labour spikes 

 
> 0 spikes  0.014  -0.012  -0.005  -0.001  -0.034***  0.117  -0.001 

 
 (0.016)  (0.021)  (0.018) (0.016)  (0.012)  (0.106)  (0.013) 

Current  -0.017  0.026  -0.011  -0.006  0.001  -0.251**  -0.002 

 
 (0.026)  (0.022)  (0.020) (0.017)  (0.020)  (0.102)  (0.010) 

Previous  -0.016  0.024  -0.004  -0.028*  0.027  -0.070  0.009 

 
 (0.019)  (0.024)  (0.023) (0.015)  (0.042)  (0.112)  (0.017) 

2 years   -0.012  0.007  -0.028  -0.005  0.068**  -0.259*  -0.005 
previous  (0.036)  (0.027)  (0.022) (0.022)  (0.027)  (0.141)  (0.018) 
> 2 year   0.044  -0.008  0.012  -0.008  0.024  -0.298  -0.019 
previous  (0.030)  (0.018)  (0.018) (0.012)  (0.018)  (0.191)  (0.013) 
Next  -0.032  0.055  -0.014  0.023  0.014  -0.118  -0.010 

 
 (0.024)  (0.042)  (0.022) (0.023)  (0.014)  (0.106)  (0.016) 

N 587 185 344 551 60 515 575 
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 Sector 29 31 32 33 34 36 37 
Investments 

> 0 spikes  0.005  -0.062***  -0.020  0.039  0.040***  0.006  . 

 
 (0.014)  (0.004)  (0.023)  (0.035)  (0.008)  (0.006)  . 

Current  -0.006  -0.062  0.004  -0.030  -0.038***  -0.062***  0.244 

 
 (0.025)  (0.053)  (0.016)  (0.029)  (0.014)  (0.023)  . 

Previous  0.004  .  0.202  -0.067***  -0.065***  0.004  0.196 

 
 (0.035)  .  (0.166)  (0.026)  (0.016)  (0.013)  . 

2 years   -0.010  .  .  -0.056**  -0.093***  -0.019  . 
previous  (0.019)  .  .  (0.025)  (0.019)  (0.012)  . 
> 2 year   0.014  -0.150***  -0.009  -0.000  -0.074***  -0.096**  0.625 
previous  (0.025)  (0.020)  (0.026)  (0.031)  (0.008)  (0.047)  . 
Next  0.011  .  .  -0.051*  .  -0.022  . 

 
 (0.025)  .  .  (0.029)  .  (0.016)  . 

        
Positive labour spikes 

> 0 spikes  0.006  0.222***  0.145***  0.020  -0.036***  -0.025***  . 

 
 (0.009)  (0.047)  (0.033)  (0.025)  (0.011)  (0.007)  . 

Current  -0.011  -0.161**  -0.131***  0.005  0.009  0.033  . 

 
 (0.016)  (0.067)  (0.044)  (0.015)  (0.013)  (0.022)  . 

Previous  -0.037***  -0.151***  -0.178***  -0.003  0.001  0.024  . 

 
 (0.010)  (0.054)  (0.053)  (0.009)  (0.023)  (0.017)  . 

2 years   0.021  -0.063  0.105*  -0.017  0.056**  0.024  . 
previous  (0.023)  (0.063)  (0.062)  (0.015)  (0.027)  (0.024)  . 
> 2 year   -0.001  .  -0.180***  -0.016  0.009  -0.055**  . 
previous  (0.022)  .  (0.011)  (0.011)  (0.026)  (0.028)  . 
Next  0.026  .  0.018  -0.011  -0.031*  0.059***  . 

 
 (0.024)  .  (0.019)  (0.025)  (0.018)  (0.019)  . 

        
Negative labour spikes 

> 0 spikes  0.034*  -0.182***  0.043*  0.022*  0.001  0.013  . 

 
 (0.019)  (0.038)  (0.025)  (0.013)  (0.013)  (0.008)  . 

Current  -0.006  0.158***  -0.110  0.027  -0.023  -0.033***  . 

 
 (0.032)  (0.051)  (0.146)  (0.018)  (0.048)  (0.011)  . 

Previous  -0.029  -0.012  .  .  .  -0.011  . 

 
 (0.024)  (0.059)  .  .  .  (0.026)  . 

2 years   0.042  -0.133**  .  .  .  0.004  . 
previous  (0.034)  (0.059)  .  .  .  (0.012)  . 
> 2 year   -0.037*  0.056  0.037**  -0.000  -0.053**  -0.031*  . 
previous  (0.022)  (0.040)  (0.016)  (0.015)  (0.024)  (0.017)  . 
Next  -0.020  0.128***  .  .  .  0.046*  . 

 
 (0.019)  (0.043)  .  .  .  (0.025)  . 

N 83 74 133 108 326 18 
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