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#### Abstract

First, we analyze how regular days off from competition and a time-dependent price pattern affect firm performance. Second, we examine the effects on firms' profitability from consumers' changing search- and timing behavior. We use microdata from gasoline retailing in Norway. Since 2004, firms have practiced an industry-wide day off from competition, starting on Mondays at noon, by increasing prices to a common level given by the recommended prices (decided and published in advance). In turn, a foreseeable low-price window is open before every restoration. During the data period, we observe an additional weekly restoration on Thursdays at noon. The additional day off from competition increases firm performance. As expected, a conventional price search of where to buy reduces firms' profitability. In contrast, consumers who are aware of the cycle and spend effort on when to buy have a positive impact on firms' profitability. If consumers spend effort on when to buy, they attempt to tank during low price windows. By its very nature, this shrink consumers' ability to compare prices at several outlets. Consequently, more attention to when to buy may soften price competition.
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## 1 Introduction

Time-dependent price patterns with a saw-tooth shape are observed in various markets. In gasoline retailing, several empirical studies (see Noel, 2016, and Eckert, 2013, for comprehensive surveys) find support for such intertemporal price dispersion as the outcome of a sequential competitive pricing game, known as Edgeworth cycles, as formalized by Maskin \& Tirole (1988). ${ }^{1}$ Saw-tooth shaped price patterns can also be the outcome of intertemporal price discrimination (e.g. Conlisk et al., 1984). Furthermore, firms may find it profitable to add complexity to their price structure in order to soften price competition (Carlin, 2009, and Ellison \& Wolitzky, 2012, among others).

If firms charge uniform prices independently of when consumers make their purchases, consumers are harmed if firms manage to reduce or eliminate inter-brand price competition. ${ }^{2}$ However, what is the effect of a short but regular period like a weekday off (or a holiday) from price competition? Consumers are worse off if they buy on days on which competition is absent, but they now have the option to move their purchases away from these periods. Furthermore, since the pattern is predictable, price competition can be intensified before the weekdays off from competition.

Regular time-dependent price patterns make consumers face an intertemporal menu of prices. If consumers are endowed with a given capacity of effort for search activity, shrinking the time window in which competition is present reduces consumers' ability to search for the where to buy. Complexity also increases since one has to consider both when to buy and where to buy. ${ }^{3}$ Having decided to move one's purchases to a low-price window (e.g. a given day of the week or a happy hour), it becomes more costly to find the seller with the best offer within this time limited low-price window. If the consumer learns that when rather than where to buy is more effective in terms of savings, she may even reduce her search for the cheapest provider at any given time and instead spend her effort on adapting to the time cycle. Hence, from the consumer's point of view a possible trade-off arises as spending effort on timing purchases to periods with low prices might increase the marginal cost of finding the cheapest provider.

There may be countervailing forces at both sides of the market. If firms expect price wars to end at a given time, they do not need to be concerned about further undercutting in the

[^2]next period. Consider a time-constrained low-price window such as Black Friday. Firms know that they can lower prices without fear of competitors undercutting on the succeeding days. For consumers, it is more efficient to consider when rather than where to buy in a Black Fridayregime. They move purchases of e.g. electronic products to Black Friday. However, short lowprice windows make comparison of prices between several providers challenging.

Figure 1: Retail prices and recommended prices for one gasoline station. Data period is 2 September to 31 October 2015. Black dashed lines mark Mondays while grey dashed lines mark Thursdays. The figure is constructed by using the last current retail price each day, except from Monday and Thursday in which the highest price is used for illustrative purposes. 1 EUR $\approx 9.50$ NOK.


We focus on finite predictable saw-tooth cycles with regular length between restorations. Price increases are predictable and each chain immediately observe if a rival deviates from the established practice. The Norwegian retail gasoline market is a picture perfect application. Since 2004, the four major retail chains have managed to take a day off from competition on Mondays. Every Monday around noon, all retail outlets throughout the country symmetrically raise their pump prices in accordance with the recommended price set by the retail chains' headquarters. Price dispersion is then eliminated throughout the market, and all outlets raise their prices to the same level within approximately an hour. Recommended prices are published on the retail chains' websites, hence they easily detect if a rival deviates from the established practice both with respect to when the prices should increase (Monday) and to which
level the prices should be increased (the recommended price). Prices then gradually decline over the subsequent days of the week when competition is in force. The underlying mechanism is described in Appendix D. Since 2008 firms have implemented an additional day off from competition on Thursdays. ${ }^{4}$ Similar to Mondays, we now observe a countrywide increase of retail prices to the recommended price also on Thursdays around noon. The resulting price cycle is illustrated in Figure 1 for one of the stations included in our sample over a nine-week period in $2015 .{ }^{5}$

Topography leads to geographical isolated local monopolies in some parts of the country. In these locations, we observe that retail prices equal the recommended price throughout the week (Foros \& Steen, 2013). As such, we define the recommended price as the monopoly price (Bresnahan \& Reiss, 1991). Accordingly, when the price level in geographically competitive locations equals the recommended price, we interpret the situation as a day off from competition.

In Figure 2 we take a closer look at gross margins on the restoration day. The illustration is eye-catching. The figure plots real gross margins at 8 a.m. and 2 p.m. for 43 stations on Monday 21 April 2008 and 44 stations on Monday 24 August 2015 from the same local market (Oslo, the capital and the most populous city in Norway). ${ }^{6}$ First, there is a huge difference between morning and afternoon gross margins across all retailers and different companies. Secondly, during an eight-year period (2008-2015), gross margins have increased when prices are at their highest after restoration but, most importantly, also when prices are lowest right before restoration. From the consumer's perspective, Figure 2 shows that spending effort on when rather than where to buy is more efficient.

We exploit the established predictable restoration pattern dating back to 2004 together with the new restoration day appearing after 2008. The additional day off from competition provides us with a scenario that allows us to analyze how regular days off from competition influence consumer behavior and firms' profitability.

[^3]Figure 2: Gross margins in NOK for gasoline stations in Oslo on Monday 21 April 2008 and Monday 24 August 2015. Margins are in real terms (2015-NOK=1). Each black mark and corresponding grey mark vertically above it are observations for one station. The 2008 observations are to the left of the vertical dashed line, while 2015 observations are to right of the same line. $1 \mathrm{EUR} \approx 9.50 \mathrm{NOK}$.


We proceed in two steps. First, we study the impact of the time-dependent price pattern on firms' profitability. In particular, we pay attention to the effect of establishing an additional weekly restoration on Thursdays. To the best of our knowledge, our approach is novel. ${ }^{7}$

With the use of a panel dataset of daily gasoline prices covering different periods between 2004 and 2015, we are able to investigate the effect of the development of a second restoration day on profitability over time. We show that the introduction of another day off from competition has increased firms' gross margins throughout the week. This may explain why firms use a significant amount of effort on continuing to ensure that the system is in use every week.

In the second step, we investigate how consumer behavior influences firms' profitability by matching demand side variables from a survey dataset with the price panel. The survey is constructed to achieve knowledge about consumer awareness and purchasing behavior. It is carried out in four different years between 2005 and 2015 overlapping with the panel in addition

[^4]to being conducted at retail stations included in the panel. The survey data allow us to scrutinize the interaction between the demand and supply side in a market with next to perfectly predictable prices.

Results show that the Monday restoration increases firms' profitability by $35.6 \%$, while profitability in relation to the Thursday restoration increases by $22.2 \%$. When allowing the Thursday effect to differ before and after the introduction of a second price peak in 2008, estimates suggest that being on a Thursday has an additional positive effect of $9.56 \%$ in the post-period, giving a total impact of $27.2 \%$. Now, the Thursday effect is closer to the magnitude of the Monday effect.

Turning to the demand side, we find that increasing the share of consumers searching for the cheapest outlet by $1 \%$ decreases firms' profits by $0.5 \%$, indicating that intensified search for where to buy in a market is healthy for competition, as expected. On the other hand, increasing the share of consumers who adapt to the cycle by following a timing rule by $1 \%$, raises firms' profitability by $0.27 \%$. The effect is significant at the $1 \%$ level, suggesting that pure adaptation to the cycle independent of station search may be beneficial to sellers. The introduction of an additional day off from competition on Thursdays reduces the competitive time window and likely increases the price complexity for consumers. When separating the effect before and after the establishment of the new Thursday peak, we find that with the new pattern in place, profitability increases by another $0.56 \%$. We also show that the results are robust to various model specifications, in particular also to long run changes in the cost structure and the Norwegian business cycle.

In sum, results suggest that when more consumers spend effort on when to buy rather than where to buy, competition softens. This shift in consumer behavior de-incentivizes firms to compete since competition will only marginally affect consumers' choice of station during the two brief time windows with lower prices. The introduction of a second restoration day reduces the time window with normal price competition and increases profitability.

The rest of the paper proceeds as follows: Section 2 reviews related literature. Section 3 presents the data, while Section 4 provides preliminary results. Section 5 puts forth the methodology. In Section 6, results are presented and discussed. Robustness analyses are found in Section 7. Finally, Section 8 concludes.

## 2 Literature Review

Our point of departure is the interplay between consumer behavior and supply side profitability in the presence of a time-based pricing pattern. A crucial feature is the time dependency, leading the price pattern to be predictable for both suppliers and consumers. This is in contrast to random sales as analyzed in Stigler (1961), Salop \& Stiglitz (1977) and Varian (1980), among others. ${ }^{8}$ While our study provides support for that consumers engaging in search for where to buy are unfavorable to firms' profitability, our conjecture is that the cycle may drive consumers' attention away from spending effort on traditional search towards rather considering when to buy.

In the literature on information acquisition, some studies emphasize obfuscation as an explanation for firms' pricing behavior and consumers' response to it. Obfuscation complicates or prevents consumers from gathering price information. Ellison \& Wolitzky (2012) show that firms may unilaterally choose to raise consumers' search costs (see also Wilson, 2010). Other papers analyze obfuscation as arising from bounded rationality on the consumer side where consumers for instance follow a rule of thumb. Chioveanu \& Zhou (2013) show how firms may use price frames that confuse consumers and thereby affect consumers' ability to compare prices offered. The result is lower price sensitivity and, in turn, lower degree of price competition (see also Piccione \& Spiegler, 2012). Carlin (2009) demonstrates that firms might want to add complexity to the price structure, and that the number of consumers who are able to choose the firm with the lowest price decreases in complexity.

De Roos \& Smirnov (2015) develop a theory of optimal collusive intertemporal price dispersion. The motivation is the gasoline market, where they show how collusion can generate asymmetric price cycles which resemble Edgeworth cycles. Price dispersion clouds consumers' awareness of prices, which helps firms to coordinate on dispersed prices by decreasing their gains from deviations through price reductions. ${ }^{9}$

[^5]In the current application, our conjecture is that firms can make it more costly for consumers in terms of effort to buy from the cheapest provider. The reason is simply that rational consumers know that they need to buy during a brief low price window (Monday morning). It then becomes more costly in terms of effort to tank at the outlet with the lowest price. Furthermore, consumers might adapt to a simple rule of thumb saying that they should ensure to tank on Monday morning (Sunday as the second choice). When acting according to a rule of thumb, the attention is devoted to when to buy rather than where to buy. More attention to when to buy may reduce price competition.

Price patterns with a saw-tooth shape, often labeled Edgeworth cycles (Edgeworth, 1925), are widely observed in retail gasoline markets. ${ }^{10}$ As formally shown by Maskin \& Tirole (1988), this pricing behavior can be the outcome of a sequential competitive pricing game. Firms successively undercut each other in a price-undercutting phase. The process continues until further undercutting becomes too costly. They then run into a war of attrition phase until one of them takes on the burden and raises its prices. The other firms will follow and increase their prices, but not to the same level as the firm that initiated the price increase. ${ }^{11}$ Price cycles open up for intensive price undercutting between peaks. The war of attrition phase varies in length. Hence, equilibrium price cycles vary in duration and amplitude. Firms have a common incentive to end the war of attrition game as soon as possible (Wang, 2009). The empirical literature displays that several practices have emerged in order to end the war of attrition phase (see e.g. Wang, 2009, and Foros and Steen, 2013). In the current application, as shown by Foros \& Steen (2013), retail chains symmetrically increase prices to the recommended prices on Mondays, and as shown in the present paper, now also on Thursdays. The undercutting phase might be consistent with the predictions from the Edgeworth cycle theory, while the price increases depend on time (day(s) of the week) rather than on a war-of-attrition game when further undercutting becomes too costly. ${ }^{12}$

The vast majority of papers analyzing cycles in retail gasoline markets focus on firms' pricing behavior. As pointed out in the literature surveys of Eckert (2013) and Noel (2016), the empirical literature on retail gasoline pricing is sparse on consumer behavior. Exceptions are

[^6]Noel (2012) and Byrne \& De Roos (2015), who examine how consumers respond to retail gasoline price cycles. ${ }^{13}$

An alternative explanation for price patterns with a saw-tooth shape is intertemporal price discrimination (Conlisk et al., 1984 and Sobel, 1984, among others ${ }^{14}$ ). In contrast to Maskin \& Tirole (1988), firms’ incentives to reduce prices under intertemporal price discrimination arise from the presence of heterogeneous consumers (they differ in their willingness or ability to wait). Some observations are, however, inconsistent with price discrimination as the main driving force behind cycles. Eckert and West (2004) and Foros \& Steen (2013), in the Canadian and Norwegian market, respectively, find that in some regions with high concentration, cycles are absent. Prices are then always equal to the recommended prices. Under intertemporal price discrimination, as in e.g. Conlisk et al. (1984), a monopolist will use price discrimination as well. Foros \& Steen (2013) also shows that other explanations for weekly cycles, like costs or demand (volume) cycles are not present in the Norwegian market.

A further finding from our survey data is that consumer awareness in terms of learning and adjustment to the simple weekly cycle evolves rather slowly. This implies that intertemporal price discrimination is hardly the driving force behind firms' practice of the price support system and the recommended prices to ensure industry-wide identical retail prices on Mondays (and Thursdays). ${ }^{15}$ However, as emphasized by Noel (2012; 2016), even if intertemporal price discrimination is unlikely as the main driving force behind firms' pricing behavior, the fact that competition creates these types of price cycles allows consumers to adapt to the pattern. In particular, this will be the case under regular calendar-based strategies as in Norway.

[^7]
## 3 Data

We make use of three different datasets to address our research question.

### 3.1 Panel data

We use a panel covering different time periods between 3 May 2004 and 31 October 2015. ${ }^{16}$ Data constitute daily price observations for unleaded 95 -octane gasoline in NOK per liter from 11 local gasoline stations in Bergen (second largest city in Norway). Observations from 2004 and partly from 2005 are from a national website-based (NWB) data set in which consumers reported prices via text messages or e-mails throughout the day. ${ }^{17}$ The rest of the dataset is collected in the afternoon (after 12 o'clock in the daytime) either by ourselves or provided to us by Circle K Norway. ${ }^{18,19}$ In total, we have 2,165 observations. We acknowledge that our panel is highly unbalanced and unequally spaced. However, we have no reason to suspect that unbalancedness is caused by systematic reasons. We measure profitability as real gross margin per liter. ${ }^{20}$ We calculate daily gross margins by subtracting the value-added tax (VAT), the gasoline tax, the $\mathrm{CO}_{2}$ tax and the daily Rotterdam spot price in NOK from the retail price. Taxes are set by the Norwegian Tax Administration. ${ }^{21}$

Finally, all variables are measured in real terms with 2015 as the base year using the yearly Consumer Price Index available at the Statistics Norway's websites. ${ }^{22}$

### 3.2 Survey data

A survey questionnaire constructed to obtain knowledge about cycle awareness and purchasing behavior among consumers was repeatedly carried out in 2005, 2006, 2008 and

[^8]2015 at two different gasoline stations in Bergen, giving 867 respondents in total. These data provide us with unique information about how consumer awareness has evolved over an 11year period. The surveys were conducted on the restoration days. To prevent selection bias among the customers we asked both before and after price restoration. The questionnaire was conducted with in-person interviews, in which costumers were approached and questioned while they were filling their tanks. ${ }^{23}$ From this dataset, we measure different demand side factors, which are used in our study. ${ }^{24}$

### 3.3 Cross-sectional data

In addition, as a supplement to the datasets for Bergen, we use data for retail prices at 8 a.m. and 2 p.m. from 43 stations on Monday 21 April 2008 and 44 stations on Monday 24 August 2015 in Oslo, Norway's capital city. ${ }^{25}$ Stations for all the big four companies are included. From the prices, we calculate real gross margins and compare them to recommended gross margins. This dataset let us analyze the development of profitability over time both at the bottom as well as at the top of the price cycles. Hence, it allows us to better understand the price determination scheme in time-dependent markets.

For the sake of examining the establishment of the Thursday restoration, we also consider data from the same sample for two consecutive Thursdays in 2015, namely 27 August with observations from 43 stations and 3 September with observations from 42 stations.

### 3.4 Combining panel data and survey data

We examine the interaction between demand side factors and firms' profitability by matching the measures constructed from the survey data with the price panel. Specifically, we match survey variables with price variables based on matching year. ${ }^{26}$ Since the survey data leave us with a yearly frequency in the variable measures, all observations within a year are matched with the same value, independent of station. Nonetheless, we bear in mind that we allow for stations to react differently to variation in the demand side measures.

[^9]
## 4 Preliminary descriptive results

### 4.1 Firms' profitability

We start with the cross-sectional data. For the Monday data, we calculate real gross margins at 8 a.m. and 2 p.m. as well as recommended gross margins for each station in 2008 and 2015 (base year 2015). A plot of these data is presented in Figure 2 in the Introduction. We find some striking results. First, the average recommended margins have increased since 2008 by $91.9 \%$. Second, the difference in average real gross margins between these two random Mondays is $86.6 \%$ at 2 p.m. and as much as $510.9 \%$ at 8 a.m. Third, the Levene's test reveals significantly less dispersed gross margins at 8 a.m. in 2015 compared to 2008. The two-sample t -test shows that the increase in average gross margins at both 8 a.m. and 2 p.m. is significant. ${ }^{27}$

Figure 3: Retail gross margins in NOK for gasoline stations in Oslo on Thursday 3 September 2015. Each black mark and corresponding gray mark vertically above it are observations for one station.


In 2008, the lowest gross margin at 8 a.m. is even negative. From Figure 2, we detect that this is the case for several stations. In contrast, only positive gross margins are observed at 8 a.m. in 2015. Considering the magnitude of the gross margin increase together with the Levene's test, we observe that synchronization of prices has been established even in the low

[^10]price window. Moreover, there has been an increasing trend in average gross margins as well as in recommended margins in Oslo during the seven-year period.

Moving to the Thursday data, observations depicted in Figure 3 demonstrate the exact same pattern as detected for Mondays in prices and hence in gross margins on Thursdays too. ${ }^{28}$ Further, behavior is similar for two consecutive Thursdays, assuring that predictability in prices is not caused by sampling reasons. On 27 August, gross margins increase on average by $59.4 \%$ from $8 \mathrm{a} . \mathrm{m}$. to $2 \mathrm{p} . \mathrm{m}$., while the corresponding increase is $78.1 \%$ on 3 September. The mean for the 2 p.m. gross margins is around 1 NOK higher than for the 8 a.m. gross margins. Next, compared to 8 a.m. observations, standard deviations for 2 p.m. observations are three times smaller for 27 August and almost four times smaller for 3 September. From this, we observe that the systematic behavior in prices in 2015 is completely present on Thursdays as well. Around noon, prices increase to the recommended prices for practically all stations. During the morning, there is a higher degree of dispersion. Furthermore, none of the stations has negative gross margins for any of the Thursdays.

Figure 4: Mean gross margin by day of the week and year. Day 1 corresponds to Monday, while day 7 corresponds to Sunday.


[^11]We now continue with the panel data. Summary statistics of the price data are reported in Table A. 2 to A. 4 in Appendix. Figure 4 depicts the mean gross margin by day of the week and year. We notice that the magnitude of profitability in 2015 clearly stands out compared to previous years. Even the Wednesday margin, just before the new day off from competition (Thursday), has not been reduced. Another insight is that whereas there are signs of a small increase in the Thursday margin in 2005 and 2008, the jump in 2015 is as clear-cut as the Monday peak. Nevertheless, in the following analysis, we rely on the Competition Authority's (2014) observation of 2008 as the start of the establishment of the Thursday restoration.

In sum, we observe that firms' profitability has increased in line with the implementation of a second day off from competition, which is consistent with our conjecture.

### 4.2 Consumer behavior

From the questionnaire, we create variables based on each respondent's reply to the different questions. Variables are presented as response share of the total number of respondents by year. Table 1 to Table 4 provide descriptive statistics for the most important questions. ${ }^{29}$ Overall, respondents seem to become more aware of the price pattern over time. From Table 1, we see that whereas $35 \%$ have the impression that the retail price increases on specific days of the week in 2005, $44 \%$ and $53 \%$ believe so in 2006 and 2008, respectively, and as many as $81 \%$ in 2015. Still, the measure does not tell whether the perceptions are in line with the actual cycle or not. Turning to Table 2, in 2005, 11\% of the respondents have the correct impression that Monday is the only restoration day, while $28 \%$ give the same answer in 2015. The emergence of a second restoration day has confused consumers further, since only $14 \%$ believe correctly that only Monday and Thursday are the only restoration days in 2015.

Question 6, presented in Table 3, concerns whether consumers who are aware of the cycle move their purchases to low-price windows. Of those who are aware of the retail price increasing on specific days of the week, $31 \%$ take this information into account very often when making their purchases in 2005, while $39 \%$ do so in $2015 .{ }^{30}$ At first glance, this observation can be misinterpreted as increasing price sensitivity between 2008 and 2015. However, it might just indicate that more consumers move their attention towards when to tank rather than where to tank simply because they follow a rule of thumb, as discussed in the Introduction. If when to purchase rather than where to purchase becomes the main factor to act by, it is reasonable to

[^12]expect that these consumers more often refill at the same station (e.g. the most convenient station to drop by on Monday morning). Provided that consumers have a given capacity of effort, brief low price windows leave little scope for searching between stations.

We are interested in establishing a measure of consumers who are concerned with when to purchase during a week. To follow a rule of purchasing based on timing requires the consumer to know when restorations occur and thereby when low price windows occur. Therefore, we classify a consumer as following a purchasing rule based on when to buy, denoted timing, if she is aware that the price increases on specific days during a week (as identified by Question 6 alternative "Very often" or "Fairly often" in Table 3), in addition to making all purchases at the same station (as identified by Question 8 in Table B.2.4). This measure is presented in Table 5. We note that the share of consumers classified as timing consumers increases over time, from $12 \%$ in 2005 to $27 \%$ in 2015. Intuitively, following for instance a rule of thumb based on when to tank, seems like a rational action as more consumers become aware of the existence of a predictable pattern in prices. As emphasized, our conjecture is that consumers focusing on when to buy can soften inter-brand price competition since focus is moved away from where to tank.

In addition, we want a measure of searching consumers as an indication of the consumers concerned with where to find the lowest prices. We assume that a consumer who compares retail prices announced on large signs outside stations during a week drops by the station with the lowest price when she is in need of gasoline. It is reasonable to think that consumers who compare prices on signs are more focused on searching than those who do not check the sign. Intuitively, drivers pass many stations during the week, and while driving can pay attention to the price signs outside stations, which are easily visible from the road. ${ }^{31}$ Hence, we define a searching consumer as one who checks the signs outside stations and makes her purchases at more than three different stations. Table B. 2.4 shows that $36 \%$ of the respondents purchase at more than three different stations compared to $26 \%$ in 2005. Moreover, from Table 4 we see that the share of consumers that check the price on signs has almost doubled since 2005. When combining these two requirements, we note from Table 5 that the measure of searching consumers, search, has increased from $8 \%$ in 2005 to $17 \%$ in 2015. This suggests that consumers have become more price conscious with time by attempting to exploit interstation dispersion.

[^13]One should anticipate that both the search and the timing consumers are more present in the low-price window. As a simple consistency check, we therefore construct the variables separately for 2015-observations before and after restoration. For timing the shares are $31 \%$ and $20 \%$ before and after restoration, respectively. For search the shares are $21 \%$ and $11 \%$ before and after peak, respectively. Hence, the numbers are in accordance with our anticipations.

Table 1: Shows the answers from question 4: "Do you think the retail price increases on specific days of the week?". Numbers in parentheses are total number of respondents by year. Shares not summing to $100 \%$ are due to non-response.

|  | Yes | No | Do not know |
| :---: | :---: | :---: | :---: |
| $2005(289)$ | $35 \%$ | $63 \%$ | $1 \%$ |
| $2006(151)$ | $44 \%$ | $56 \%$ | $0 \%$ |
| $2008(225)$ | $53 \%$ | $28 \%$ | $19 \%$ |
| $2015(202)$ | $81 \%$ | $9 \%$ | $10 \%$ |

Table 2: If yes on Question 4, which day of the week does the retail price increase? Numbers in parentheses are total number of respondents by year. Shares not summing to $100 \%$ are due to nonresponse.

|  | Only Monday | Only Thursday | Only Monday and Thursday |
| :---: | :---: | :---: | :---: |
| $2005(289)$ | $11 \%$ | $0 \%$ | $0 \%$ |
| $2006(151)$ | $23 \%$ | $1 \%$ | $1 \%$ |
| $2008(225)$ | $29 \%$ | $1 \%$ | $1 \%$ |
| $2015(202)$ | $28 \%$ | $0 \%$ | $14 \%$ |

Table 3: If yes on Question 4, how often do you take this into account when making your purchases? Numbers in parentheses are total number of respondents by year. Shares not summing to $100 \%$ are due to non-response. Shares summing to over $100 \%$ are due to rounding numbers.

|  | Very often | Fairly often | Neither | Fairly seldom | Very seldom |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2005(289)$ | $31 \%$ | $9 \%$ | $7 \%$ | $8 \%$ | $39 \%$ |
| $2006(151)$ | $21 \%$ | $17 \%$ | $12 \%$ | $8 \%$ | $33 \%$ |
| $2008(225)$ | $13 \%$ | $15 \%$ | $18 \%$ | $7 \%$ | $45 \%$ |
| $2015(202)$ | $39 \%$ | $13 \%$ | $12 \%$ | $4 \%$ | $33 \%$ |

Table 4: Where do you check the retail price? Numbers in parentheses are total number of respondents by year. Shares not summing to $100 \%$ are due to non-response.

|  | Do not check the price | Check on the pump Check on the sign outside of station | Other |  |
| :--- | :---: | :---: | :---: | :---: |
| $2005(289)$ | $46 \%$ | $7 \%$ | $31 \%$ | $0 \%$ |
| $2006(151)$ | $35 \%$ | $15 \%$ | $50 \%$ | $0 \%$ |
| $2008(225)$ | $48 \%$ | $13 \%$ | $38 \%$ | $0 \%$ |
| $2015(202)$ | $38 \%$ | $2 \%$ | $60 \%$ | $0 \%$ |

Table 5: Measure of timing and search by year. Numbers in parentheses are total number of respondents by year.

|  | Timing | Search |
| :---: | :---: | :---: |
| $2005(289)$ | $12 \%$ | $8 \%$ |
| $2006(151)$ | $11 \%$ | $11 \%$ |
| $2008(225)$ | $20 \%$ | $8 \%$ |
| $2015(202)$ | $27 \%$ | $17 \%$ |

## 5 Methodology

### 5.1 Measuring the impact of predictable time-dependent price cycles on profitability

We use a fixed effects model for our specification, and our main model is

$$
M_{i t}=\beta_{0}+\sum_{j=1}^{6} \delta_{j} D_{j}+\gamma t+\beta_{1} D_{4} \times \text { post } 07+\beta_{2} \text { pwhole } e_{t}+\mu_{i}+\epsilon_{i t}
$$

The dependent variable is the log of gross margin in real NOK per liter for station $i$ on day $t$. Due to time-dependent cycling prices, the main explanatory variables of interest are a full set of day-of-week dummies $D_{j}$, using Sunday as baseline. Note that we have defined our days as noon to noon, implying that the Sunday dummy will pick up the lowest prices in the week: Sunday afternoon and Monday morning. In order to investigate the development of the Thursday peak over time, we also include an interaction term between the Thursday dummy variable and a dummy variable post $07=1$ if the year is 2008 or later. The division in time is chosen based on the Norwegian Competition Authority's (2014) detection of the Thursday restoration for the first time in 2008. As control variables we include the log of wholesale price in real NOK $p$ whole $e_{t}$ and a daily linear trend $t$. Finally, $\mu_{i}$ are station-specific fixed effects and $\epsilon_{i t}$ are idiosyncratic error terms. We use White's robust standard errors.

For the sake of investigating whether the development in trend differs by day of the week, we also estimate a model where a full set of interaction terms between the day-of-week dummy variables and the linear trend is included instead of the interaction term $D_{4} \times$ post 07 . This specification is given by

$$
M_{i t}=\beta_{0}+\sum_{j=1}^{6} \delta_{j} D_{j}+\gamma t+\sum_{j=1}^{6}\left(\lambda_{j} D_{j} \times t\right)+\beta_{1} \text { pwhole }_{t}+\mu_{i}+\epsilon_{i t}
$$

### 5.2 Measuring the impact of consumer behavior on profitability

We analyze the effect of two different demand side variables. The first model in the investigation of consumer behavior examines the impact of search behavior on gross margin development, according to the specification

$$
M_{i t}=\alpha_{0}+\alpha_{1} \text { search }_{t}+\alpha_{2} \text { search }_{t} \times \text { post } 07+\sum_{j=1}^{6} \delta_{j} D_{j}+\gamma t+\alpha_{3} D_{4} \times \text { post } 07+\alpha_{4} p w h o l e_{t}+\mu_{i}+\epsilon_{i t}
$$

The explanatory variable of interest is the $\log$ of searching consumers search ${ }_{t}$. This measure is constructed as the share by year of consumers that check the price on signs outside stations and make purchases at more than three different stations. Identification of $\alpha_{1}$ hence stems from changes in the share of searching consumers over time. The inclusion of an interaction term between $\operatorname{search}_{t}$ and the dummy variable post07 $=1$ if the year is 2008 or later, further allows us to analyze the effect of search behavior on profitability after the establishment of a new weekly peak. In addition, the $\log$ of the wholesale price, a full set of day-of-week dummies and a daily trend are included as controls.

We are also interested in the effect of consumers who adapt their purchases to the predictable cycle. The second model therefore includes a measure of the share of consumers who act by timing the cycle, timing, as the main explanatory variable:

$$
M_{i t}=\alpha_{0}+\alpha_{1} \text { timing }_{t}+\alpha_{2} \text { timing }_{t} \times \text { post } 07+\sum_{j=1}^{6} \delta_{j} D_{j}+\gamma t+\alpha_{3} D_{4} \times \text { post } 07+\alpha_{4} p w h o l e_{t}+\mu_{i}+\epsilon_{i t}
$$

The variable measures the share of consumers who predict when low price windows occur during a week, for instance by following a rule of thumb, and move their purchases to these points in time. These consumers hence do not spend effort on price search because they regard timing purchases as more gainful than exploiting price dispersion across stations. ${ }^{32}$

A potential endogeneity problem would arise if the survey answers depend on the price levels, e.g., the consumers arriving at the station before restoration might be more price sensitive than those arriving after restoration. However, since the survey is carried out both before and after restoration, we avoid this problem.

Finally, since we estimate a margin model over a long period, also other factors might influence margin development, e.g., changes in costs beyond the wholesale price. In the robustness section we estimate models allowing for different additional control variables to see whether our results are robust also when controlling for these.

[^14]
## 6 Results

### 6.1 The impact of predictable time-dependent price cycles on profitability

Table 6 presents our main results on price cycles. From the simplified specification in column (A) in which $D_{4} \times$ post 07 is omitted, all day-of-week dummy coefficients are positive and significant except from the Saturday dummy. Being on Monday increases firms’ profitability by $35.6 \%$. The effect then declines when moving to Tuesday and Wednesday, until reaching a new increase on Thursday to $22.2 \%$. Throughout the rest of the week, the effect descends compared to Sunday, which appears to be the day with the lowest profitability during a week (the low price window: noon Sunday to noon Monday). Results hence demonstrate the presence of a weekly cycle, with large price increases on Monday and Thursday, which in turn increase firms' profitability.

The linear trend coefficient is positive and significant, indicating that gross margins indeed have increased over time. If we calculate the effect of the trend from 3 May 2004 to 31 October 2015, the average margin in real terms has increased by NOK 0.428 - which is a significant amount compared to an average margin in 2004 of NOK 1.22. The real average margin increased by more than $35 \%$ over the data period.

Model (A) shows the average cycle over the period 2004 to 2015. In model (B), we include the interaction term $D_{4} \times$ post 07 to allow for the new restoration day introduced on Thursdays. The coefficient is positive and significant at the $1 \%$ level, suggesting that from 2008, the extra effect of Thursday as the current day of the week is $9.56 \%$. The total effect of being on a Thursday from 2008 is hence $27.2 \%$, which is stronger than the average effect measured in model (A). Of the day-of-week dummies, inclusion of $D_{4} \times$ post 07 only changes the coefficient of the Thursday dummy, which now decreases to 0.176 . This suggests that the Thursday peak has not been present during the whole sample period, as coefficients now slowly decline from Monday and throughout the week. The positive average trend effect now suggests an increase in the real margin of NOK 0.441 . Thus, model (B) presents very similar results, but also that Thursday emerges as a new restoration day.

In order to analyze the development in trend based on days of the week, model (C) replaces $D_{4} \times$ post07 in favor of a full set of interaction terms between the trend variable and the day-of-week dummies. We find significant trend effects for four days. These are highest on the new restoration day Thursday, and second highest on Monday and Friday. Monday remains

Table 6: Regression results. Dependent variable is log of gross margin in NOK per liter.

|  | (A) | (B) | (C) |
| :---: | :---: | :---: | :---: |
| Mon | 0.356*** | 0.356*** | 0.241*** |
|  | (0.026) | (0.026) | (0.051) |
| Tue | 0.291*** | $0.291 * * *$ | 0.272*** |
|  | (0.026) | (0.026) | (0.052) |
| Wed | 0.187*** | 0.187*** | 0.252*** |
|  | (0.027) | (0.027) | (0.052) |
| Thu | 0.222*** | 0.176*** | 0.063 |
|  | (0.028) | (0.038) | (0.053) |
| Fri | 0.120*** | 0.120*** | 0.005 |
|  | (0.030) | (0.030) | (0.057) |
| Sat | 0.023 | 0.024 | -0.074 |
|  | (0.031) | (0.031) | (0.059) |
| Trend | 0.000105*** | $0.000102^{* * *}$ | 0.000064*** |
|  | (0.000008) | (0.000008) | (0.000017) |
| Trend $\times$ Mon |  |  | 0.000074*** |
|  |  |  | (0.000021) |
| Trend $\times$ Tue |  |  | 0.000011 |
|  |  |  | (0.000026) |
| Trend $\times$ Wed |  |  | -0.000040 |
|  |  |  | (0.000025) |
| Trend $\times$ Thu |  |  | $0.000102 * * *$ |
|  |  |  | (0.000023) |
| Trend $\times$ Fri |  |  | 0.000074*** |
|  |  |  | (0.000024) |
| Trend $\times$ Sat |  |  | 0.000062** |
|  |  |  | (0.000024) |
| Wholesale price | -0.133*** | -0.151*** | $-0.131^{* * *}$ |
|  | (0.033) | (0.034) | (0.032) |
| Thu $\times$ post07 |  | 0.096*** |  |
|  |  | (0.037) |  |
| Constant | 0.116** | 0.144*** | 0.178*** |
|  | (0.045) | (0.047) | (0.056) |
| Observations | 2,165 | 2,165 | 2,165 |
| R-squared | 0.229 | 0.231 | 0.246 |
| Station FE | YES | YES | YES |

$\overline{\text { Robust standard errors in parentheses. }}$ ** $\mathrm{p}<0.01$, ${ }^{* *} \mathrm{p}<0.05,{ }^{*} \mathrm{p}<0.1$. Data period is 3 May 2004 to 31 October 2015.
as the day on which firms earn the highest gross margins. To illustrate the development in the margins over time as predicted by model (C), we calculate the trend effect over the whole data period by adding the trend effect from each day-estimates to the benchmark estimate, e.g., for

Thursday; $0.063+4198$ days $\times 0.000102=0.063+0.428=0.491$. This is illustrated for model (A) to (C) in Figure 5.

Figure 5: Predicted daily gross margins per liter.


Several features become clear from Figure 5. Models (A) and (B) display the same pattern except for Thursday, where model (A) predicts the average effect of the before/after 2008 effects of the introduction of a second restoration day. First, the most flexible model (C) suggests that the Thursday effect has become stronger and very similar to the Monday effect, but that Monday still has the highest margin ( 0.55 vs 0.49 ). Second, we observe a marginally small trend-based reduction in the Wednesday margin over the data period (small negative trend coefficient). This is reasonable, since Wednesday (recall that this refers to noon Wednesday to noon Thursday) is now the low price window just before the second restoration on Thursday afternoon, and in the new cycle Wednesday has the same role as Sunday.

Finally, if we compare the estimates to what we saw in Figure 1, model (C) suggests an increase in the Monday afternoon gross margin of $128 \%$ (2004-2015). These numbers correspond well with Table C. 1 in the Appendix, where the increase from 2008 to 2015 was more than $90 \%$. The new restoration day increases the Thursday margin by nearly $700 \%$.

In sum, results from models (B) and (C) propose that the introduction of a new weekly day off from competition on Thursdays partly explains the observed increase in profitability.

Hence, cycling markets appear to be beneficial for firms. As firms are able to increase markups for most days over time, they will gain in terms of volume-weighted gross margins regardless of when consumers purchase. Thus, another restoration day in the middle of the week shrinks the initial weekly low price window. This is in line with our preliminary findings in Section 5.

Lastly, we briefly pay attention to the effect of the wholesale price. The estimated coefficient on $p$ whole lies between -0.131 and -0.151 . Hence, increasing the wholesale price by $1 \%$ decreases gross margins by approximately $0.13 \%$. This suggests that the change in the wholesale price is not perfectly passed through into retail prices. This may indicate that profitability in time-dependent markets is to a certain extent influenced by variable costs. As fluctuations in prices depend on the current day of the week, whereas the development in wholesale prices does not behave in a similar way, prices already more than account for the increase in costs. Hence, firms may trade off passing through the whole cost increase against maintaining the weekly cycle because the weekly price schedule is, overall, more gainful. We will anticipate that wholesale prices do not affect the margin in the long run, which is also in line with the results we get in the robustness section (7.1) introducing more long run trend control variables. The wholesale price effect is less pronounced in the robustness section.

### 6.2 The impact of consumer behavior on profitability

We now consider the impact of demand side variables by including these factors in our specification. First, we examine the measure of search behavior on where to buy. Results of the main model are presented in column (A) in Table 7, whereas the model in column (B) is presented for the sake of comparison.

As expected, the effect of search is negative and significant at the $1 \%$ level, suggesting that increasing the share of searching consumers by $1 \%$ decreases firms' profitability by $0.5 \%$. Search (where-) activity is hence unfavorable to sellers. An increased amount of search initiated by consumers increases consumers' knowledge about of prices.

Next, we elaborate on the effect of search in relation to the introduction of the Thursday restoration by including the interaction term search $\times$ post 07 . This specification is presented in column (C). The coefficient of the search variable is now almost doubled, indicating that a $1 \%$ increase in searching consumers decreases profitability by $0.92 \%$. The effect is significant at the $1 \%$ level. However, the coefficient for search $\times$ post07 is 0.114 , which is positive and significant at the $1 \%$ level. This suggests that searching consumers were more unfavorable to retailers before the establishment of another restoration day. In fact, estimates indicate two potential features: In a situation with only Monday as a restoration day, increased consumer
search activity is even worse for retailers. However, after the introduction of a second restoration day, which seems to suggest that consumers are exposed to more noise, search activity has less negative influence on retailers because they manage to confuse consumers with their price setting schedule. Hence, the Thursday restoration acts as obfuscation which makes consumers less informed. Further, from model (D), which replaces $D_{4} \times$ post07 with a full set

Table 7: Effect of search. Dependent variable is log of gross margin in NOK per liter.

|  | (A) | (B) | (C) | (D) |
| :---: | :---: | :---: | :---: | :---: |
| Search | -0.499*** | -0.510*** | -0.922*** | -0.922*** |
|  | (0.094) | (0.093) | (0.126) | (0.127) |
| Search $\times$ post07 |  |  | 0.114*** | 0.110*** |
|  |  |  | (0.015) | (0.015) |
| Mon | 0.354*** | 0.238*** | 0.356*** | 0.240*** |
|  | (0.026) | (0.051) | (0.026) | (0.051) |
| Tue | 0.288*** | 0.268*** | 0.289*** | 0.269*** |
|  | (0.026) | (0.052) | (0.025) | (0.051) |
| Wed | 0.186*** | 0.249*** | 0.186*** | 0.249*** |
|  | (0.026) | (0.052) | (0.026) | (0.051) |
| Thu | 0.191*** | 0.059 | 0.178*** | 0.059 |
|  | (0.037) | (0.052) | (0.037) | (0.051) |
| Fri | 0.119*** | 0.002 | 0.117*** | 0.000 |
|  | (0.029) | (0.056) | (0.029) | (0.056) |
| Sat | 0.022 | -0.076 | 0.021 | -0.079 |
|  | (0.031) | (0.058) | (0.030) | (0.057) |
| Trend | 0.000201*** | 0.000163*** | 0.000325*** | 0.000285*** |
|  | (0.000022) | (0.000027) | (0.000032) | (0.000036) |
| Thu $\times$ post07 | 0.060 |  | 0.086** |  |
|  | (0.037) |  | (0.037) |  |
| Trend $\times$ Mon |  | 0.000075*** |  | 0.000074*** |
|  |  | (0.000022) |  | (0.000021) |
| Trend $\times$ Tue |  | 0.000013 |  | 0.000013 |
|  |  | (0.000026) |  | (0.000026) |
| Trend $\times$ Wed |  | -0.000039 |  | -0.000039 |
|  |  | (0.000026) |  | (0.000025) |
| Trend $\times$ Thu |  | 0.000103*** |  | 0.000103*** |
|  |  | (0.000023) |  | (0.000022) |
| Trend $\times$ Fri |  | 0.000075*** |  | 0.000075*** |
|  |  | (0.000024) |  | (0.000024) |
| Trend $\times$ Sat |  | 0.000063*** |  | 0.000063*** |
|  |  | (0.000024) |  | (0.000024) |
| Wholesale price | -0.369*** | -0.361*** | -0.125** | -0.123** |
|  | (0.054) | (0.053) | (0.057) | (0.057) |
| Constant | -0.942*** | -0.920*** | -2.345*** | -2.289*** |
|  | (0.216) | (0.217) | (0.339) | (0.342) |
| Observations | 2,165 | 2,165 | 2,165 | 2,165 |
| R-squared | 0.252 | 0.268 | 0.265 | 0.280 |
| Station FE | YES | YES | YES | YES |

Robust standard errors in parentheses. ${ }^{* * *} \mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05$, * $\mathrm{p}<0.1$. Data period is 3 May 2004 to 31 October 2015.

Table 8: Effect of timing. Dependent variable is $\log$ of gross margin in NOK per liter.

|  | (A) | (B) | (C) | (D) |
| :---: | :---: | :---: | :---: | :---: |
| Timing | 0.269*** | 0.289*** | 2.094*** | 2.117*** |
|  | (0.086) | (0.085) | (0.320) | (0.320) |
| Timing $\times$ post07 |  |  | 0.564*** | 0.563*** |
|  |  |  | (0.081) | (0.081) |
| Mon | 0.355*** | 0.239*** | 0.356*** | 0.242*** |
|  | (0.026) | (0.052) | (0.026) | (0.051) |
| Tue | 0.290*** | 0.271*** | 0.293*** | 0.278*** |
|  | (0.026) | (0.052) | (0.026) | (0.051) |
| Wed | 0.187*** | 0.251*** | 0.189*** | 0.258*** |
|  | (0.027) | (0.053) | (0.026) | (0.051) |
| Thu | 0.186*** | 0.062 | 0.178*** | 0.061 |
|  | (0.038) | (0.053) | (0.037) | (0.052) |
| Fri | 0.120*** | 0.004 | 0.119*** | 0.004 |
|  | (0.030) | (0.057) | (0.029) | (0.056) |
| Sat | 0.024 | -0.073 | 0.023 | -0.073 |
|  | (0.031) | (0.059) | (0.030) | (0.058) |
| Trend | 0.000045** | 0.000003 | -0.000180*** | -0.000222*** |
|  | (0.000019) | (0.000023) | (0.000044) | (0.000046) |
| Thu×post07 | 0.072* |  | 0.088** |  |
|  | (0.038) |  | (0.037) |  |
| Trend $\times$ Mon |  | 0.000074*** |  | 0.000073*** |
|  |  | (0.000021) |  | (0.000021) |
| Trend $\times$ Tue |  | 0.000012 |  | 0.000009 |
|  |  | (0.000026) |  | (0.000026) |
| Trend $\times$ Wed |  | -0.000040 |  | -0.000043* |
|  |  | (0.000025) |  | (0.000025) |
| Trend $\times$ Thu |  | 0.000102*** |  | $0.000102^{* * *}$ |
|  |  | (0.000023) |  | (0.000023) |
| Trend $\times$ Fri |  | 0.000074*** |  | $0.000074 * * *$ |
|  |  | (0.000024) |  | (0.000024) |
| Trend $\times$ Sat |  | 0.000062** |  | 0.000062** |
|  |  | (0.000024) |  | (0.000024) |
| Wholesale price | -0.291*** | -0.286*** | 0.058 | 0.063 |
|  | (0.058) | (0.058) | (0.058) | (0.057) |
| Constant | 0.914*** | 1.012*** | 4.649*** | 4.750*** |
|  | (0.249) | (0.246) | (0.703) | (0.702) |
| Observations | 2,165 | 2,165 | 2,165 | 2,165 |
| R-squared | 0.236 | 0.252 | 0.257 | 0.273 |
| Station FE | YES | YES | YES | YES |

Robust standard errors in parentheses. ${ }^{* * *} \mathrm{p}<0.01$, ${ }^{* *} \mathrm{p}<0.05,^{*} \mathrm{p}<0.1$. Data period is 3 May 2004 to 31 October 2015.
of interaction terms between the trend variable and the day-of-week dummies, we can confirm that gross margins have increased for most days of the week over time. The coefficients on search and search $\times$ post07 are similar to the former specification.

We now move on to examine the effect of consumers who follow a rule of thumb and make purchases close to the restoration, timing. The measure serves as a proxy for consumers who have learned the behavior of the present cycle and move their purchases to points in time with the lowest prices, regardless of station. Hence, when a consumer drops by a station it is due to convenience and not due to the particular station itself. Results are presented in Table 8 column (A). Column (B) includes interaction terms between the trend variable and day-of-week dummies instead of $D_{4} \times$ post 07 for comparability.

The coefficient of timing is 0.269 and significant at the $1 \%$ level, meaning that increasing the share of consumers who purchase close to the restoration by $1 \%$ increases profitability by $0.27 \%$. One interpretation is that a sole adaptation to the cycle without participating in search is beneficial for sellers. Intuitively, consumer adjustment to predictable low price windows (more when-behavior) also makes consumers' purchasing behavior easily foreseeable for firms. Thus, sellers have less incentives to undercut each other as harsh price competition will not have a large impact on consumers' choice of station in the brief low price window since consumers' marginal cost of searching across stations has increased. In turn, competition is weakened and makes firms better off. Hence, this may explain the positive coefficient on timing. The effect is quite similar when including a full set of interaction terms between the trend variable and day-of-week dummies in column (B).

We now include the interaction term timing $\times$ post 07 for the sake of investigating the impact of the introduction of the Thursday peak. The coefficient of timing is increased to a significant 2.094, and the coefficient for timing $\times$ post07 is 0.564 and significant at the $1 \%$ level, meaning that the effect of consumers who adapt to the cycle is larger in magnitude after the introduction of another weekly peak. One interpretation is that the new pattern allows consumers to purchase cheaply in two periods rather than one during a week. Hence, there is now an additional window in which firms see no point in competing with each other. The total effect of timing may therefore increase due to impaired price dispersion twice a week. ${ }^{33}$
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## 7 Robustness analysis and supplementary examination

This section presents additional results in the interest of investigating the robustness of our main findings.

### 7.1 Inclusion of additional control variables

First, we introduce two cost shifters, the log of the wage index in the merchandising sector (wage), the log of the number of self-serviced stations (self-service), and a variable controlling for the business cycle and overall activity level in the Norwegian economy, the log Table 9: Inclusion of additional variables into main models of effect of search. Dependent variable is log of gross margin in NOK per liter.

|  | (A) | (B) | (C) | (D) |
| :---: | :---: | :---: | :---: | :---: |
| Search | $\begin{gathered} -0.698^{* * *} \\ (0.122) \end{gathered}$ | $\begin{gathered} -0.702 * * * \\ (0.122) \end{gathered}$ | $\begin{gathered} -0.578 * * * \\ (0.157) \end{gathered}$ | $\begin{gathered} -0.568 * * * \\ (0.156) \end{gathered}$ |
| Search $\times$ post07 |  |  | $\begin{gathered} -0.112 \\ (0.0822) \end{gathered}$ | $\begin{gathered} -0.126 \\ (0.0811) \end{gathered}$ |
| GDP | $\begin{gathered} 2.839^{* * *} \\ (0.492) \end{gathered}$ | $\begin{gathered} 2.715^{* * *} \\ (0.478) \end{gathered}$ | $\begin{gathered} 3.256 * * * \\ (0.533) \end{gathered}$ | $\begin{gathered} 3.182 * * * \\ (0.518) \end{gathered}$ |
| Wage | $\begin{gathered} 0.158 \\ (1.210) \end{gathered}$ | $\begin{gathered} 0.357 \\ (1.204) \end{gathered}$ | $\begin{aligned} & -3.373 \\ & (2.433) \end{aligned}$ | $\begin{aligned} & -3.595 \\ & (2.391) \end{aligned}$ |
| Self-service | $\begin{gathered} 4.751^{* * *} \\ (1.112) \end{gathered}$ | $\begin{gathered} 4.832^{* * *} \\ (1.103) \end{gathered}$ | $\begin{gathered} 5.780 * * * \\ (1.624) \end{gathered}$ | $\begin{gathered} 5.988 * * * \\ (1.606) \end{gathered}$ |
| Trend | $\begin{aligned} & -0.000181 \\ & (0.000186) \end{aligned}$ | $\begin{gathered} -0.000234 \\ (0.000185) \end{gathered}$ | $\begin{aligned} & -0.0000292 \\ & (0.000174) \end{aligned}$ | $\begin{aligned} & -0.0000633 \\ & (0.000173) \end{aligned}$ |
| Wholesale price | $\begin{aligned} & 0.00211 \\ & (0.0692) \end{aligned}$ | $\begin{gathered} 0.0107 \\ (0.0678) \end{gathered}$ | $\begin{gathered} 0.0347 \\ (0.0810) \end{gathered}$ | $\begin{gathered} 0.0474 \\ (0.0795) \end{gathered}$ |
| Thu×post07 | $\begin{gathered} 0.0866^{* *} \\ (0.0366) \end{gathered}$ |  | $\begin{gathered} 0.0860^{* *} \\ (0.0365) \end{gathered}$ |  |
| Observations | 2,165 | 2,165 | 2,165 | 2,165 |
| R-squared | 0.277 | 0.292 | 0.278 | 0.293 |
| Trend $\times$ day of week | NO | YES | NO | YES |

Robust standard errors in parentheses. Day of the week and station dummies, and a constant term (not reported) included. ${ }^{* * *} \mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05$, * $\mathrm{p}<0.1$. Data period is 3 May 2004 to 31 October 2015.
of the domestic gross product (GDP) (2015 as base year). ${ }^{34}$ As our data span over ten years we can test whether these variables account for some of the increase in profitability over this period.

Table 9 and Table 10 show that GDP increases profitability with 3 to $4 \%$, suggesting that gross margins follow movements in the general economy. With coefficients between 0.04 and 0.06 , self-service leads to increases around 4 to $6 \%$ in gross margins. Self-serviced stations are cheaper to run, leaving firms with higher profitability. Whereas wage is insignificant in Table 9 its impact is negative and around $6 \%$ in Table 10. Hence, wage increases lead to

[^16]between zero and negative effect on gross margins. These impacts are in line with expectations, regarding that we already have taken the growth in CPI into account.

Table 10: Inclusion of additional variables into main models of effect of timing. Dependent variable is log of gross margin in NOK per liter.

|  | (A) | (B) | (C) | (D) |
| :---: | :---: | :---: | :---: | :---: |
| Timing | $\begin{gathered} 1.424 * * * \\ (0.237) \end{gathered}$ | $\begin{gathered} 1.439 * * * \\ (0.236) \end{gathered}$ | $\begin{gathered} 1.664 * * * \\ (0.535) \end{gathered}$ | $\begin{gathered} 1.609^{* * *} \\ (0.532) \end{gathered}$ |
| Timing $\times$ post07 |  |  | $\begin{gathered} 0.126 \\ (0.234) \end{gathered}$ | $\begin{aligned} & 0.0897 \\ & (0.231) \end{aligned}$ |
| GDP | $\begin{gathered} 4.016^{* * *} \\ (0.494) \end{gathered}$ | $\begin{gathered} 3.902 * * * \\ (0.479) \end{gathered}$ | $\begin{gathered} 3.885^{* * *} \\ (0.495) \end{gathered}$ | $\begin{gathered} 3.809^{* * *} \\ (0.481) \end{gathered}$ |
| Wage | $\begin{gathered} -6.727^{* * *} \\ (1.910) \end{gathered}$ | $\begin{gathered} -6.627 * * * \\ (1.900) \end{gathered}$ | $\begin{gathered} -5.685^{* *} \\ (2.344) \end{gathered}$ | $\begin{gathered} -5.889^{* *} \\ (2.305) \end{gathered}$ |
| Self-service | $\begin{gathered} 4.691 * * * \\ (1.053) \end{gathered}$ | $\begin{gathered} 4.766 * * * \\ (1.043) \end{gathered}$ | $\begin{aligned} & 3.906^{*} \\ & (2.139) \end{aligned}$ | $\begin{aligned} & 4.208^{* *} \\ & (2.118) \end{aligned}$ |
| Trend | $\begin{aligned} & -0.0000749 \\ & (0.000178) \end{aligned}$ | $\begin{aligned} & -0.000122 \\ & (0.000177) \end{aligned}$ | $\begin{aligned} & -0.000122 \\ & (0.000169) \end{aligned}$ | $\begin{aligned} & -0.000155 \\ & (0.000168) \end{aligned}$ |
| Wholesale price | $\begin{aligned} & 0.130^{*} \\ & (0.0687) \end{aligned}$ | $\begin{aligned} & 0.140^{* *} \\ & (0.0674) \end{aligned}$ | $\begin{gathered} 0.126^{*} \\ (0.0718) \end{gathered}$ | $\begin{gathered} 0.137^{*} \\ (0.0705) \end{gathered}$ |
| Thu $\times$ post07 | $\begin{aligned} & 0.0856_{* *}^{*} \\ & (0.0366) \end{aligned}$ |  | $\begin{gathered} 0.0856^{* *} \\ (0.0366) \end{gathered}$ |  |
| Observations | 2,165 | 2,165 | 2,165 | 2,165 |
| R-squared | 0.275 | 0.291 | 0.276 | 0.291 |
| Trend $\times$ day of week | NO | YES | NO | YES |

Robust standard errors in parentheses. Day of the week and station dummies, and a constant term (not reported) included. *** $\mathrm{p}<0.01$, ** $\mathrm{p}<0.05$, * $\mathrm{p}<0.1$. Data period is 3 May 2004 to 31 October 2015.

When looking at the main variables, in general, coefficients of search are quite similar in magnitude to the main results. The coefficients of timing are larger for model (A) and (B) while smaller for model (C) and (D). The post 2007 effects of search and timing are no longer significant. This suggests that, when controlling for more cost factors, the effect of the Thursday peak on the demand side variables is absent. In all models, trend becomes insignificant, meaning that variations in GDP, wage and self-service are accounted for by the general long run trend when not explicitly included in the model. Furthermore, these variables account for the main part of the trend variable. Accounting for more long run controls, the wholesale price effects are reduced in significance. Coefficients of the wholesale price changes sign as compared to our models above, but are very small and insignificant in Table 9, somewhat larger in Table 10, but only significant on a 10\% level for 3 out of 4 cases. Suggesting that controlling for more long run trends, the wholesale price do not affect margins.

### 7.2 Newey-West standard errors

Table 11: Newey-West standard errors. Dependent variable is log of gross margin in NOK per liter.

|  | (A) | (B) | (C) | (D) | (E) | (F) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Search |  |  | -0.922*** | -0.922*** |  |  |
|  |  |  | (0.241) | (0.241) |  |  |
| Search $\times$ post07 |  |  | 0.114*** | 0.110*** |  |  |
|  |  |  | (0.027) | (0.027) |  |  |
| Timing |  |  |  |  | 2.094*** | 2.117*** |
|  |  |  |  |  | (0.604) | (0.606) |
| Timing $\times$ post07 |  |  |  |  | 0.564*** | 0.563*** |
|  |  |  |  |  | (0.151) | (0.152) |
| Mon | 0.356*** | 0.241*** | 0.356*** | 0.240*** | 0.356*** | 0.242*** |
|  | (0.025) | (0.050) | (0.025) | (0.050) | (0.025) | (0.050) |
| Tue | 0.291*** | 0.272*** | 0.289*** | 0.269*** | 0.293*** | 0.278*** |
|  | (0.024) | (0.049) | (0.024) | (0.048) | (0.024) | (0.049) |
| Wed | 0.187*** | 0.252*** | 0.186*** | 0.249*** | 0.189*** | 0.258*** |
|  | (0.023) | (0.044) | (0.022) | (0.044) | (0.023) | (0.044) |
| Thu | 0.176*** | 0.063 | 0.178*** | 0.059 | 0.178*** | 0.061 |
|  | (0.027) | (0.039) | (0.027) | (0.039) | (0.027) | (0.039) |
| Fri | 0.120*** | 0.005 | 0.117*** | 0.000 | 0.119*** | 0.004 |
|  | (0.020) | (0.039) | (0.019) | (0.039) | (0.019) | (0.039) |
| Sat | 0.024 | -0.074** | 0.021 | -0.079** | 0.023 | -0.073** |
|  | (0.015) | (0.032) | (0.015) | (0.031) | (0.015) | (0.031) |
| Trend | 0.000102*** | 0.000064*** | 0.000325*** | 0.000285*** | -0.000180** | -0.000222*** |
|  | (0.000012) | (0.000018) | (0.000060) | (0.000063) | (0.000083) | (0.000083) |
| Wholesale price | -0.151*** | -0.131** | -0.125 | -0.123 | 0.058 | 0.063 |
|  | $(0.057)$ | $(0.057)$ | $(0.097)$ | (0.097) | $(0.098)$ | (0.098) |
| Thu $\times$ post07 | 0.096*** |  | 0.086*** |  | 0.088*** |  |
|  | (0.030) |  | (0.028) |  | (0.028) |  |
| Constant | 0.144* | 0.178** | -2.345*** | -2.289*** | 4.649*** | 4.750*** |
|  | (0.077) | (0.085) | (0.640) | (0.644) | (1.332) | (1.333) |
| Observations | 2,165 | 2,165 | 2,165 | 2,165 | 2,165 | 2,165 |
| R-squared | 0.231 | 0.246 | 0.265 | 0.280 | 0.257 | 0.273 |
| Station FE | YES | YES | YES | YES | YES | YES |
| Trend $\times$ day of week | NO | YES | NO | YES | NO | YES |

Newey-West standard errors in parentheses. ${ }^{* * *} \mathrm{p}<0.01$, ${ }^{* *} \mathrm{p}<0.05$, ${ }^{*} \mathrm{p}<0.1$. Data period is 3 May 2004 to 31 October 2015.

One concern when working with long panels is that residuals are likely to be autocorrelated. Therefore, we here report Newey-West standard errors, allowing for seven lags due to the weekly pattern in prices. ${ }^{35}$

From Table 11, results show that the significance of coefficients is similar to the main results. Generally, standard errors of demand side coefficients are almost doubled. However, conclusions regarding significance remain unchanged. Standard errors of the day-of-week dummies are mostly slightly smaller. Major conclusions are unchanged.

[^17]
### 7.3 Inclusion of $\boldsymbol{p}^{\boldsymbol{w}}$ whole $\boldsymbol{t}_{\boldsymbol{t} \mathbf{7}}$ as explanatory variable

Whereas the wholesale price typically changes on a daily basis, the recommended price changes around once a week. ${ }^{36}$ Recommended prices serve to represent the correct retail price when taking costs into account. As such, the wholesale price affects recommended prices and, in turn, retail prices with a fall-back over several periods. In this regard, we add dynamics to our specification by including the seventh lag of the wholesale price, pwhole $e_{t-7}$, in favor of allowing the retail price and hence gross margins to adjust slowly to changes in costs.

Results are reported in Table 12. We will pay attention to the model in column (A), keeping in mind that estimates are quite similar for all models. The coefficient on $p$ whole $e_{t}$ is -1.289 , while the coefficient on pwhole $_{t-7}$ is 1.145 . The instant effect of the wholesale price on firms' profitability is negative, as $1 \%$ increase lowers gross margins by $1.27 \%$. However, taking slow adjustment into account, the long-run effect is reduced to $-0.14 \%$. By comparing the estimates with the coefficient of -0.15 in Table 6 column (B), the long-run effect corresponds well to our main findings. ${ }^{37}$ From columns (C) and (D), we note that adding pwhole $e_{t-7}$ to the specification lowers the magnitude of search and search $\times$ post 07 slightly. On the other hand, the coefficients of timing and timing $\times$ post07 in columns (E) and (F) increase slightly. In sum, results do not differ much from the main models. The size of the coefficient on $D_{4} \times$ post 07 is 0.128 in column (B) compared to 0.096 in the leading results. Overall, estimates are much the same as in the main models. ${ }^{38}$

[^18]Table 12: Inclusion of $p$ whole $_{t-7}$. Dependent variable is $\log$ of gross margin in NOK per liter.

|  | (A) | (B) | (C) | (D) | (E) | (F) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Search |  |  | -0.904*** | -0.907*** |  |  |
|  |  |  | (0.125) | (0.125) |  |  |
| Search $\times$ post07 |  |  | 0.102*** | 0.097*** |  |  |
|  |  |  | (0.014) | (0.014) |  |  |
| Timing |  |  |  |  | 2.203*** | 2.224*** |
|  |  |  |  |  | (0.301) | (0.301) |
| Timing $\times$ post07 |  |  |  |  | 0.580 *** | 0.577*** |
|  |  |  |  |  | (0.075) | (0.074) |
| Mon | 0.390*** | 0.333*** | 0.389*** | 0.331*** | 0.389*** | 0.333*** |
|  | (0.025) | (0.049) | (0.025) | (0.049) | (0.025) | (0.049) |
| Tue | 0.311*** | 0.333*** | 0.311*** | 0.331*** | 0.312*** | 0.334*** |
|  | (0.027) | (0.056) | (0.026) | (0.054) | (0.026) | (0.054) |
| Wed | 0.205*** | 0.301*** | 0.204*** | 0.300*** | 0.205*** | 0.302*** |
|  | (0.028) | (0.057) | (0.027) | (0.055) | (0.027) | (0.056) |
| Thu | 0.165*** | 0.078 | 0.170*** | 0.073 | 0.171*** | 0.073 |
|  | (0.040) | (0.058) | (0.039) | (0.056) | (0.039) | (0.057) |
| Fri | 0.138*** | 0.042 | 0.135*** | 0.037 | 0.136*** | 0.037 |
|  | (0.031) | (0.061) | (0.030) | (0.059) | (0.030) | (0.060) |
| Sat | 0.051 | -0.011 | 0.048 | -0.016 | 0.049 | -0.015 |
|  | (0.032) | (0.063) | (0.031) | (0.061) | (0.031) | (0.061) |
| Trend | 0.000094*** | 0.000076*** | 0.000309*** | 0.000288*** | -0.000208*** | -0.000232*** |
|  | (0.000009) | (0.000019) | (0.000033) | (0.000038) | (0.000042) | (0.000043) |
| Thu $\times$ post07 | 0.128*** |  | 0.113*** |  | 0.113*** |  |
|  | (0.038) |  | (0.038) |  | (0.038) |  |
| Wholesale price | -1.289*** | $-1.261 * * *$ | -1.270*** | -1.258*** | -1.211*** | -1.197*** |
|  | (0.163) | (0.162) | (0.157) | (0.156) | (0.160) | (0.158) |
| Wholesale price | 1.145*** | 1.144*** | 1.113*** | 1.105*** | 1.254*** | 1.248*** |
|  | (0.168) | (0.167) | (0.169) | (0.168) | (0.164) | (0.162) |
| Constant | 0.146*** | 0.139** | -2.247*** | -2.233*** | 4.929*** | 4.995*** |
|  | $(0.048)$ | $(0.059)$ | $(0.330)$ | $(0.334)$ | (0.669) | (0.667) |
| Long run effect |  |  |  |  |  |  |
| of Wholesale | $-0.144 * * *$ | -0.117*** | -0.158*** | -0.153** | 0.043 | 0.050 |
| price | (0.035) | (0.034) | (0.061) | (0.061) | (0.059) | (0.058) |
| Observations | 1,951 | 1,951 | 1,951 | 1,951 | 1,951 | 1,951 |
| R-squared | 0.267 | 0.281 | 0.307 | 0.322 | 0.301 | 0.316 |
| Station FE | YES | YES | YES | YES | YES | YES |
| Trend $\times$ day of week | NO | YES | NO | YES | NO | YES |

Robust standard errors in parentheses. ${ }^{* * *} \mathrm{p}<0.01$, ${ }^{* *} \mathrm{p}<0.05,{ }^{*} \mathrm{p}<0.1$. Data period is 3 May 2004 to 31 October 2015.

## 8 Concluding remarks

We empirically examine the impact of time-dependent price patterns on consumer behavior and firms' profitability. The Norwegian retail gasoline market is a picture perfect application. Since 2004, we have observed a regular weekly price pattern with a saw-tooth shape. On Mondays
around noon all the four major retail chains increase their retail prices to the recommended price. The retail chains decide their recommended prices in advance, and publish recommended prices on their websites. Consequently, each retail chain knows when to raise the price, and to what level. Moreover, they are immediately able to observe should a rival deviate from the established practice.

In local markets with high concentration (long distance between competing outlets), retail prices are equal to the recommended prices throughout the week. Therefore, we consider the level of recommended prices as a measure of the monopoly price. In less concentrated areas, firms undercut each other during the rest of the week, such that the price level is regularly at its lowest on Monday morning. Since 2008, retail chains have managed to introduce another day off from competition on Thursdays. Like on Mondays, there is now an industry-wide synchronization of retail prices to the level of the recommended prices on Thursdays.

We combine panel data on supply side measures and survey data containing information on consumer behavior with a time span between 2004 and 2015. This allows us to scrutinize the interplay between firms' and consumers behavior. Consumers face a menu of prices depending on when they buy. With a given capacity of effort, there are typically larger savings to gain by using effort on timing of when to buy rather than on where to buy. As expected, we find that conventional price search on where to buy reduces firms' profitability. In contrast, consumers who are aware of the cycle and act by when to make their purchases have a positive impact on firms' profitability. For consumers in a market with a predictable cycle, it might be rational to adopt to a simple rule of thumb: tank on Sunday or on Monday morning. However, competition among sellers are highly driven by price search. Consequently, if consumers (rationally) spend their effort on when to buy rather than on where to buy, price competition might be softened (even in the in low-price windows). We show that the effects are robust also when accounting for long run changes in costs structure and the Norwegian business cycle.

For policy makers and consumer associations this creates a difficult trade-off when advising consumers. On the one hand, there are huge savings for consumers if they adapt to the pattern and tank gasoline in the weekly low-price windows. On the other hand, if more consumers, by for instance adapting to a rule of thumb, pay less attention to where to buy, retailers lose incentives to compete aggressively. In this respect, the weekly price pattern has been given a great deal of media coverage since it was initiated in 2004.
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## Appendices

## A Panel data

Table A.1: Overview of gasoline stations and data periods.

| Station | Brand | Data periods |
| :---: | :---: | :---: |
| 1 | Esso | 03.05.2004-30.11.2004* |
|  |  | 12.02.2005-23.03.2005* |
| 2 | Hydro Texaco | 23.01.2005-01.05.2005 |
|  |  | 13.05.2005-17.05.2005 |
| 3 | Hydro Texaco | 03.05.2004-30.11.2004* |
|  |  | 10.02.2005-23.03.2005* |
| 4 | Hydro Texaco | 31.01.2005-03.07.2005 |
|  |  | 28.01.2008-21.07.2008 |
| 5 | Statoil | 23.01.2005-01.05.2005 |
|  |  | 13.05.2005-26.06.2005 |
|  |  | 28.01.2008-21.07.2008 |
| 6 | Statoil | 23.01.2005-03.07.2005 |
|  |  | 17.10.2005-15.03.2006 |
|  |  | 28.01.2008-21.07.2008 |
|  |  | 22.06.2015-16.08.2015 |
|  |  | 02.09.2015-31.10.2015 |
| 7 | Statoil | 20.06.2004-30.11.2004* |
|  |  | 15.02.2005-17.02.2005* |
|  |  | 17.10.2005-15.03.2006 |
|  |  | 28.01.2008-21.07.2008 |
|  |  | 02.09.2015-31.10.2015 |
| 8 | Statoil | 16.05.2004-30.11.2004* |
|  |  | 22.03.2005 |
| 9 | Shell | 08.05.2004-20.10.2004* |
|  |  | 09.03.2005-23.03.2005* |
| 10 | Shell | 17.10.2005-15.03.2006 |
|  |  | 28.01.2008-21.07.2008 |
| 11 | Hydro Texaco | 02.07.2004-16.11.2004* |

Periods with the asterisk * have some shorter gaps.

Table A.2: Summary statistics. Data period is 3 May 2004 to 31 October 2015.

|  | Mean | Std. dev. | Min | Max |
| :---: | :---: | :---: | :---: | :---: |
| 2004 |  |  |  |  |
| Price | 12.079 | 0.541 | 10.689 | 12.718 |
| Wholesale price | 2.639 | 0.173 | 2.289 | 2.930 |
| Tax | 5.806 | 0.000 | 5.806 | 5.806 |
| VAT | 2.416 | 0.108 | 2.138 | 2.544 |
| Gross margin | 1.218 | 0.423 | 0.171 | 1.952 |
| 2005 |  |  |  |  |
| Price | 12.543 | 0.650 | 10.830 | 14.000 |
| Wholesale price | 2.812 | 0.306 | 2.254 | 3.450 |
| Tax | 5.837 | 0.023 | 5.820 | 5.869 |
| VAT | 2.509 | 0.130 | 2.166 | 2.800 |
| Gross margin | 1.386 | 0.388 | 0.380 | 2.051 |
| 2006 |  |  |  |  |
| Price | 12.839 | 0.506 | 11.603 | 13.745 |
| Wholesale price | 3.276 | 0.152 | 2.917 | 3.555 |
| Tax | 5.819 | 0.000 | 5.819 | 5.819 |
| VAT | 2.568 | 0.101 | 2.321 | 2.749 |
| Gross margin | 1.176 | 0.442 | 0.078 | 1.982 |
| 2008 |  |  |  |  |
| Price | 14.487 | 0.696 | 12.517 | 15.869 |
| Wholesale price | 4.362 | 0.516 | 3.533 | 5.293 |
| Tax | 5.821 | 0.018 | 5.814 | 5.871 |
| VAT | 2.897 | 0.139 | 2.503 | 3.174 |
| Gross margin | 1.407 | 0.291 | 0.539 | 2.109 |
| 2015 |  |  |  |  |
| Price | 14.006 | 0.915 | 11.990 | 15.980 |
| Wholesale price | 3.484 | 0.476 | 2.818 | 4.612 |
| Tax | 5.820 | 0.000 | 5.820 | 5.820 |
| VAT | 2.801 | 0.183 | 2.398 | 3.196 |
| Gross margin | 1.901 | 0.578 | 0.486 | 2.945 |
| Total |  |  |  |  |
| Price | 13.455 | 1.157 | 10.689 | 15.980 |
| Wholesale price | 3.530 | 0.821 | 2.254 | 5.293 |
| Tax | 5.826 | 0.020 | 5.806 | 5.871 |
| VAT | 2.691 | 0.231 | 2.138 | 3.196 |
| Gross margin | 1.407 | 0.414 | 0.078 | 2.945 |

All values are in real NOK per liter.

Table A.3: Mean retail price by day of the week and year. Data period is 3 May 2004 to 31 October 2015.

|  | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2004 |  |  |  |  |  |  |  |
| Mean | 11.780 | 12.265 | 12.501 | 12.167 | 11.983 | 11.608 | 12.260 |
| Std.dev. | 0.715 | 0.237 | 0.141 | 0.505 | 0.593 | 0.647 | 0.273 |
| Min | 10.812 | 11.931 | 12.288 | 11.058 | 10.689 | 10.812 | 11.956 |
| Max | 12.558 | 12.718 | 12.718 | 12.583 | 12.558 | 12.288 | 12.718 |
| 2005 |  |  |  |  |  |  |  |
| Mean | 12.846 | 12.701 | 12.549 | 12.572 | 12.434 | 12.366 | 12.335 |
| Std.dev. | 0.492 | 0.568 | 0.680 | 0.645 | 0.636 | 0.671 | 0.689 |
| Min | 11.084 | 11.072 | 11.120 | 11.120 | 11.120 | 10.830 | 10.830 |
| Max | 14.000 | 13.564 | 13.782 | 13.782 | 13.600 | 13.661 | 13.661 |
| 2006 |  |  |  |  |  |  |  |
| Mean | 13.393 | 13.028 | 12.883 | 12.718 | 12.744 | 12.534 | 12.525 |
| Std.dev. | 0.290 | 0.378 | 0.347 | 0.474 | 0.506 | 0.484 | 0.454 |
| Min | 12.293 | 12.174 | 12.174 | 11.722 | 11.662 | 11.603 | 11.603 |
| Max | 13.745 | 13.518 | 13.316 | 13.602 | 13.685 | 13.447 | 13.447 |
| 2008 |  |  |  |  |  |  |  |
| Mean | 14.713 | 14.623 | 14.527 | 14.561 | 14.441 | 14.325 | 14.216 |
| Std.dev. | 0.643 | 0.608 | 0.608 | 0.653 | 0.714 | 0.762 | 0.750 |
| Min | 13.395 | 13.532 | 13.418 | 12.950 | 12.517 | 12.517 | 12.517 |
| Max | 15.846 | 15.812 | 15.869 | 15.869 | 15.869 | 15.846 | 15.846 |
| 2015 |  |  |  |  |  |  |  |
| Mean | 14.846 | 14.130 | 13.431 | 14.632 | 14.028 | 13.635 | 13.394 |
| Std.dev. | 0.602 | 0.990 | 0.859 | 0.681 | 0.719 | 0.694 | 0.720 |
| Min | 14.010 | 12.115 | 11.990 | 13.290 | 12.020 | 11.990 | 11.990 |
| Max | 15.830 | 15.880 | 14.680 | 15.980 | 15.780 | 15.220 | 14.780 |

All values are in real NOK per liter.

Table A.4: Mean gross margin by day of the week and year. Data period is 3 May 2004 to 31 October 2015.

|  | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2004 |  |  |  |  |  |  |  |
| Mean | 1.048 | 1.465 | 1.459 | 1.263 | 1.151 | 0.790 | 1.280 |
| Std.dev. | 0.545 | 0.170 | 0.274 | 0.370 | 0.540 | 0.417 | 0.098 |
| Min | 0.299 | 1.139 | 1.197 | 0.442 | 0.171 | 0.274 | 1.113 |
| Max | 1.588 | 1.717 | 1.952 | 1.607 | 1.896 | 1.294 | 1.439 |
| 2005 |  |  |  |  |  |  |  |
| Mean | 1.636 | 1.521 | 1.403 | 1.406 | 1.283 | 1.228 | 1.223 |
| Std.dev. | 0.285 | 0.349 | 0.361 | 0.382 | 0.377 | 0.384 | 0.386 |
| Min | 0.486 | 0.380 | 0.606 | 0.525 | 0.525 | 0.501 | 0.501 |
| Max | 2.051 | 1.997 | 1.968 | 2.029 | 1.956 | 1.956 | 1.939 |
| 2006 |  |  |  |  |  |  |  |
| Mean | 1.604 | 1.327 | 1.232 | 1.110 | 1.085 | 0.918 | 0.917 |
| Std.dev. | 0.289 | 0.351 | 0.289 | 0.423 | 0.468 | 0.434 | 0.410 |
| Min | 0.594 | 0.449 | 0.717 | 0.315 | 0.126 | 0.078 | 0.078 |
| Max | 1.961 | 1.822 | 1.613 | 1.982 | 1.924 | 1.734 | 1.734 |
| 2008 |  |  |  |  |  |  |  |
| Mean | 1.590 | 1.539 | 1.433 | 1.471 | 1.363 | 1.269 | 1.182 |
| Std.dev. | 0.220 | 0.214 | 0.245 | 0.261 | 0.277 | 0.289 | 0.293 |
| Min | 0.673 | 0.624 | 0.708 | 0.605 | 0.635 | 0.635 | 0.539 |
| Max | 2.048 | 1.999 | 1.999 | 1.950 | 2.109 | 1.991 | 1.991 |
| 2015 |  |  |  |  |  |  |  |
| Mean | 2.560 | 1.985 | 1.436 | 2.416 | 1.929 | 1.615 | 1.405 |
| Std.dev. | 0.255 | 0.531 | 0.434 | 0.424 | 0.417 | 0.333 | 0.365 |
| Min | 1.874 | 0.486 | 0.582 | 0.869 | 0.900 | 0.876 | 0.876 |
| Max | 2.893 | 2.714 | 2.169 | 2.945 | 2.481 | 2.194 | 2.554 |

All values are in real NOK per liter.

## B Survey data

## B. 1 Survey Questionnaire

1. Type of fuel
2. Unleaded gasoline 95: $\qquad$
3. Unleaded gasoline 98: $\qquad$
4. Diesel: $\qquad$
5. Other: $\qquad$
6. How often do you purchase gasoline?
7. 4 times or more per month: $\qquad$
8. 2-4 times per month: $\qquad$
9. Once per month or less: $\qquad$
10. How often do you think that the retail price changes?
11. Several times per day: $\qquad$
12. Once per day: $\qquad$
13. Every $2^{\text {nd }}$ or $3^{\text {rd }}$ day: $\qquad$
14. Every $7^{\text {th }}$ day or less: $\qquad$
15. Do not know: $\qquad$
16. Do you think the retail price increases on specific days of the week?
17. Yes: $\qquad$
18. No: $\qquad$ (Go to Question 7)
19. Do not know: $\qquad$
20. If yes on Question 4, which days?

Sunday: $\qquad$
Monday: $\qquad$
Tuesday: $\qquad$
Wednesday: $\qquad$
Thursday: $\qquad$
Friday : $\qquad$
Saturday: $\qquad$
Sunday: $\qquad$
6. If yes on Question 4, how often do you take this into account when making purchases?
(Very often) 12345 (Very seldom)

## 7. How often do you fill full tank?

(Very often) 12345 (Very seldom)
8. Where do you purchase gasoline?

1. At the same station every time: $\qquad$
2. At 2 or 3 different stations: $\qquad$
3. At more than 3 different stations: $\qquad$
4. How far do you drive per year? $\qquad$ km
5. Where do you check the retail price?
6. Do not check the price: $\qquad$
7. Check on the pump: $\qquad$
8. Check on the sign outside station: $\qquad$
9. Other: $\qquad$
10. Do you observe a weekly price pattern - if so, which? $\qquad$
Gender:
Male: $\qquad$
Female: $\qquad$
Age:
18-24: $\qquad$
25-34: $\qquad$
35-45: $\qquad$
45-66: $\qquad$
Over 66: $\qquad$

## B. 2 Questionnaire Overview

Table B.2.1: Overview of station, date of survey and number of respondents.

| Name | Brand | Date of survey | Number of respondents |
| :---: | :---: | :---: | :---: |
| Hydro Texaco Tertnes | Hydro Texaco | 29.04 .2005 | 39 |
|  |  | 06.06 .2005 | 29 |
|  |  | 10.06 .2005 | 49 |
|  |  | 30.03 .2006 | 30 |
|  |  | 03.04 .2006 | 33 |
|  | 04.20 .208 | 50 |  |
|  |  | 07.20 .2008 | 39 |
| Statoil Helleveien | Statoil | 25.04 .2005 | 47 |
|  |  | 29.04 .2005 | 44 |
|  | 06.06 .2005 | 42 |  |
|  | 10.06 .2005 | 39 |  |
|  | 30.03 .2006 | 50 |  |
|  | 03.04 .2006 | 38 |  |
|  | 04.02 .2008 | 78 |  |
|  |  | 07.02 .2008 | 58 |
|  |  | 21.09 .2015 | 58 |
|  |  | 24.09 .2015 | 49 |
|  |  | 28.09 .2015 | 48 |
|  |  |  | 47 |
| Sum |  |  | 867 |

Table B.2.2: How often do you think the retail price changes?

|  | Several times during a <br> day | Once a <br> day | Every 2nd or 3rd <br> day | Every 7th day or <br> Less | Do not <br> know |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2005 | $18 \%$ | $31 \%$ | $31 \%$ | $10 \%$ | $0 \%$ |
| $(289)$ |  |  |  |  |  |
| 2006 | $24 \%$ | $22 \%$ | $30 \%$ | $18 \%$ | $0 \%$ |
| $(151)$ | $13 \%$ | $27 \%$ | $20 \%$ | $16 \%$ | $24 \%$ |
| 2008 | $225)$ | $23 \%$ | $19 \%$ | $32 \%$ | $8 \%$ |

Numbers in parentheses are total number of respondents by year. Shares not summing to $100 \%$ are due to non-response.

Table B.2.3: How often do you fill full tank?

|  | Very often | Fairly often | Neither | Fairly seldom | Very seldom |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2005(289)$ | $44 \%$ | $13 \%$ | $11 \%$ | $8 \%$ | $11 \%$ |
| $2006(151)$ | $56 \%$ | $9 \%$ | $14 \%$ | $9 \%$ | $11 \%$ |
| $2008(225)$ | $59 \%$ | $8 \%$ | $8 \%$ | $8 \%$ | $16 \%$ |
| $2015(202)$ | $65 \%$ | $9 \%$ | $13 \%$ | $2 \%$ | $11 \%$ |

Numbers in parentheses are total number of respondents by year. Shares not summing to $100 \%$ are due to non-response.

Table B.2.4: Where do you purchase gasoline?

|  | Same station every time | 2 or 3 different stations | More than 3 different stations |
| :--- | :---: | :---: | :---: |
| $2005(289)$ | $37 \%$ | $31 \%$ | $26 \%$ |
| $2006(151)$ | $30 \%$ | $42 \%$ | $27 \%$ |
| $2008(225)$ | $44 \%$ | $34 \%$ | $22 \%$ |
| $2015(202)$ | $29 \%$ | $36 \%$ | $36 \%$ |

Numbers in parentheses are total number of respondents by year. Shares not summing to $100 \%$ are due to non-response.

Table B.2.5: Summary statistics.

|  | Mean | Std.dev | Min | Max |
| :--- | :---: | :---: | :---: | :---: |
| Timing | 0.163 | 0.050 | 0.110 | 0.270 |
| Search | 0.090 | 0.025 | 0.080 | 0.170 |
| Purchase at the same station | 0.385 | 0.053 | 0.290 | 0.440 |
| Purchase at more than 3 stations | 0.253 | 0.038 | 0.220 | 0.360 |
| Check price on the sign outside station | 0.381 | 0.086 | 0.310 | 0.600 |
| Retail price increases on specific days of the week | 0.469 | 0.130 | 0.350 | 0.810 |
| Fill full tank very often | 0.530 | 0.078 | 0.440 | 0.650 |

## C Cross-sectional data

Table C.1: Monday summary statistics in NOK per liter.

|  | Mean | Std.dev. | Min | Max |
| :--- | :---: | :---: | :---: | :---: |
| 21.04 .2008 |  |  |  |  |
| Gross margins 8 a.m. | 0.258 | 0.391 | -0.435 | 1.170 |
| Gross margins 2 p.m. | 1.465 | 0.078 | 1.316 | 1.635 |
| Recommended gross margins | 1.438 | 0.071 | 1.361 | 1.553 |
| 24.08.2015 |  |  |  |  |
| Gross margins 8 a.m. | 1.576 | 0.182 | 0.642 | 1.890 |
| Gross margins 2 p.m. | 2.734 | 0.089 | 2.586 | 2.842 |
| Recommended gross margins | 2.760 | 0.040 | 2.706 | 2.794 |

$\mathrm{n}=43$ for 21.04 .2008 and $\mathrm{n}=44$ for 24.08 .2015 .

Table C.2: Thursday summary statistics in NOK per liter.

|  | Mean | Std.dev. | Min | Max |
| :--- | :---: | :---: | :---: | :---: |
| 27.08.2015 |  |  |  |  |
| Gross margins 8 a.m. | 1.665 | 0.227 | 1.222 | 2.190 |
| Gross margins 2 p.m. | 2.655 | 0.075 | 2.330 | 2.734 |
| Recommended gross margins | 2.550 | 0.076 | 2.454 | 2.646 |
| 03.09.2015 |  |  |  |  |
| Gross margins 8 a.m. | 1.503 | 0.182 | 1.185 | 1.937 |
| Gross margins 2 p.m. | 2.676 | 0.047 | 2.545 | 2.785 |
| Recommended gross margins | 2.612 | 0.022 | 2.585 | 2.633 |

$n=43$ for 27.08.2015 and $n=42$ for 03.09.2015.

Table C.3: Levene's test and Brown-Forsythe test for the equality of variances for real gross margins in 2008 and 2015.

|  | Levene | Brown-Forsythe |
| :--- | :--- | :--- |
| 8 a.m. | $55.353^{* * *}$ | $31.303^{* * *}$ |
| 2 p.m. | 0.226 | 0.557 |

$\mathrm{H}_{0}$ : Population variances are equal. $\mathrm{H}_{1}$ : Populations variances are different. Values are test statistics.
Degrees of freedom are $(1,85) .{ }^{* * *} \mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05, * \mathrm{p}<0.1$.

Table C.4: Two-sample t-test with for real gross margins in 2008 and 2015.

|  | Variance assumption | Test statistics | Degrees of freedom |
| :--- | :---: | :---: | :---: |
| 8 a.m. | Unequal | $-20.090^{* * *}$ | 59.0861 |
| 2 p.m. | Equal | $-71.160^{* * *}$ | 85 |

$\mathrm{H}_{0}$ : Population means are equal. $\mathrm{H}_{1}$ : Populations means are different. Values are test statistics. ${ }^{1}$ Degrees of freedom are of Satterthwaite's type. ${ }^{* * *} \mathrm{p}<0.01,{ }^{* *} \mathrm{p}<0.05,{ }^{*} \mathrm{p}<0.1$.

## D Retail price determination

Our research question heavily relies on the calendar based price cycle recognized in the Norwegian market. A theoretical framework illustrating the observed price behavior is given in Foros \& Steen (2013), which suggests an explanation to how headquarters of gasoline companies manage to simultaneously increase retail prices to the recommended prices published online even for vertically separated outlets. This arrangement is depicted in Figure D.1.

Figure D. 1 Price support arrangements in the retail gasoline market.


The upstream firm establishes a profit-sharing scheme consisting of two parts, dividing the margin $p-c$ per liter of gasoline between itself and the downstream firm, where $p$ is the retail price and c is the upstream firm's input price, respectively.

A maximum retail price maintenance (RPM hereafter) equal to the recommended price $p^{r p}$ is introduced in the first part of the agreement. If the retailer sets his price equal to the maximum RPM, the upstream firm charges him a wholesale price $w^{r p}$ where $w^{r p}<p^{r p}$, leaving the retailer with a margin $M^{r p}=p^{r p}-w^{r p}$ per liter sold. The wholesale price exceeds the cost per liter of gasoline c , such that the upstream firm also receives a strictly positive profit. This part of the agreement is at disposal during the entire week.

The second part is called price support, in which the retailer receives a margin $M^{p s}<$ $M^{r p}$ if he sets the retail price below the maximum RPM. In contrast to the first part of the scheme, the upstream firm decides when the price support is in force.

Therefore, if the upstream firm chooses $w^{r p}$ so as to induce the retailer to set $p=p^{r p}$ when the price support is inoperative, the profit sharing scheme essentially induces falling prices due to competition during the price support interrupted by immediate restorations when the support is withdrawn. Hence, theory suggests that symmetric cycles may be a result of the four upstream firms simultaneously deciding to disengage the price support on Mondays and Thursdays each week. Retailers are then effectively forced to set price equal to the recommended price in order to avoid negative margins. Price competition among sellers are thus only possible when the price support is in force, unless they want to operate with losses. Since the recommended prices across companies are close to identical, a deviation of a firm from the pricing rule will immediately be discovered by its rivals. Consequently, the arrangement entails an effective commitment to having identical prices as the rivals twice a week.
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    ${ }^{24}$ An overview of station, date and number of respondents each year is given in Table B.2.1 in the Appendix. The survey questionnaire is presented in Appendix B.1.
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[^10]:    ${ }^{27}$ Summary statistics and tests for the cross-sectional data are reported in Table C. 1 to C. 4 in the Appendix.

[^11]:    ${ }^{28}$ We have checked that an analogous pattern exists for Thursday 27 August.

[^12]:    ${ }^{29}$ Tables B.2.2 to B.2.3 in the Appendix present the remainder. Summary statistics are reported in Table B.2.5.
    ${ }^{30}$ Note that the shares are decreasing from 2005 to 2006 and 2008. We do not have an explanation for this.

[^13]:    ${ }^{31}$ Our measure of search is motivated by the standard literature in search theory in which consumers' information gathering in prices is costly. One of the classic frameworks is provided by Stigler (1996).
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[^15]:    ${ }^{33}$ In models (C) and (D), the effect of trend becomes negative and significant, while the effect of the wholesale price becomes positive and insignificant. We do not have a proper explanation for this.

[^16]:    ${ }^{34} G D P$ and self-service are yearly data while wage is quarterly data.

[^17]:    ${ }^{35}$ The number of lags coincides with a rule-of-thumb given by the integer of $\sqrt[4]{n}$, for which n is the total number of observations (Baum, 2006, p.140).

[^18]:    ${ }^{36}$ For one of the brands, during a nine week period in 2015, the recommended price changed ten times.
    ${ }^{37}$ An F-test rejects the null hypothesis of the long run effect being equal to 0 .
    ${ }^{38}$ To account for potential inertia of profitability we also estimated models where we allowed for an $\operatorname{AR}(1)$ process, including yesterday's gross margin. The AR(1) term is significant, and the weekly pattern is still present with highest margins on Monday and Thursday in our preferred model. The trend is still positive and significant. The wholesale price is negative and in the same range as before in the models without demand controls.

