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Chapter 1:  Introduction
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Over the last two decades Europe's energy policy has emphasized three main objectives. 

That is, energy in the European Union should be affordable and competitively priced, 

environmentally sustainable and secure for everybody. Under this circumstance, it is 

expected that a well-integrated internal energy market is a prerequisite to achieve these 

objectives in a cost-effective way. In 2011 the European Council set a clear deadline 

for the completion of an internal energy market by 2014, underlining that no EU 

Member State should remain isolated from the European gas and electricity networks 

after 2015. 

Europe launched the Price Coupling of Regions (PCR) project, which aims at enhancing 

power exchange between different countries and creating a single European day-ahead 

market (EIRGRID, 2013). The project requires that fair and transparent determination 

of day-ahead electricity prices and trading volume of a bidding area across Europe 

could be given by using a single auction platform, called EUPHEMIA (acronym of Pan-

European Hybrid Electricity Market Integration Algorithm). Now the project currently 

involves seven power exchanges (PXs), including EPEX SPOT, GME, Nord Pool, 

OMIE, OPCOM, OTE and TGE; PCR is used to couple the following countries: Austria, 

Belgium, Czech Republic, Denmark, Estonia, Finland, France, Germany, Hungary, Italy, 

Latvia, Lithuania, Luxembourg, the Netherlands, Norway, Poland, Portugal, Romania, 

Slovakia, Slovenia, Spain, Sweden and UK, i.e., about 75 % of European power 

consumption. 

A larger connected area helps to secure the network reliability. In the European Union 

(28 countries), the share of energy from renewable sources in gross final consumption 

of energy steadily increased from 8.5 % in 2004 to 16.7 % in 2015. EU has set a target 

that 20% of the energy consumption is from renewable sources by 2020 and a more 

ambitious renewables target for 2030. The Commission has proposed to set such an 

EU-wide target of at least 27%. However, the variability and limited predictability of 

solar and wind power has challenged the current power systems. For instance, due to 

the effect of loop flow, countries that are close to wind farms might greatly suffer from 
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unscheduled power exchange in the windy days. The Polish and Czech network 

operators claimed that unscheduled cross-border flows from wind generation in 

Germany overloaded their transmission networks more frequently, making their grids 

less stable and secure (Kunz, 2012). 

The integration of the internal power market and the promotion of renewables in EU 

have greatly challenged the market design. One of the most important issues is how to 

price the electricity properly and handle cross-border power transfer. The four papers 

in this dissertation focus mainly on different congestion management methods applied 

in the European electricity day-ahead market and their economic consequences. 

In “Nodal Pricing in a Coupled Electricity Market,” 1I investigate a market clearing 

model with a hybrid congestion management method, i.e. part of the system applies a 

nodal pricing scheme while the rest applies a zonal pricing scheme, and I test the model 

on a 13-node power system. Full nodal pricing is considered to better address network 

congestion than full zonal pricing. Within the area that is applying nodal pricing, prices 

and surpluses given by the hybrid pricing model match well with those given by the 

full nodal pricing model. However, due to the loop flow effect in the zonal pricing area, 

the prices given by the hybrid system may send wrong economic signals, which trigger 

unnecessary generation from existing capacities, exacerbate grid congestion, and 

induce higher re-dispatch costs. 

In the European market, the promotion of wind power leads to more network congestion. 

Zonal pricing, which is the most commonly used method to relieve congestion in 

Europe, fails to provide adequate locational price signals regarding the energy resource 

scarcity and thus creates a large amount of unscheduled cross-border flows originating 

from wind-generated power, making the interconnected grid less secure. In “Hybrid 

                                                            
1 The paper has been published at the 11th International Conference on the European Energy Market 

(EEM14), Krakow and was nominated for the best paper reward. 
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Pricing in a Coupled European Power Market with More Wind Power,”2  I further 

investigate with more wind power, how nodal pricing works in a hybrid congestion 

management model, i.e. nodal pricing model for one country embedded in a zonal 

pricing system for the rest of the market, especially when we take the effects of re-

dispatch into account. We find that, compared to full nodal pricing, hybrid pricing fails 

to fully utilize all the resources in the network and some wrong price signals might be 

given. However, hybrid pricing still performs better than zonal pricing. The results from 

the hybrid pricing model of Poland, Germany, Slovakia and the Czech Republic show 

that, within the area applying nodal pricing (Poland), better price signals are given; the 

need for re-dispatching reduces; more congestion rent is collected and the unit cost of 

power is reduced. The results also show that international power exchange increases 

between the nodal pricing area and the zonal pricing areas, especially on windy days. 

Moreover, the nodal pricing area has less unscheduled cross-border power flow from 

the zonal pricing area entering its network and collects more cross-border congestion 

rent. 

In order to better monitor the power flow in an integrated European market, a so called 

“Flow-Based methodology” Market Coupling (FBMC) was developed by the European 

TSOs. In May 2015, the FBMC model replaced the zonal pricing model in Central 

Western Europe to determine the power transfer between countries (price areas). The 

FBMC model is expected to lead to increased social welfare in the day-ahead market 

and more frequent price convergence between different market zones. “Efficiency of 

the Flow-Based Market Coupling Model in the European Market” gives a discussion 

of the mathematical formulation of the FBMC model and the procedures of market 

clearing. I further examine the FBMC model in two test systems and show the 

difficulties in implementing the model in practice. I also find that a higher social surplus 

in the day-ahead market might come at the cost of more re-dispatching. We also find 

that the FBMC model might fail to relieve network congestion and to better utilize the 

                                                            
2 The paper has been accepted by European Journal of Operational Research, Volume 264, Issue 3, 

2018, Pages 919-931, ISSN 0377-2217, https://doi.org/10.1016/j.ejor.2017.06.048.  
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resources even when compared to the ATC model. 

The FBMC model does not need to determine the maximum trading volume between 

two bidding zones before the marketing clearing. Compared to the zonal pricing model, 

it might be easier to change the bidding zone configuration in the FBMC model. “The 

Flow-Based Market Coupling Model and the Bidding Zone Configuration” runs a 

simulation in the IEEE RTS 24-bus test system and examines how the bidding zone 

configurations affect the performance of both the FBMC and ATC models. We show 

that by improving the zone configuration, the FBMC model outperform the ATC in 

terms of reducing the re-dispatch cost only when the systems operators have a higher 

level of cooperation in the real time market. 

 

Reference  

[1] EIRGRID. "Price Coupling of Regions (PCR) initiative and the North West Europe 

(NWE) project." EIRGRID (2013). 

http://www.eirgrid.com/media/PCR_NWE_MO_TSO_Review.pdf 

[2] Kunz, Friedrich. "Managing Congestion and Intermittent Renewable Generation in 

Liberalized Electricity Markets." Dissertation (2012). 



5 
 

 

 

 

 

 

 

 

 

 

 

Chapter 2:  Nodal Pricing in a Coupled Electricity Market



 

6 
 

 Nodal Pricing in a Coupled Electricity Market 

Endre Bjørndal, Mette Bjørndal, Hong Cai  
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Norwegian School of Economics 
Bergen, Norway 
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Abstract—This paper investigates a pricing model for an 
electricity market with a hybrid congestion management method, 
i.e. part of the system applies a nodal pricing scheme and the rest 
applies a zonal pricing scheme. The model clears the zonal and 
nodal pricing areas simultaneously. The nodal pricing area is 
affected by the changes in the zonal pricing area since it is directly 
connected to the zonal pricing area by commercial trading. The 
model is tested on a 13-node power system. Within the area that is 
applying nodal pricing, prices and surpluses given by the hybrid 
pricing model match well with those given by the full nodal pricing 
model. Part of the network is better utilized compared to the 
solutions given by the full zonal pricing model. However, the prices 
given by the hybrid system may send wrong economic signals 
which triggers unnecessary generation from existing capacities, 
exacerbates grid congestion, and induces higher re-dispatching 
costs.  

Index Terms—Congestion Management; Nodal Pricing; Zonal 
Pricing; Electricity Market. 

1. NOMENCLATURE 

Sets and Indices 

N  Set of nodes 
NodalN  Set of nodes in the nodal pricing area 

L  Set of lines 
D CL  Set of DC lines 

Z  Set of independent price areas 
ZN  Subset of nodes included in the price area z ZÎ  

Parameters Set and Indices 

ijH   Admittance of the line between the nodes i and j  

ijCAP  Thermal capacity limit of the line from i to j 

xzCAP  Upper limit on the flows from zone x  to zone z 

(q)s

i
p  Supply bid curve at node i 

(q)d

i
p  Demand bid curve at node i 

Variables 

s
iq   Generation quantity (MWh/h) at node i 
d
iq  Load quantity (MWh/h) at node i 

ijf  Load flow from node i to node j 

iq  Phase angle at node i 

2. INTRODUCTION 

In the European spot markets, zonal pricing is the most 
commonly used method to relieve grid congestion. Zonal 
pricing applies merit order to dispatch power from one location 
to another. It is a commercial pricing scheme which only to a 
limited extent takes physical laws and technical facts into 
account. A possible consequence of this is that there could be 
insufficient capacities in the network to transmit the contracted 
power, which requires the system operator to adjust the 
generation and consumption in order to change the physical 
flows in the network and to mitigate congestion [5]. 
Furthermore, zonal pricing gives a uniform price within each 
pricing area and thus does not provide sufficient price signals 
to market participants regarding scarce transmission capacity. 
In contrast, nodal pricing, which is first discussed by [7], gives 
the optimal value for each location and produces feasible flows 
within the network, and is considered to give clearer market 
signals [4].  

Some European countries are considering adopting nodal 
pricing systems. For instance, Poland has prepared to 
implement nodal pricing since 2010 and the whole 
implementation is expected to be finished in 2015 [8]. 
However, as the Polish power grid is connected to other 
continental countries, it is inevitable to be affected by (and 
affect) flows from other areas. It is thus a research question 
whether nodal pricing in such a case can still work as efficiently 
as it is supposed to do. 

In this paper, we first propose a hybrid pricing model, which 
could be applied to a joint power market, in which the market 
is divided into different sub-systems, where some apply nodal 
pricing and others apply zonal pricing. It is important to note 
that a nodal pricing sub-system is not isolated from the other 
parts of the system and still has commercial trading with the 
connected zonal pricing sub-systems. In such a case, generation 
or consumption changes in the zonal pricing areas could still 
have an effect on the nodal pricing area because of the impact 
of loop flows. A 13-node power system serves to illustrate the 
hybrid pricing model. We compare the hybrid pricing scheme 
to the zonal and nodal pricing schemes to investigate how much 
a single pricing area can gain by applying nodal pricing in the 
context where its neighborhood areas apply zonal pricing.  

The congestion management methods discussed in this 
paper, i.e., nodal pricing, zonal pricing, and hybrid pricing, are 
based on centralized optimization subject to the power flow 
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control method chosen by the system operator to relieve grid 
congestion. The description of the models is provided in 
Section II. Section III gives a numerical example and compares 
attained results for different pricing schemes. Some preliminary 
conclusions are given in Section IV.   

3. MODEL 

The power market consists of two types of pricing areas, 
i.e., the nodal pricing and zonal pricing areas. The objective of 
the system is to maximize the social welfare (1), considering 
different network constraints ((2)-(5)). Equation (1) is the 
objective function, expressing the difference between the 
customers’ willingness to pay and the production cost. The 
difference is defined as social welfare.   

, , , 0 0
max ( ) ( )

d s
i i

d s

q qd s

i iq q f
i N

p q dq p q dq




 
        (1) 

:( , ) :( , )

,s d
i i ij ji

j i j L j j i L

q f f Nq i
 

         (2) 

( ),( , ) \ , ,DC Nodal
ij ij i jf H i j l L i j N       (3)

, , Nodal
ji ij ijCAP f CAP i j N        (4) 

( , ) ( , )
x x

z z

ij ji
i j L i j L

i N j N
j N i N

zx xzCAP f f CAP
 

 
 

    

  

(5)

 In the nodal pricing area, the DC approximation [9] is used 
to approximate the power flow. The DC approximation gives 
much faster solution than the full alternating current (AC) 
solution, and the results given by the DC approximation match 
fairly well with the full AC solution [6]. The network flows in 
the nodal pricing areas are constrained by (2) to (4). Equation 2 
is the energy balance equation, ensuring the difference of 
supply s

iq  and demand d
iq  at node i is equal to the difference of 

the power which is transported from ( ijf ) and to ( jif ) node i. 
Equation (3) is the loop flow law, which determines the power 
flow ijf  on a transmission line by the admittances ijH of the line 
and the difference of load angles ( i jq q- ) of its two connected 
points. Equation (3) also introduces a set for high voltage direct 
current (HVDC) transmission lines, LDC . This set does not 
follow the loop flow law because flows on HVDC lines can be 
treated as controllable. Power flows on transmission lines are 
restricted by the thermal capacity limits ijCA P  (4). Flows 
within the nodal pricing area are physically feasible and thus 
are called physical flows. Physical flows could go from a high 
price node to a low price node, because of the loop flow 
constraints. 

Within each zonal pricing area, there are no restrictions on 
the physical flows, i.e. loop rule and thermal capacity limits. 
Therefore, power will always go from a low price node to a high 
price node until prices for all nodes are the same, i.e., there are 
no opportunities to buy power from a lower price node. These 
flows are not necessarily feasible because they only take the 
economic but not physical restrictions into account. We refer to 
such flows as commercial flows. The networks in the zonal 
pricing areas are constrained by the energy balance equations 
(2) and aggregate capacity limits xzCAP  are used to restrict 

inter-zonal trading between two connected pricing areas x and 
z (5). This creates price differences among zones.    

As the zonal pricing model does not include the loop flow 
law (3), the model does not give solutions for the phase angle 
variables iq . Hence, flows on the lines connecting the zonal 
pricing areas and the nodal pricing areas cannot be modeled 
taking into account the physical law (3). That is, traded flows 
between the different pricing areas have to be treated as 
commercial flows. Therefore nodes in a nodal pricing area 
connected to a zonal pricing area are constrained by both the 
physical power exchange within the nodal pricing area and the 
commercial exchange within the zonal pricing area. Trading 
between the zonal and nodal pricing markets is also restricted 
by aggregate capacity limits (5), which is the same as in a full 
zonal pricing market (i.e., the whole network applies zonal 
pricing).  

The dual variables of (2), which are the marginal 
costs/benefits of increasing injections in the nodes by one unit, 
are the nodal prices. Prices within each zonal pricing area are 
uniform as there are no restrictions on the intra-zonal trading. 
However, prices within the nodal pricing areas could be 
different, as the model takes both the physical laws and thermal 
capacity limits into account.  

4. NUMERICAL EXAMPLE 

A. Data  

[3] uses a strongly simplified and rather aggregated model 
of the Nordic power market with different load scenarios to 
investigate the possibility of improving the capacity utilization 
of the transmission grid by varying the zone definitions. We 
choose this power system as an example for our analysis. Fig. 
2-1 exhibits the topology and the zone definition of this power 
market. 

There are in total 13 nodes in this system. Nodes 1 to 5 are 
within Norway (NO) and Nodes 6 to 10 are within Sweden 
(SE). Node 11 represents Finland (FI) and Node 12 and Node 
13 represent Denmark (DK). This power market is decomposed 
into 4 zones according to their jurisdictions. There are in total 
21 lines in the model and most of them are AC interconnections, 
except for Lines 1-13, 10-13, and 9-11, corresponding to 
HVDC cables. All the lines are assumed to have identical 
admittances.  

This power system 
and its corresponding 
data are used as a starting 
point for examining the 
hybrid pricing method. 
We assume in the hybrid 
model that zone NO 
applies nodal pricing and 
that the rest use area 
prices. 

B. Aggregate capacity 
limits 

Aggregate capacity 
limits are used to restrict 
commercial trading 

        AC line 

         DC line

Fig. 2-1: Topology 
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between different pricing areas. In practice, setting adequate 
aggregate capacity limits is a challenging task because low 
limits would fail to fully use the network capacity while high 
ones could cause lots of congestion within a pricing area. In our 
analysis, we use the flows given by the full nodal pricing 
solution, i.e., where the whole network applies nodal pricing, as 
a basis to set the aggregate capacity limits. The limits are equal 
to the absolute value of accumulated flows between two pricing 
areas given by the nodal pricing solution.1 The main reason for 
setting aggregate capacity limits in such a way is that the nodal 
pricing solution could be regarded as the optimal benchmark as 
it takes both the physical and economic constraints into 
account. These limits could be considered to optimize the 
utilization of the network given perfect information. 
Furthermore, this setting makes all the three pricing 
mechanisms (i.e., nodal pricing, zonal pricing, and hybrid 
pricing) comparable, because the traded volumes between two 
pricing areas are the same. When there is a price difference 
between two nodes connecting two different pricing areas, 
trading will continue until the price difference is eliminated or 
the aggregate capacity limit is reached. Note however that the 
actual flows resulting from the zonal and hybrid market 
clearings may still be infeasible.    

We also assume that the aggregate capacity limits between 
two price areas are the same in both directions. For instance, the 
aggregate capacity limits from Norway to Sweden are equal to 
those from Sweden to Norway. 

C. Some results from a high load scenario 

Since congestion is likely to happen when demand is high, 
we choose a high demand hour for the following analyses. The 
total consumption volume given by the full nodal pricing 
solution is approximately 86% of the consumption prognosis at 
“10 years” winter temperature [1]. Data on the model and 
supply and demand information2 are presented in the appendix. 

Prices 

Fig. 2-2 gives the prices at each node in different 
congestion management schemes. Prices within the zonal 
pricing market (Nodes 6 to 13) given by the hybrid pricing 
solution are identical to those given by the zonal pricing 
solution. This shows that if the aggregate capacity limits remain 
the same and the same proportion of the aggregate capacity 
limits is used, the prices within the zonal pricing market will 
not be affected by the congestion management scheme in the 
nodal pricing market.  

The comparison between the prices in the nodal part of the 
hybrid system (i.e., Nodes 1 to 5) and the nodal prices for the 
whole system generates some interesting observations. In 
general, the two series of prices, presented in Fig. 2-2, match 

                                                            
1 For instance, the transfer capacity from Norway to Sweden is calculated as

   

* *
,

, ,
NO NO

SE SE

NO SE ij ji
i j L i j L

i N j N

j N i N

CAP f f
 

 

 

   , where *
ijf  and *

jif are solutions given by 

nodal pricing model. 
2 Formats of Supply and demand curves are displayed in Fig. A1. The 
corresponding data for parameters can be founded in Table AI and Table AII.  

fairly well, with a notable exception for Node 5. At Node 5 the 
price given by the hybrid system is 132.5 NOK, while the full 
nodal price is only 91.6 NOK. 

 
Fig. 2-2: Prices in different congestion management schemes 

The reason for the high price at Node 5 in the hybrid system 
is that the three nodes that are directly connected with Sweden 
(i.e., Nodes 2, 4 and 5) face high demands from Sweden. In the 
hybrid system, the prices at these three points are set to be 
identical because flows going from these nodes to Sweden are 
modeled as direct flows without considering physical 
restrictions (i.e., the loop flow law). 

As long as the thermal capacity of the lines connecting these 
three nodes to the zonal pricing area has not been fully used, 
i.e., there is no congestion in these lines, the prices at the three 
nodes should be equal. Otherwise, Sweden could always 
choose to buy power from the node with the lowest price, since 
the zonal pricing model does not take the laws of physics 
entirely into account. Therefore, Node 5 in the hybrid system 
gets a price as high as those at Nodes 2 and 4.   

Fully loaded and overloaded lines 

Physical flows3 given by the zonal pricing scheme might 
not be feasible because it does not take scarce transmission 
capacity and the laws of physics into account. In the hybrid 
pricing model, the physical constraints are modeled for only 
parts of the system, so that there can still be infeasible flows in 
the zonal pricing area. Furthermore, areas applying nodal 
pricing are connected to other AC network areas applying zonal 
pricing, and could be affected by the loop flows in such areas. 
Investigating the capacity utilization of a transmission line, 
which is defined as the ratio of the physical flow to thermal 
capacity, helps to explain the reason why the price at Node 5 in 
the hybrid system is higher than the one in the nodal pricing 
system.  

In the full nodal system, Nodes 2, 4 and 5 also face high 
demand from Sweden. Nodes 2 and 4 are indeed given high 
prices because of this. In comparison, the price at Node 5 is 
much lower, because Line 5-6 is fully-loaded. Fig. 2-3 displays 

3 To calculate the physical power flows of the zonal and hybrid pricing solution, 
we fix the values of nodal load d

iq , generation s
iq  and flows over the DC lines 

(w h e re (i, j) L )C
ij

Df  using the solutions given by the models.  We use these 

values as inputs for a detailed network model to re-compute the final line flows. 
This network model takes loop flow into consideration ((2) to (3)), minimizes 
the losses caused by dispatching, but does not consider thermal capacity 
constraints (4). Thus we obtain the power flows that will result from injections 
and withdrawals in the nodes given by the zonal and hybrid pricing solutions. 
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the overloaded and fully loaded lines regarding these three 
different congestion management schemes. Congestion in Line 
5-6 makes it impossible to transmit more power generated at 
this node to other areas, so the extra generation has significantly 
less value. In other words, low generation cost is not the only 
reason for the low price at Node 5. More importantly, the low 
price is due to the congestion which limits the power to be 
supplied to other areas. Without the congestion, production at 
Node 5 will be higher and at a higher marginal cost, implying a 
higher nodal price.  

 

        Consequently, the high price at Node 5 in the hybrid 
system gives wrong economic signals, which may cause short 
term and long term problems. First, more power will be 
generated by the existing generation capacity. This extra 
generation is unnecessary, because it cannot be transmitted to 
other areas due to the capacity constraint. Second, more 
generation will exacerbate congestion in those lines connecting 
Node 5 and other nodes. Note that Line 5-6 is fully loaded in 
the full nodal price solution. In the hybrid system, however, it 
becomes overloaded. Line 4-5 also becomes overloaded, 
despite it being within limits in the full nodal and zonal price 
solutions. Finally, the situation may worsen if the high price 
triggers more investments in generation capacity. Extra 
generation capacity in this area is unnecessary, and it will only 
intensify grid congestion. The extra congestion must be solved 
by re-dispatching, which leads to increased cost because the 
system uses more costly power in re-dispatching.  

As discussed before, the nodal pricing area can be affected 
by the changes in the zonal pricing area. Therefore, there can 
also be infeasible flows in the nodal pricing area. As in Fig. 2-3, 
compared to the zonal pricing scheme, congestion in Line 2-3 
is alleviated in the hybrid pricing scheme. However, congestion 
happens in Lines 5-6 and 4-5, even if the flow on Line 4-5 is 
feasible in the zonal pricing scheme. This can be explained by 
the previous discussion regarding the high generation at Node 
5. Increased generation at Node 5 causes both Line 5-6 and Line 
4-5 to be overloaded.  

Table  summarizes the traded volumes between different 
pricing areas for all three pricing schemes. Traded volumes 
between the nodal pricing area (Nodes 1-5) and other pricing 
areas are the same for all three mechanisms. However, the zonal 
pricing and hybrid pricing schemes fail to optimally utilize the 
existing network.  

We notice that in the full nodal pricing model, the price at 
Node 7 in zone SE is relatively low, which creates counter 
flows going from Node 7 to Nodes 5 and 6. The counter flows 
alleviate the congestion in Line 5-6 and Line 4-5. However, the 
full zonal pricing or hybrid pricing models do not give clear 
price signals at Node 7 to reflect its cost competitiveness. 
Furthermore, prices in Norway are much lower than those in 
other pricing areas, so there will not be counter flows in the 
zonal and hybrid system to relieve congestion.  

Table 2-1: Traded volumes between pricing areas (Unit: MWh) 

  Zonal 
pricing 

Nodal 
pricing 

Hybrid 
pricing 

1 to 5 (NO)a 6 to 10 (SE) 2804 2804 2804 
1 to 5 (NO) 12 to 13(DK) 1000 1000 1000 
6 to 10 (SE) 11 (FI) 219 219 219 
12 to 13(DK) 6 to 10 (SE) 31b 

a. NO is the area applying nodal pricing while SE, DK, FI are the pricing areas applying 
zonal pricing. 

b. Among Node 10, 12 and 13, Node 13 has the lowest price. However, this fact is not 
known in either the zonal or the hybrid pricing schemes. Therefore, there will not be flow 

going from DK to SE.  

Nodal pricing in a hybrid pricing context could help to 
relieve grid congestion to a certain extent. However, we find 
that it could also intensify the grid congestion. For instance, in 
Lines 4-5, 5-6 and 8-10, the utilization rates all increase 
compared to those given by the zonal pricing scheme.  This 
example also shows that congestion not only becomes worse in 
the area applying nodal pricing (Line 4-5, from 98% to 107%), 
and on the cross border links (Line 5-6, from 130% to 140%), 
but also in the area applying zonal pricing (Line 8-10, from 
108% to 110%). Increased congestion in these lines could 
increase cost associated with re-dispatching.      

Table 2-2: Utilization rate of overloaded lines for different pricing schemes 
Zonal pricing Nodal pricing Hybrid pricing 

Line 2-4 114% 100% 100% 
Line 4-5 98% 71% 107% 
Line 5-6 130% 100% 140% 
Line 8-10 108% 100% 110% 

In conclusion, the wrong price signal given at Node 5 and 
the corresponding increased congestion is the result of two 
factors. First, the flows over the cross-border lines between the 
nodal pricing and zonal pricing areas cannot be modeled taking 
into account the full power flow laws. Second, one of the lines 
connecting Node 5 and the zonal pricing area (i.e., Line 5-6) is 
the bottleneck of the whole system. The two factors together 
lead to the wrong price signal at Node 5. These results highlight 
the importance of the interface between the nodal pricing and 
zonal pricing areas in the design of the hybrid pricing system.  

Surplus 

Table 2-3 summarizes the social surpluses and grid 
revenue in different pricing solutions. The total surpluses are 
not directly comparable because the flows in the zonal and 
hybrid solutions in general are infeasible and re-dispatching 
costs are not addressed. However, the different surpluses 
reflect that the zonal pricing area is affected by the pricing 
scheme in the nodal pricing area. Within the zonal part of the 
hybrid system, i.e., Nodes 6 to 13, the consumer and producer 
surpluses are identical to the zonal price solution, but the grid 
revenue decreases. As the zonal pricing area has the more 
expensive power sources in this case, it is always willing to 
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import power from the nodal price area. Given the same traded 
volumes, the average price to import power from the nodal 
price area increases greatly from 109.7 in the zonal pricing 
scheme to 132.5 in the hybrid pricing scheme. This reduces the 
grid revenue obtained by the zonal pricing area from 120 to 88.   

Table 2-3: Surpluses differences (Unit: 1000 NOK) 

 Nodes 1 to 5 (Nodal pricing area, i.e., NO) 
Producers Consumers Grida Sum 

Zonal pricing 1501 19301 118 20920 
Hybrid pricing 1588 19064 282 20934 
Nodal pricing 1638 18931 393 20963 

 Nodes 6 to 13 (Zonal pricing areas, i.e., SE,DK and FI)
Zonal pricing 4237 38912 120 43268 
Hybrid pricing 4237 38912 88 43236 
Nodal pricing 4220 38708 257 43185 

a. Also referred to merchandizing surplus (MS) (see [9]). The mathematical formulation for MS of an 

area is ( )i i j i ij
i i j

MS p q p p f    . Revenues from cross-border commercial trading are equally 

shared by the two system operators. 

Meanwhile, the grid revenue for the nodal pricing area (i.e., 
Nodes 1 to 5) is greatly improved from 118 to 282. The total 
social welfare in the hybrid pricing scheme increases slightly 
by 14 compared to the zonal pricing scheme. The increase in 
grid revenue comes at the expense of a reduction in consumer 
surplus. The decrease in consumer surplus is associated with a 
decrease in consumption in Norway, as displayed in Table 2-4. 
This means that the nodal pricing part of the hybrid model 
reallocates the producer surpluses, consumer surpluses and grid 
revenue compared to the zonal pricing model. The surpluses of 
the hybrid solution are becoming closer to those given by the 
full nodal system.   

Table 2-4: Production and consumption 

 Zonal pricing Nodal pricing Hybrid pricing 
Production Consumption Production Consumption Production Consumption

NO 24225 20421 24026 20223 24098 20294 
SE 21583 24168 21448 24064 21583 24168 
FI 11958 12177 11958 12177 11958 12177 
DK 5212 6212 5234 6203 5212 6212 

5. CONCLUSION  

This paper presents a model with hybrid congestion 
management methods for a hypothetical joint market and tests 
it in a 13-node power system. Results show that the hybrid 
pricing model works well in such a context, using the full nodal 
pricing solution as a benchmark. However, when cross-border 
lines happen to be the bottlenecks of the whole system, the 
hybrid pricing model may give wrong price signals for the 
nodes connecting such lines and trigger more congestion. The 
results highlight the importance of the interface between the 
nodal pricing and zonal pricing areas in the design of the hybrid 
pricing system.  
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APPENDIX 
Table AI: Line capacity 

Lin
e 

Lower 
limit 

Upper 
limit 

Line Lower 
limit 

Upper 
limit 

1-2 2000.0 2000.0 6-7 16500.0 16500.0 
1-3 16500.0 16500.0 6-8 16500.0 16500.0 
1-13 1000.0 1000.0 6-9 2000.0 2000.0 
2-3 2800.0 2800.0 6-11 1500.0 900.0    
2-4 800.0 800.0 7-8 16500.0 16500.0 
2-10 2000.0 2000.0 8-9 2000.0 2000.0 
4-5 400.0 400.0 8-10 2000.0 2000.0 
4-8 600.0 600.0 9-10 2000.0 2000.0 
5-6 400.0 400.0 9-11 550.0 550.0 
5-7 400.0 400.0 10-12 1300.0 1700.0 
   10-13 670.0 640.0 

 

 Fig. A1: Supply and demand Curves 

Table AII: Parameters for bidding curves at nodes 

Node Demand Supply  

a b c1 c2 K 
1 2000 0.88 0.025 0.15 3600 
2 2000 0.2 0.016 0.09 5500 
3 2000 0.5 0.011 0.1 9000 
4 2000 0.5 0.023 0.25 4400 
5 2000 1.5 0.05 0.25 2000 
6 2000 1.7 0.04 0.2 2500 
7 2000 1.7 0.04 0.2 2500 
8 2000 0.5 0.02 0.1 5000 
9 2000 0.2 0.018 0.2 5500 
10 2000 0.2 0.025 0.15 3600 
11 2000 0.15 0.011 0.035 10,000 
12 2000 0.7 0.047 0.22 1910 
13 2000 0.5 0.047 0.22 2545 
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Hybrid Pricing in a Coupled European Power Market with More Wind Power 

Endre Bjørndal§, Mette Bjørndal§, Hong Cai§‡, Evangelos Panos†  
 

Abstract: In the European electricity market, the promotion of wind power leads to 

more network congestion. Zonal pricing (market coupling), which does not take the 

physical characteristics of transmission into account, is the most commonly used 

method to relieve network congestion in Europe. However, zonal pricing fails to 

provide adequate locational price signals regarding scarcity of energy and thus creates 

a large amount of unscheduled cross-border flows originating from wind-generated 

power. In this paper, we investigate the effects of applying a hybrid congestion 

management model, i.e. a nodal pricing model for one country embedded in a zonal 

pricing system for the rest of the market. We find that, compared to full nodal pricing, 

hybrid pricing fails to fully utilize all the resources in the network and some wrong 

price signals might be given. However, hybrid pricing still outperforms zonal pricing. 

The results from the study cases show that, within the area applying nodal pricing, 

better price signals are given; the need for re-dispatching is reduced; more congestion 

rent is collected domestically and the unit cost of power is reduced.  

Keywords: OR in energy, nodal pricing, zonal pricing, re-dispatching, renewable 

energy 

1. INTRODUCTION 

Power markets constitute an interesting and important application area where concepts 

from economic theory, like welfare optimization, is implemented by explicit 

optimization of market outcomes based on bids for generation and demand and a 
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representation of available network resources. Even if the general principles are similar 

across regions, different power markets have implemented different procedures and 

algorithms in order to take account of various technical and economic characteristics 

like hydro scheduling, thermal start-ups, renewable resources, ramping constraints and 

network flows, giving rise to different optimization problems to be solved in practice, 

including linear, quadratic, integer and stochastic programs. Even in Europe, under EU 

rules, there are differences between countries, although market integration, with a joint 

day-ahead market covering a large fraction of Europe, has progressed rapidly over the 

last 8-10 years.  

One of the main differences between market clearing algorithms is the way they deal 

with network flows and network constraints. Most power systems are alternating 

current (AC) and the problem that we ideally would like to solve is an alternating 

current optimal power flow (ACOPF) problem. This is a difficult problem to solve, due 

to non-linearities and non-convexities. Thus, in practical applications a direct current 

(DC) approximation is used to solve DCOPFs, like in the nodal pricing systems in the 

US, or even simpler network flow approximations, without considering Kirchhoff’s 

loop rules, like in the European zonal pricing models. Network constraints in the 

presence of new renewable capacity in European power markets is the main topic of 

this paper.  

Efforts to meet the renewable energy target of the Renewable Energy Directive 

2009/28/EC have led to a large number of wind capacity installations in EU countries. 

Promotion of renewable energy sources has challenged the current power system. As 

wind power requires high upfront capital investment and its operation costs are low, it 

is placed in the beginning of the merit order curve and has priority access under the 

current European power network which relies on zonal pricing to handle congestion. 

Due to the uncertainty of wind generation, excess wind power might lead to grid 

congestion. Furthermore, the installed wind power plants are usually located in places 

without sufficient consumption. Therefore, the utilization of wind energy often requires 

long distance transportation, which creates an extra burden for the network and may 
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exacerbate congestion. The impact of wind energy on network congestion has been 

observed in the German electricity network, in which huge amounts of power are 

transported from the northern part, where the main installations of wind turbines are 

located, to the southern and mid-western parts where the demand is high (Deutscher 

Bundestag, 2010).  

Power grids are connected between European countries, therefore, the effect of wind 

power is not limited by national borders. The use of zonal pricing (uniform pricing) for 

congestion management in most of the European countries has made this problem 

difficult to solve. Within the domestic market, zonal prices are calculated regardless of 

the constraints imposed by physical laws and the network capacity. International 

commercial power exchange between two countries is limited by a pre-planned Net 

Transfer Capacity (NTC) value. Therefore, the scheduled commercial power exchange 

is not necessarily equal to the real (physical) power exchange. In windy days, due to 

the effect of loop flow, countries that are close to wind farms might greatly suffer from 

unscheduled power exchange. For example, the Polish and Czech network operators 

claim that unscheduled cross-border flows from wind generation in Germany overload 

their transmission networks more frequently, making their grids less stable and secure 

(Kunz, 2012). Moreover, Aravena and Papavasiliou (2016) show that a zonal market 

clearing can undermine system performance by leading to suboptimal commitment of 

slow generators and creating significant unscheduled flows in day-ahead markets. 

In practice, in order to limit the large amount of loop flow caused by wind/solar 

generation from Germany, Poland uses a very low Net Transfer Capacity (NTC) to 

reduce the power exchange with Germany. However, a low NTC can only restrict 

physical power exchange by restricting commercial trading between two connected 

countries. It cannot prevent the wind-generated power in northern Germany from 

entering the network because information about the location of power generation within 

Germany and the detailed network constraints is not used in the day-ahead market. 

Figure 3-1 shows the unplanned power flows, measured by the differences between the 

day-ahead scheduled commercial flows and the physical power flows between the 
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50Hertz area (Germany) and the PSE area (Poland) for the period between January and 

April 20141.  

The values of the unplanned power flows mostly range between -300 MW and 1,600 

MW, with a maximum of 3,286 MW (end of March) and a minimum of -484 MW (mid-

April). In comparison, the two interconnectors between Germany and Poland consist of 

a northern line with capacity 914 MW and a southern line with capacity 2771 MW 

(Siewierski, 2011). Compared to the capacity of the interconnectors, the unplanned 

power flows are substantial, and may lead to serious overloads. The unplanned power 

flows are expected to increase when wind power capacity increases in northern 

Germany. This is because demand is located in the south of Germany and Germany is 

represented by a single price area in the day-ahead market clearing model. This means 

that there are no constraints on commercial flows within Germany in the day-ahead 

market. When power is transported from north to south in the real grid, however, due 

to loop flow, power will also be transmitted along parallel paths in neighboring 

countries, including Poland. This is part of the unplanned power flows, which may 

overload the interconnectors between Germany and Poland, but also overload internal 

transmission lines within Poland. The large magnitudes of unplanned flows shown in 

Figure 3-1 may indicate that a lower NTC did not help Poland to eliminate the loop 

flow caused by the wind-generated power from Germany during this period. 

                                                            
1 With this measure, unplanned power flows may arise both due to the simplified network model in the 

day-ahead market and because uncertain wind generation and demand have changed from day ahead, 

causing re-dispatch in real time. Ideally, we would like to distinguish between the two effects, since in 

this paper, we are more interested in the first. A better measure of unplanned power flows due to the lack 

of congestion management could be to compare commercial flows including the effects from trades in 

the intraday markets. Intraday markets are open until close to real time, thus a considerable part of the 

uncertainty is revealed before they close, and typically intraday markets use the same network model as 

the day-ahead markets for cross-border and inter-area trades. Unfortunately, however, we have not been 

able to find data to make this comparison. Although intraday markets increase in importance, so far, 

volumes traded and the commercial use of interconnectors by intraday markets have been low compared 

to day-ahead markets (< 10 %), see for instance ACER/CEER (2016).  
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Source: 50Hertz (2014) 

Figure 3-1: Unplanned power flows between the 50Hertz area (Germany) and 
the PSE area (Poland) 

In contrast to zonal pricing, nodal pricing gives the value of power for each location by 

including all the physical and technical constraints (Schweppe et al., 1988). Nodal 

pricing limits the need for re-dispatching and reduces the corresponding cost. 

Furthermore, it gives the correct incentives for future investments by reflecting the 

value of scarce transmission capacity (Hogan, 1992). 

Leuthold et al. (2008) have shown that the nodal pricing scheme is economically 

superior to the zonal pricing scheme for the integration of wind and solar power into 

the German grid.  However, Leuthold et al. (2008) do not examine how intercountry 

power exchange affects the application of nodal pricing. This question is crucial 

because Europe has launched a Price Coupling of Regions (PCR) project in order to 

enhance power exchange among different countries and create a single European day-

ahead market (EIRGRID, 2013). This project now involves power exchanges including 

APX/Belpex, EPEX SPOT, GME, Nord Pool Spot, OMIE, and OTE (NordPool, 2014), 

which account for more than 75% of European electricity demand. Therefore, applying 

nodal pricing in a single European country should not ignore the loop flow effect from 

the other countries. 
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Bjørndal et al. (2014) investigate a pricing model for an electricity market with a hybrid 

congestion management method, i.e. part of the system applies the nodal pricing 

scheme and the rest applies the zonal pricing scheme, and test the model in a 13-node 

power system. The model determines prices and net transfers for all the involved 

regions using a joint calculation. Their results indicate that part of the network is better 

utilized by applying nodal pricing in such a hybrid context. However, due to the 

influence of the zonal pricing areas, nodal pricing fails to function fully as it is supposed 

to. They find that wrong price signals are given at nodes (within the nodal pricing area) 

connected to the zonal pricing area, which might trigger more unplanned power flow. 

Poland planned to implement nodal pricing within its domestic market in 2015 

(Sikorski, 2011), but the project has been abandoned. For a long time, nodal pricing has 

been questioned within the European market. One of the main concerns is that nodal 

pricing might impede market harmonization as it imposes more restrictions (e.g., 

network capacity constraints) than zonal pricing, and thus could limit power exchange. 

However, applying zonal pricing might also reduce international power trades, and even 

to a larger extent, as in practice, NTC capacities are often reduced to very low levels 

compared to the thermal capacities of the power lines that they represent, see for 

instance Bjørndal et al. (2012a) and ACER/CEER (2016). Moreover, Sensfuss et al. 

(2008) argue that the merit-order effect would decrease the day-ahead market prices in 

Germany as more wind mills are installed, and thus, Germany would reduce its power 

import. 

In our study, we apply the hybrid scheme proposed by Bjørndal et al. (2014) in a joint 

power market for Poland, Germany, the Czech Republic, and Slovakia. The four 

countries which are chosen for the study are included in the PCR project. We assume 

that Poland applies nodal pricing and that the rest of the countries apply zonal pricing. 

The Polish network is inter-connected with other continental countries, and even if 

Poland applies nodal pricing, it is still inevitable that the network will be affected by 

the flows from zonal pricing areas. In our study, we compare the hybrid pricing scheme 

to the full nodal pricing scheme (i.e., all the four countries apply nodal pricing) and the 
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full zonal pricing scheme (i.e., all the four countries apply zonal pricing). We find that 

hybrid pricing helps to provide price signals by identifying the power resource scarcity 

within the Polish market, and that this results in increased international power exchange 

between Poland and the rest of the countries.  

An interesting research question raised by our study is to test whether hybrid pricing 

can help Poland in integrating its neighboring wind-generated power into the grid when 

the Polish nodal-pricing market is surrounded by zonal-pricing countries. We 

investigate a Business-as-Usual (BAU) scenario and a High-Wind-Level (HIGH WIND) 

scenario for comparison. Specifically, we study the following questions: First, does 

hybrid pricing perform as well in the HIGH WIND scenario as it does in the BAU 

scenario in terms of giving correct pricing signals? Second, what is the impact of wind 

penetration on day-ahead market prices and cross-border power exchange when hybrid 

pricing is applied? Third, does hybrid pricing affect the physical power exchange? 

2. MODEL 

The target model for the European day-ahead power market is to simultaneously 

determine volumes and prices in all relevant zones based on the marginal pricing 

principle (ACER, 2013).  In this paper, we apply the hybrid pricing model in a joint 

day-ahead market, in which there are two different pricing schemes, i.e., zonal pricing 

and nodal pricing. Different areas are not isolated from each other and commercial 

trading is considered regardless of the pricing schemes. This implies that both the day-

ahead volumes and later re-dispatch in the zonal pricing areas will affect the nodal 

pricing areas. 

Assumptions regarding the day-ahead market clearing and re-dispatching are briefly 

illustrated in Figure 3-2. We have a step-wise supply bidding curve which assumes that 

all the generators bid at their marginal cost. Wind/solar-generated power is placed at 

the beginning of the supply curve, with very low marginal cost. The system is to 

maximize social welfare and the day-ahead market clearing price (P*) and quantity (Q*) 

are determined by the intersection of supply and demand bidding curves. Due to the 

network constraints, which are not taken into account in the day-ahead market, some of 
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the contracted power cannot be dispatched, and therefore re-dispatching is needed. In 

the re-dispatching model, we assume that power plants that are re-dispatched 

downwards would pay their saved marginal cost to the market and power plants that 

increase their generation in order to satisfy the demand would be compensated by their 

short-run marginal cost of production. I.e., no economic profit is accruing from the re-

dispatching procedure, neither for generation nor load. Increased generation, which 

replaces the downward dispatched supply, is more expensive and leads to an extra cost, 

which is shown as the yellow area in Figure 3-2. The model is kept close to the 

European market design, assuming an energy only market without central coordination 

of unit commitment. If unit commitment decisions were included in the market clearing, 

there is a risk of starting the wrong units in the day-ahead market (see the discussion in 

Aravena and Papavasiliou, 2016) and the re-dispatch cost would be higher. With higher 

re-dispatch cost, the benefits of nodal pricing should be higher.  

 

Figure 3-2: Market clearing procedure and re-dispatching (without load/supply 

shedding) 

The complete mathematical formulations of the models used are given below: 

Sets 

ܿ ∈ C   Set of conventional power plants 

Gerneration Surplus

Redispatching Cost 

Day‐ahead Market 

l b

Price 

Quantity 

P* 

Q*

Customer Surplus 

Supply Curve 

Demand Curve 

Wind/solar power  Dispatched downwards  Dispatched upwards 
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C௡   Set of conventional power plants located in node ݊ 

C௭   Set of conventional power plants located in zone ݖ 

݊, ݊݊ ∈ ܰ   Set of all nodes  

 Set of nodes in the nodal pricing area   ܮܣܦܱܰ

 Set of nodes in the zonal pricing area  ܮܣܱܼܰ

 Set of nodes that are in the nodal pricing area and connected to ܦܫܴܤܻܪ
the zonal pricing area 

݈ ∈  Set of all transmission lines   ܮ

݈ ∈  Set of transmission lines within the nodal pricing area ܮܣܦܱܰ_ܮ

,ݖ ݖݖ ∈ ܼ  Set of all zones 

Parameters 

ܽ௡   Intercept of the demand function at node ݊ 

,݊ ௡,௡௡  Series susceptance of lineݎ݋ݐܿ݁ݒܾ ݊݊ [1/Ω] 

 Curtailment cost [EUR/MWh]   ݎݑܿܿ

ܿ݃௖   The electricity generation cost for power plant c [EUR/MWh]2 

݃݀ܽ௖   Contracted generation of plant c in the day-ahead market [MW] 

 ௖   Maximum generation of plant c [MW]ݔܽ݉݃

 ௡  Solar generation at node ݊ [MW]ݎ݈ܽ݋ݏ݃

 ௡  Wind generation at node ݊ [MW]݀݊݅ݓ݃

݉௡   Slope of the demand function at node ݊ 

 [MW] ݖݖ and ݖ ௭,௭௭   Net transfer capacity between zoneܿݐ݊

 ௡,௡௡  Thermal transmission limit of transmission line ݈ [MW]ݔܽ݉݌

 ௡   Contracted demand at node ݊ in the day-ahead market [MW]ܽ݀ݍ

Variables 

∆௡   Voltage angle at node ݊ [rad] 

 ௖,௡   Generation of plant c located at node ݊ [MW]ܩ

ܦܩ ௖ܰ   Decreased generation of plant c [MW] 

ܷܩ ௖ܲ   Increased generation of plant c [MW] 

 ௡,௡௡   Power flow between nodes ݊ and ݊݊ [MW]ܨܮ

                                                            
2 The electricity generation cost is composed of two parts (i.e., fuel cost and carbon cost). 
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 ௡  Load curtailment at node ݊ [MW]ܦܧܪܵܦܣܱܮ

 ௡   Net input at node ݊ [MW]ܫܰ

 ݊ ௡   Price at node݌

ܳ௡   Demand at node ݊ [MW] 

 ௡  Solar power curtailment at node ݊ [MW]ܦܧܪܵܮܱܵ

 ௡,௡௡   Commercial trade between nodes ݊ and ݊݊ [MW]ܨܶ

 ௡  Wind power curtailment at node ݊ [MW]ܦܧܪܵܦܰܫܹ

Details of the nodal pricing and zonal pricing schemes are based on the ELMOD 

framework described in Leuthold et al. (2012). The full explanation of the model is 

given below. 

2.1. Day-ahead market model3 

max
ொ,ீ

∑ ሺܽ௡ ∗ ܳ௡ ൅ 0.5 ∗௡ ݉௡ ∗ ܳ௡ଶሻ െ ∑ ܿ݃௖ ∗ ௖௖ܩ      (6) 

Subject to: 

௡ܫܰ ൌ ∑ ,௖ܩ ൅ ௡݀݊݅ݓ݃ ൅ ௡ݎ݈ܽ݋ݏ݃ െ ܳ௡, ∀݊ ∈ ௖∈஼೙ܮܣܦܱܰ     (2.a) 

∑ ൫ܶܨ௡,௡௡ െ ௡௡,௡൯௡௡ܨܶ ൌ ∑ ௖ܩ ൅ ௡݀݊݅ݓ݃ ൅ ௡ݎ݈ܽ݋ݏ݃ െ ܳ௡,௖∈஼೙ ∀݊ ∈  (b.2) ܮܣܱܼܰ

௡ܫܰ ൅ ∑ ൫ܶܨ௡,௡௡ െ ௡௡,௡൯௡௡ܨܶ ൌ ∑ ௖ܩ ൅ ௡݀݊݅ݓ݃ ൅ ௡ݎ݈ܽ݋ݏ݃ െ ܳ௡௖∈஼೙ , ∀݊ ∈ ܦܫܴܤܻܪ

           (2.c) 

௖ܩ ൑ ,௖ݔܽ݉݃ ∀ܿ ∈  (3)         ܥ

௡,௡௡ܨܮ ൌ ሺ∆௡	௡,௡௡ݎ݋ݐܿ݁ݒܾ െ ∆௡௡ሻ, ∀ሺ݊, ݊݊ሻ ∈ ,ܮܣܦܱܰ_ܮ ∀	݊, ݊݊ ∈  	(4) ܮܣܦܱܰ

௡ܫܰ ൌ ∑ ௡,௡௡௡௡:ሺ௡,௡௡ሻ∈௅_ேை஽஺௅ܨܮ െ ∑ ௡௡,௡௡௡:ሺ௡௡,௡ሻ∈௅ಿೀವಲಽܨܮ , ∀݊ ∈  (5) ܮܣܦܱܰ

                                                            
3 The model assumes a linear inverse electricity demand function of the form: ݌௡ሺܳ௡ሻ ൌ ܽ௡ ൅݉௡ ∙ ܳ௡ 

at each node ݊ of the network. In the appendix, it is shown how to determine the intercept ܽ௡ and slope 

݉௡ by using a reference price and demand together with a given demand elasticity. The model maximizes 

the total social welfare, which is defined as ∑ ׬ ௡ሺܳ௡ሻ݀݌
ொ೙
଴௡ ܳ௡ െ ∑ ׬ ܿ݃௖ሺܩ௖ሻ݀

ீ೎
଴௖ ௖ܩ .  Inserting the 

linear inverse demand function into the social welfare function, the expression becomes 

∑ ቂ׬ ሺܽ௡ ൅ ݉௡ ∙ ܳ௡ሻ݀
ொ೙
଴ ܳ௡ቃ െ௡ ∑ ׬ ܿ݃௖ሺܩ௖ሻ݀

ீ೎
଴௖ ௖ܩ ൌ ∑ ሺܽ௡ܳ௡ ൅

௠೙

ଶ
ܳ௡ଶሻ௡ െ ∑ ܿ݃௖ሺܩ௖ሻ௖ .. 
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െݔܽ݉݌௡,௡௡ ൑ ௡,௡௡ܨܮ ൑ ,௡,௡௡ݔܽ݉݌ ∀ሺ݊, ݊݊ሻ ∈ ,ܮܣܦܱܰ_ܮ ∀	݊, ݊݊ ∈  (6) ܮܣܦܱܰ

∆௡ᇲൌ 0, ݊ᇱ ൌ  (7)     ܽ݁ݎܽ	݃݊݅ܿ݅ݎ݌	݈ܽ݀݋݊	݄݁ݐ	݊݅	ݏݑܾ݈݇ܿܽݏ

∑ ∑ ௡,௡௡ܨܶ ൑ ௭,௭௭௡௡∈௭௭ܿݐ݊ ,௡∈௭ ,ݖ∀ ݖݖ ∈ ܼ, ݖ ്  (a.8)      ݖݖ

∑ ݊݊,݊ܨܶ ൑ ,ݖ,݊ܿݐ݊ ∀݊ ∈ ,ܦܫܴܤܻܪ ݖ ∈ ݖ∋ܼ݊݊       (8.b) 

∑ ௡௡,௡ܨܶ ൑ ,௭,௡ܿݐ݊ ∀݊ ∈ ,ܦܫܴܤܻܪ ݖ ∈ ܼ௡௡∈௭       (8.c) 

௖ܩ ൒ 0, ܳ௡ ൒ 0, ௡,௡௡ܨܶ ൒ 0        (9) 

The objective of the day-ahead market model is to maximize social welfare Eq. (1), 

considering the network constraints. The model distinguishes between nodal pricing 

and zonal pricing areas. 

2.1.1. Nodal pricing area 

The areas applying nodal pricing are constrained by energy balance (Eq. (2.a)), 

maximum generation capacity of thermal power plants (Eq. (3)), and restrictions on 

power transmission (Eq. (4)-(6)). Energy balance (Eq. (2.a)) ensures that at node ݊, net 

input or withdrawal ܰܫ௡ is equal to the difference between power generation (including 

all the conventional power generation ܩ௖ at node n, wind generation ݃݀݊݅ݓ௡, and solar 

generation ݃ݎ݈ܽ݋ݏ௡ ) and nodal demand ܳ௡ . Conventional power generation is 

restricted by the maximum generation requirement gmaxୡ (Eq. (3)). The Direct Current 

approximation (DC) approach (see Chao et al. (2000) and Sauma and Oren (2006)) is 

used to determine the load flows ܨܮ௡,௡௡ (Eq. (4)) in each line and the resulting injection 

or withdrawal ܰܫ௡ (Eq. (5)) at each node in the nodal pricing area. Eq. (6) limits the 

absolute physical exchange between system nodes and Eq. (7) is to specify the slack 

bus. 

2.1.2. Zonal pricing areas 

In the areas applying zonal pricing, we assume free trading within the domestic market 

regardless of constraints imposed by physical laws and network capacity. Therefore, 

trading within a zonal pricing area is only constrained by the energy balance (Eq. (2.b)) 

and capacity restrictions of power plants (Eq. (3)). The commercial flows between two 
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nodes ܶܨ௡,௡௡ introduced in Eq. (2.b) will never be directed from a higher price area to 

a lower price area4. 

2.1.3. Interfaces5 

The nodes that are within a nodal pricing area but connected to a zonal pricing area(s) 

are constrained by both types of pricing schemes (Eq. (2.c)). We assume that the power 

exchange between such nodes and the zonal pricing area is commercial trading. That is, 

the flow between a nodal pricing area and a zonal pricing area is not modeled by taking 

physical laws into account. How to model the interface between the nodal and zonal 

pricing areas is discussed in Cai (2013). 

Commercial transfers between connected pricing areas are limited by NTC-values, 

which are set by the Transmission System Operator (TSO) before the clearing of the 

day-ahead market (Eq. (8.a-c))6. We assume that commercial trading is limited not only 

between two connected zonal pricing areas (Eq. (8.a)) but also between a nodal pricing 

area and its connected zonal pricing areas (Eq. (8.b-c)). NTC values have two directions, 

i.e., one for importing and another for exporting power from/to other areas. In the full 

zonal pricing scheme, between two countries, only one direction of NTC values will be 

used, and power exchange happens only from a lower price area to a higher price area. 

However, in the hybrid pricing scheme, power exchange could happen in both 

                                                            
4  The variable ௡,௡௡ܨܮ	  denotes a flow within the nodal pricing area, that is subjected to loop flow 

constraints. It is positive if the power flow goes from the defined starting point of line ݈, i.e. from	݊ to 

݊݊, and negative otherwise. The variable ܶܨ௡,௡௡ on the other hand, is required to be non-negative and 

will not take on positive values in direction from high price to low price, that is ܶܨ௡,௡௡ ൌ ௡݌	݂݅	0 ൐

௡,௡௡ܨܮ ௡,௡௡. The flow݌  however, could go from high price to a low price due to the effect of loop flow in the nodal pricing model.  
5 The mathematical formulation allows more than one isolated nodal pricing area. 
6  At least two different approaches could be used to formulate the NTC constraints in the full zonal 

pricing scheme, i.e., the gross approach which sets the gross commercial flows in each direction to be no 

larger than the pre-defined NTC value (e.g., CASC.EU (2014), Kunz (2012)) and the net approach which 

sets the net commercial flows in each direction to be no larger than the NTC value (e.g., Bjørndal et al. 

(2014)). When formulating the NTC constraints between a nodal pricing area and a zonal pricing area, 

these two approaches might give different results. The gross approach is stricter than the net approach 

since both directions of the NTC constraints can be binding at the same time. Our formulation 

corresponds to the gross approach. 
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directions between a nodal pricing area and a zonal pricing area since the prices in the 

nodal pricing area are not uniform. 

2.2. Re-dispatching model 

Because the zonal pricing areas consider only restrictions on inter-zonal transfers, a 

separate re-dispatching model has to be specified to manage physical congestion within 

the zones. However, a nodal pricing area is inevitably affected by the zonal pricing 

areas due to the impact of loop flows. Thus, re-dispatching could be needed in nodal 

pricing areas as well. The uncertainties regarding supply (wind and solar) and demand 

are not modeled in this paper, and re-dispatching occurs only due to the physical 

network constraints that are not taken into account in the day-ahead market. 

We assume that the re-dispatch model takes a pay-as-bid approach. Power plants 

increasing their generation are compensated by their short-run marginal cost of 

production; power plants decreasing their generation pay their saved marginal costs. In 

practice, the TSOs may not always find the cheapest available power for the re-dispatch, 

and thus an even higher re-dispatching cost could occur. We further assume that the 

TSOs can only access the re-dispatching resources within their own area7. 

Below the formulation of the re-dispatch model is given: 

݉݅݊ሾ∑ ሺܿ݃௖ ∗ ܷܩ ௖ܲ െ௖ ܿ݃௖ ∗ ܦܩ ௖ܰሻ ൅ ∑ ݎݑܿܿ ∗ ሺܹܦܧܪܵܦܰܫ௡ ൅ ௡ܦܧܪܵܮܱܵ ൅௡

 ௡ሻሿ         (10)ܦܧܪܵܦܣܱܮ

Subject to: 

௡ܫܰ ൌ ∑ ሺ݃݀ܽ௖ ൅ ܷܩ ௖ܲ െ ܦܩ ௖ܰሻ ൅ ሺ݃݀݊݅ݓ௡ െܹܦܧܪܵܦܰܫ௡ሻ ൅ ሺ݃ݎ݈ܽ݋ݏ௡ െ௖∈஼೙

௡ሻܦܧܪܵܮܱܵ െ ሺܽ݀ݍ௡ െ ,௡ሻܦܧܪܵܦܣܱܮ ∀݊ ∈ ܰ     (11) 

0 ൑ ݃݀ܽ௖ ൅ ܷܩ ௖ܲ െ ܦܩ ௖ܰ ൑ ,௖ݔܽ݉݃ ∀ܿ ∈  (12)     ܥ

௡,௡௡ܨܮ ൌ ሺ∆௡	௡,௡௡ܤ െ ∆௡௡ሻ, ሺ݊, ݊݊ሻ ∈ ݈, ∀݊, ݊݊ ∈ ܰ     (13) 

                                                            
7 See Oggioni and Smeers (2013), Aravena and Papavasiloiu (2016), and Kunz and Zerrahn (2016), 

which discuss different degrees of coordination among the TSOs in the re-dispatching models. 
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௡ܫܰ ൌ ∑ ௡,௡௡௡௡:ሺ௡,௡௡ሻ∈௅ܨܮ െ ∑ ௡௡,௡௡௡:ሺ௡௡,௡ሻ∈௅ܨܮ , ∀݊ ∈ ܰ    (14) 

െݔܽ݉݌௡,௡௡ ൑ ௡,௡௡ܨܮ ൑ ,௡,௡௡ݔܽ݉݌ ∀ሺ݊, ݊݊ሻ ∈ ,ܮ ∀݊, ݊݊ ∈ ܰ   (15) 

∆௡ᇲൌ 0, ݊ᇱ ൌ  (16)        	ݏݑܾ݈݇ܿܽݏ

∑ ሺܷܩ ௖ܲ െ ܦܩ ௖ܰሻ௖∈஼೥ ൌ 0, ݖ∀ ∈ ܼ                  (17) 

ܷܩ ௖ܲ ൒ 0, ܦܩ ௖ܰ ൒ 0                   (18) 

The objective is to minimize total re-dispatch costs (Eq. (10)). The generation from the 

hybrid model can be increased by cGUP  or decreased by cGDN . To ensure feasibility 

of the re-dispatch, the model allows for curtailment of load ( ௡ܦܧܪܵܦܣܱܮ	 ) and 

reduction in renewable generation; solar (ܱܵܦܧܪܵܮ௡ ) and wind (ܹܦܧܪܵܦܰܫ௡ ). 

However, the marginal costs for these alternatives are assumed to be significantly 

higher (ܿܿݎݑ ≫ 0ሻ than any other marginal generation cost8. 

The dispatch from the day-ahead model is treated as input in the re-dispatch model, 

which implies that both demand Q୬ and generation Gୡ are now given and represented 

in the re-dispatch model by the parameters qda୬ and gdaୡ, respectively. The energy 

balance constraints (Eq. (11)) and the generation capacity constraints (Eq. (12)) have 

to be respected. Again, the DC approximation approach is used to reflect the physical 

flow in the network (Eq. (13) – (16)). We assume that the system operators are fully 

aware of operations by other system operators in the re-dispatch model. However, re-

dispatching is restricted to the same pricing area. That is, the system operators can only 

increase or decrease generation within their own jurisdiction, and total reduction in 

generation must be equal to total increase in generation within the same pricing area 

(Eq. (17)). 

                                                            
8 We have used a high penalty for curtailment of load or reduction in renewable generation in the re-

dispatch model. In the given formulation, the penalties for load shedding and renewable downregulation 

are the same, however, they could also differ. A measure of value of lost load (VOLL) is frequently used 

to penalize loadshedding. A justification for using a penalty on the reduction in renewable generation is 

that it has priority access to the grid in real time, consistent with the Renewable Energy directive 

(2009/28/EC), or that it is subsidized by feed in tariffs or premiums, although in this case, the curtailment 

compensation is not necessarily very high (see WindEurope, 2016).   
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The day-ahead market model is a quadratic problem and the re-dispatch model is linear. 

Models are coded in GAMS. The time frame is 1 hour. To simplify, unit commitment 

decisions and block bids are not taken into account. 

3. POWER SYSTEM AND DATA 

3.1 Network 

We apply the models in the previous section to a hypothetical joint market for Germany, 

Poland, Slovakia, and the Czech Republic. The network topology and the AC lines’ 

physical properties are derived from Kunz (2012)9, by choosing the nodes and lines 

relevant to the countries under consideration (i.e., Germany, Poland, Slovakia and the 

Czech Republic). Interconnections of these countries with the rest of the European 

countries are not taken into account. In total, 529 buses, 835 lines, and 411 power plants 

are used for this analysis. The transmission network for these countries is displayed in 

Figure 3-3. The capacity of transmission lines is de-rated to 80 % of their nominal 

capacity to approximate N-1 security constraints in the network10.  

                                                            
9 The original dataset is based on 2008 market data and has been updated to 2011 market data. 

10 An alternative would be to include contingency constraints, like the ones that the Norwegian TSO is 

using for the Norwegian power market (see for instance Bjørndal et al. (2014) for a description). However, 

we do not have access to similar cut-constraints/security-constraints for the German and Eastern 

European power markets. Consequently, in this paper, we have chosen to follow Neuhoff et al. (2013) 

and Leuthold et al. (2012), who are using the 80 % approach for the German and European power markets. 

For a comparison of the two methods, and the effect on nodal prices, see Bjørndal et al. (2012b). 
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Source: ENTSO-E  

Figure 3-3: Map of Grid and the German Wind Power Plants Distribution 

3.2. Market data 

In order to get more realistic results, we have collected data on load, prices and NTCs 

from the involved day-ahead markets. As congestion most likely happens in the hours 

with high demand, we define a high load hour (i.e., 1.2 times the average hourly load 

in 2012) for the analysis. Therefore, we arbitrarily choose a specific hourly load (i.e., 9 

am on 2012-03-01) which is approximately equal to 1.2 times the average hourly load 

in 2012, and use the corresponding day-ahead market prices as reference. 

Net Transfer Capacities (NTCs)11, which limit the commercial trades between the 

countries, are given in Table 3-1. The Polish TSO defines a separate NTC for Slovakia 

and the Czech Republic, as well as a joint NTC (1700 MW for export and 200 MW for 

import) for all Polish cross-border exchanges, including the borders with Germany 

(DE), the Czech Republic (CZ) and Slovakia (SK). The official documents do not 

explicitly state how the Polish TSO allocates transmission capacity to each of its 

                                                            
11Data regarding NTCs are obtained from the ENTSO-E portal. 
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interconnections in the day-ahead market clearing procedure. In our model we 

implement the joint NTC by adding an extra constraint to the day-ahead market model, 

in which the three interconnections of Poland (i.e., with Germany, the Czech Republic 

and Slovakia) are considered as a whole, and the sum of the trades is limited by the 

joint NTC12. 

From TO 
EXPORT 

NTC 
IMPORT 

NTC 
DE CZ 1400 1800 

PL CZ-DE-SK 1700 200 

PL SK 600 500 

SK CZ 1200 1800 

CZ PL 600 400 

 Sources: ENTSO-E 

Table 3-1: NTC values (in MW)  

As described in the introduction, NTCs are sometimes also used in attempts to limit 

physical power exchanges between areas. When wind generation is particularly high in 

northern Germany, the Polish TSO may publish very low NTCs towards Germany in 

order to avoid power going from north to south in Germany to transit through Poland. 

However, in a zonal pricing system, where it is implicitly assumed that the internal 

transmission capacity within Germany is unlimited, even an NTC of zero on the 

German-Polish border may not be enough, and transiting power may still enter the 

Polish power system as unplanned flows and exacerbate internal Polish capacity limits, 

making the system less secure and increasing the need for re-dispatch in the Polish area. 

                                                            
12 The joint NTC constraint is similar to the cut constraints that have been used in Nord Pool Spot, for 

instance to limit total exchange into and out of Sweden and Western Denmark. A reason for the cut 

constraints in the Nordic power market was that the internal network capacity in Sweden and Western 

Denmark was limited, but instead of reducing all the individual NTCs to and from these areas 

proportionally, a joint constraint was given to the market clearing algorithm, so that the most beneficial 

power exchange across all the borders could be chosen by the operation of the day-ahead market. So for 

instance for Western Denmark, where total import was limited to 1000 MW, due to an internal constraint 

in Jutland, while the NTC from Norway was 1000 MW and the NTC from Sweden was 500 MW, the 

joint constraint of 1000 MW could imply that all trade into Western Denmark came from Norway, if this 

was most beneficial. The alternative was to reduce the individual NTCs to 667 MW (from Norway) and 

333 MW (from Sweden). 
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3.3. Definition of scenarios 

The wind and solar installations (Table 3-2) are assumed to be at 2011 levels (Source: 

EWEA 2013, EPIA 2013). Germany accounts for more than 90% of the wind and solar 

installations in the four countries. Wind power locations are concentrated to a few 

specific areas and cause large amounts of loop flow in our case study. We specifically 

estimate how the power system would be affected by increased wind power by defining 

two different scenarios, the Business-as-Usual (BAU) scenario and the High-Wind-

Level (HIGH WIND) scenario. We assume that the availability of wind power is 21% 

of the total installed capacity in the BAU scenario13 and higher, i.e. 50% of installed 

capacity, in the HIGH WIND scenario14.We keep the availability of solar power to be 

9% of total installed capacity in both scenarios. 

Country Wind Solar 

CZ 217 1959 

DE 29071 24807 

SK 3 508 

PL 1616 3 

Table 3-2: Wind and Solar installations (in MW) 

4. RESULTS  

In this part, we first clarify some concepts in order to conduct further analysis.    

 ௡݌ .1

Market price (݌௡): The dual variable of Eq. (2), i.e., the marginal cost/benefit of 

increasing one unit of power at node ݊, defines the price at node ݊. Price within 

each zonal pricing area is uniform as there are no restrictions on intra-zonal 

trading. Prices within the nodal pricing area can be different as the model takes 

both the physical laws and thermal capacity limits into account. 

ܥܦ .2 ൌ ∑ ௡ܳ௡௡݌                     (19) 

                                                            
13 The mean capacity factor for wind power (the ratio of average delivered power to theoretical maximum 

power) during the period 2003-2008 for Europe is close to 21% (Boccard 2009). 
14 The HIGH WIND scenario shows the impact of adding more wind generation into the grid. We assume 

a higher wind availability in our analyses, however, an alternative interpretation is that existing wind 

capacity is expanded. 
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Demand cost (DC): Defined as the sum of the products of nodal demand ܳ௡ and 

nodal or zonal day-ahead price. 

ܫܩ	 .3 ൌ ∑ ௡݌ൣ ∑ ݃݀ܽ௖௖∈஼೙ ൧௡ ൅ ∑ ሾܿ݃௖ܷܩ ௖ܲሿ௖ െ ∑ ሾܿ݃௖ܦܩ ௖ܰሿ௖               (20) 

Generation incomes (ܫܩ): Defined as income earned in the day-ahead market 

plus income from re-dispatching if up-regulation is required minus costs caused 

by re-dispatching if down-regulation is required.  

ܥܩ .4 ൌ ∑ ሾܿ݃௖ሺ݃݀ܽ௖ ൅ ܷܩ ௖ܲ െ ܦܩ ௖ܰሻሿ௖           (21) 

Generation cost (ܥܩ): Refers to the cost of the final generation dispatch, given 

the re-dispatching results.  

ܵܩ .5 ൌ ܫܩ െ  (22)         ܥܩ

Generation surplus (ܵܩ): Defined as generation income (GI) minus generation 

cost (GC)15.  

ܥܴ .6 ൌ ∑ ሾܿ݃௖ܷܩ ௖ܲሿ௖ െ ∑ ሾܿ݃௖ܦܩ ௖ܰሿ௖       (23) 

Re-dispatching cost (RC) is the cost caused by re-dispatching.  

ܴܥ .7 ൌ ∑ ௡ܳ௡݌ െ ∑ ௡݌ ∑ ݃݀ܽ௖௖∈஼೙ ൌ ଵ

ଶ௡௡ ∑ ∑ ሺ݌௡௡ െ ௡ሻ݌ ൈ௡௡௡

௡,௡௡ܨܶ ൅∑ ∑ ሺ݌௡௡ െ ௡ሻ݌ ൈ ௡,௡௡ሻ௡௡௡ܨܮ      (24) 

Congestion rent (CR) collected from the day-ahead market can generally be 

described as the difference between day-ahead market payment received from 

consumers and day-ahead market payment to generators16.  

In a full zonal pricing regime, congestion rents for the transmission system 

operators only result from allocation of international net transfer capacity 

(i.e.,	ܶܨ௡,௡௡) during the day-ahead market clearing. That is, because the day-

ahead prices are uniform within areas, no congestion rents will be collected 

within the areas (countries) that apply zonal pricing. In contrast, within 

                                                            
15 For simplicity, we have assumed that the re-dispatch model takes a pay-as-bid approach. Power plants 

that increase their generation are compensated by their short-run marginal cost of production; power 

plants that decrease their generation pay their saved marginal costs. As displayed in Figure 3-2, the total 

generation surplus does not increase (or decrease) after re-dispatch. 
16 Also referred to as merchandizing surplus (MS) (Wu et. al 1996). 
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countries applying nodal pricing, congestion rent results not only from 

international trades but also from the differences in locational marginal prices. 

We assume that the rent from cross-border commercial trading is equally shared 

by the two system operators. 

4.1. Day-ahead market prices 

Table 3-3 presents the day-ahead market prices (without re-dispatching cost) for the 

four countries in the two scenarios and under different pricing schemes. Prices are 

volume weighted by consumption. In the BAU scenario, the full zonal solution shows 

that Poland has the lowest price among the four countries, mainly due to the low 

marginal generation cost of its coal and gas-fired generation. Therefore, Poland does 

not import power from the other three countries. In the hybrid pricing model, the 

average price within Poland increases after taking into consideration the physical 

constraints. Therefore, power from the other three countries becomes comparatively 

cheaper (without considering re-dispatching cost), and in this case Poland imports 

power from the other countries. 

In the HIGH WIND scenario, market prices given by all the three pricing schemes 

generally decrease given the input of low-cost wind power. The full zonal pricing 

scheme gives similar prices for all the four countries (and identical prices for the Czech 

Republic, Germany and Slovakia). Poland has the highest price mainly because it 

restricts power exchange with other countries by setting a low NTC value. In the hybrid 

pricing scheme, Poland again has the highest price, mainly due to the consideration of 

network constraints. The prices for the other three countries are lower without counting 

the re-dispatch cost. Moreover, the uniform prices in the zonal-pricing areas makes it 

difficult for Poland to identify low-cost power opportunities. For instance, power in 

North Germany should have been cheaper on a windy day, and Poland could have 

imported this power, however, it does not happen due to the uniform price in Germany. 
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 BAU HIGH WIND 
Pricing 
Scheme 

Zonal 
Hybri

d 
Nodal Zonal 

Hybri
d 

Nodal 

Czech 
Republic 

50.89 50.30 48.13 48.25 48.08 49.34 

Germany 50.89 51.03 52.67 48.25 48.08 49.15 

Poland 49.76 52.49 52.11 48.88 50.45 49.95 

Slovakia 50.89 50.30 48.51 48.25 48.08 48.43 

* Nodal prices are weighted by consumption volumes where applicable 

Table 3-3: Day-ahead prices (in € per MWh) 

Compared to zonal pricing, hybrid pricing helps Poland to reduce its cost for re-

dispatching and to collect a great amount of congestion rent. This is further discussed 

in Section 4.3 and 4.4. Table 3-4 gives the unit prices for both the zonal and hybrid 

pricing schemes after taking into consideration the re-dispatching cost and congestion 

rent (i.e., the prices include re-dispatching cost but deduct congestion rent). In both the 

BAU and HIGH WIND scenarios, the hybrid pricing solution reduces the unit prices 

for Poland. As consumers in many countries bear the largest part of grid costs and the 

system operation costs of the TSOs, consumers in Poland can potentially benefit from 

this reduction in unit price. 

 BAU HIGH WIND 
Pricing 
Scheme 

Zonal 
Hybri

d 
Zonal 

Hybri
d 

Czech 
Republic 

51.01 50.25 48.29 48.09 

Germany 51.54 51.71 48.60 48.43 

Poland 50.98 49.72 49.66 48.79 

Slovakia 50.81 50.24 48.24 48.08 

Table 3-4: Unit prices with re-dispatching cost and congestion rent (in € per MWh) 

In the following, we further assess whether the hybrid pricing model in Poland can truly 

reflect network congestion. We compare the prices in Poland given by the hybrid 

pricing scheme to those given by the full nodal pricing scheme in Figure 3-4. Moreover, 

we use t-tests to identify statistical differences between the hybrid prices and the full 

nodal prices, for both scenarios.  
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Figure 3-4: Day-ahead Price comparison in Poland 

In both the BAU and HIGH WIND scenarios, the hybrid prices fluctuate, but generally 

match rather well with the full nodal prices, indicating that hybrid prices in such a 

context are able to capture the congestion signals within the network. However, in both 

scenarios, the average hybrid prices are higher than the average nodal prices17. The 

differences between the prices are statistically significant at a five-percent level in a t-

test. This indicates that hybrid pricing cannot fully utilize all the available resources in 

the network. The major reason is that the lack of price signals in the zonal pricing areas 

(i.e., uniform prices within Germany, the Czech Republic, and Slovakia) prevents 

Poland from trading optimally. For example, in the full nodal pricing solution of the 

BAU scenario, prices in the southern part of Poland are lower than those in the northern 

part. This induces Polish export to the Czech Republic, which is further exported to 

serve the great demand for power in southern Germany. In contrast, in the hybrid 

system, uniform prices are given for the interconnected countries (i.e., Germany, the 

Czech Republic, and Slovakia) and thus no price signals are received by Poland. As a 

result, compared to full nodal pricing, Poland exports more power to Germany and 

Slovakia but less power to the Czech Republic (as shown by the flows in Figure 3-5). 

                                                            
17 The actual average hybrid prices should be even higher if re-dispatch cost is considered. 
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This increases the prices at nodes within Poland that are connected to Germany and 

Slovakia. Because no price signals are revealed within the Czech market, Poland does 

not export its power from the best interconnected nodes indicated by the full nodal price 

solution. Therefore, some interconnected nodes experience higher prices (i.e., exporting 

more power) while others have lower prices (i.e., exporting less power) compared to 

the full nodal price solution. 

Furthermore, the trading cap (i.e., NTC value) in the hybrid pricing scheme further 

restricts some optimal trades suggested by the full nodal pricing scheme. This is 

especially important in the HIGH WIND scenario, in which the input of wind power 

reduces the prices in the full nodal price solution. The low NTC value restricts Poland 

from importing cheap power from Germany, leading to an even higher price difference 

compared to nodal pricing. 

Hybrid prices are more variant in the BAU scenario than in the HIGH-WIND scenario. 

This is shown by the higher standard deviation of the price differences in Table 3-5, 

which means that the difference between hybrid prices and nodal prices vary more in 

the BAU scenario than in the HIGH-WIND scenario. In the BAU scenario, Poland has 

more commercial trading with other countries and therefore is more likely to be affected 

by the zonal pricing area. In the HIGH-WIND scenario, Poland greatly limits its import 

from other countries and becomes a relatively more independent system, thus getting 

less affected by the zonal pricing areas. This indicates that more frequent interactions 

with other zonal pricing areas will enlarge the variation of the price differences between 

hybrid prices and nodal prices. 

 BAU 
SCENERI

O 

HIGH WIND 
SCENERIO 

Mean (Price differences) 0.36 € 0.47 € 

Observed Number (Nodes) 113 113 

Standard Deviation (Variation of price 
differences) 

1.98 1.09 

T-statistic 1.94 4.58 

Table 3-5: Price matches for nodal pricing and hybrid pricing in Poland 
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4.2. Power exchange 

Figure 3-5 shows the commercial cross-border trading volumes in both the BAU and 

HIGH WIND scenarios for different pricing schemes 18,19. We find that international 

exchange would be reduced in the HIGH WIND scenario; however, the hybrid pricing 

scheme has more international exchange than full zonal pricing. International power 

exchange is reduced in the HIGH WIND scenario because Germany, as the main 

importing country in the BAU scenario, produces wind power that satisfies its own load. 

Another reason leading to the low international power exchange is that Germany’s 

uniform pricing system does not allow other countries to take advantage of the cheap 

wind power. Therefore, countries, such as Poland, are not able to import as much power 

as indicated by the solution of the full nodal pricing scheme. For example, in the full 

nodal pricing scheme, Germany exports 623 MW to Poland. In comparison, Germany 

exports only 100 MW to Poland in the full zonal pricing scheme, and 200 MW in the 

hybrid pricing scheme. The zonal-pricing areas (e.g., Germany) therefore can hold their 

cheap energy within their own countries before they have transactions with the 

interconnected countries, leading to a reduction in international power exchange. 

Besides, this indicates that Germany is using the Polish network to transport its power 

without paying corresponding congestion rent. This is further discussed in section 4.3. 

Further, we find that the power exchange for Poland under hybrid pricing is affected by 

the zonal pricing areas. In the BAU scenario under the hybrid pricing scheme, Poland 

exports most of its available commercial trading amount and also imports 200 MW 

from Germany to help relieve its grid congestion20. This is because price signals 

indicate more congestion in the northern part of Poland and it would cost less for Poland 

to import than to produce the power. However, in the full nodal pricing, Poland does 

not import power from other countries in the day-ahead market. 

                                                            
18 Commercial flows given by the full nodal pricing solution are the same as the physical flows.  
19 Commercial trades between areas with identical prices may not be unique. Congestion rent between 

such areas is always 0.  
20 Poland has several nodes connecting with other countries. As the prices vary within the Polish network, 

Poland could import power at some of the connected nodes while export power at other nodes. 
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Under the HIGH WIND scenario, large amounts of wind generated power bring down 

the price in Germany, greatly reduce its power imports, and create an uncongested 

power market for Germany, the Czech Republic, and Slovakia (i.e., identical market 

price for these three countries) in the hybrid pricing scheme. The market prices for these 

three countries do not provide transparent signals for Poland. As a result, the interface 

node (nodes) in Poland with the least cost (i.e., lowest market price) trades with the 

zonal-pricing areas. In the hybrid pricing case then, power is traded from Poland to 

Germany although, the physical power exchange given by the full nodal pricing 

solution indicates that no power flows should go directly from Poland to Germany. 

Flows should first go to the Czech Republic and then enter the German jurisdiction. 

4.3. Re-dispatching and unplanned physical flows 

We assume that the actual physical power flows between the nodes can be calculated 

by the DC approximation of the alternating current (AC) power flows21. Since we 

assume that there is no uncertainty with regards to generation or demand, power flows 

are feasible and re-dispatch is not needed in the full nodal pricing model. However, 

day-ahead markets that apply zonal pricing or hybrid pricing produce commercial 

power flows, which are not necessarily equal to actual physical power flows and might 

need re-dispatching in order to relieve grid congestion. Table 3-6 and Table 3-7 show 

the commercial and physical power flows for the two scenarios. Physical power flows 

before re-dispatching are calculated based on the day-ahead market solution22. Physical 

                                                            
21 Thus, real power flows will differ from the flows predicted by the DC approximation. For the Polish 

system, the results from a DC market clearing model could be tested against AC power flow models, 

models that the TSOs often apply for other purposes (like assessing power losses). Presently, as far as 

we know, market clearing algorithms that take into account power flows, use DCOPF. The experiences 

from power markets in the US (like PJM) suggest that the accuracy of commercial flows improve 

significantly when moving from transportation type models (with “contract” paths) to DCOPF and nodal 

pricing. AC power flow models impose challenges like non-linearities and non-convexities, and there is 

considerable research into improving optimal power flow models to take into account AC characteristics, 

i.e. ACOPF, see for instance Castillo et al. (2016). 
22  In order to calculate the physical power flows of the zonal and hybrid price solutions, we fix the values 

of nodal load and generation, consistent with the corresponding market clearing solutions. We then use 

these values as inputs in a detailed network model to re-compute the line flows based on the DC 

approximation. Thus, when computing the power flows resulting from the zonal and hybrid market 
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power flows might not be feasible, and in order to ensure feasible power flows, re-

dispatching is needed. 

 

Figure 3-5: Cross-border commercial trades (in MW) 

In the BAU scenario, Poland, as the main exporting country, is only to a limited extent 

influenced by flows from other countries. Under both full zonal and hybrid pricing, the 

net physical power exchange between Poland and its neighboring countries is close to 

the net commercial power exchange: power flow is rearranged on the border. 

Commercial Exchange 

(Day-ahead market) 

Physical Power Exchange 

(without re-dispatching) 

Physical Power Exchange 

(with re-dispatching) 
Zonal pricing Zonal pricing Zonal pricing 

      To 
From 

CZ DE PL SK 
SU
M 

      To
From

CZ DE PL SK
SU
M 

      To
From

CZ DE PL SK SUM

CZ - 
175
2 

0 387 2139 CZ - 2271 0 639 2910 CZ - 2269 0 592 2861

DE 0 - 0 0 0 DE 0 - 0 0 0 DE 0 - 0 0 0 

PL 361 795 - 544 1700 PL 1022 275 - 403 1700 PL 966 278 - 456 1700

SK 0 0 0 - 0 SK 110 - 110 SK 117 0 0 0 117

SUM 361 
254
7 

0 931 3839 SUM 1132 2547 0 1041 4720 SUM
108

3 
2547 0 1048 4678

Hybrid Pricing Hybrid Pricing Hybrid Pricing 
      To 
From 

CZ DE PL SK 
SU
M 

      To
From

CZ DE PL SK
SU
M 

      To
From

CZ DE PL SK 
SU
M 

CZ - 
180
0 

0 355 2155 CZ - 2026 0 595 2621 CZ - 2147 0 603 2750

DE 0 - 200 0 200 DE 0 - 0 0 0 DE 0 - 50 0 50 

PL 400 627 - 600 1627 PL 784 201 - 442 1427 PL 895 131 - 451 1478

SK 0 0 0 - 0 SK 81 0 0 - 81 SK 100 0 0 - 100

SUM 400 
242
7 

200 955 3983 SUM 865 2227 0 1036 4129 SUM 995 2278 50 1055 4378

                                                            

solutions, we take into consideration the loop flow characteristics of power network, but the computed 

power flows may violate thermal and other network constraints. When nodal generation and demands 

are fixed, the DC power flows are also fixed (see also a similar discussion in Bjørndal et al., 2012). 
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Table 3-6: Cross-border Power flows in the BAU scenario (in MW) 

In the HIGH WIND scenario, Poland imports in total 200 MW from other countries in 

the day-ahead market, given the full zonal pricing solution. However, the physical 

power flows entering the Polish network given by the day-ahead market and re-

dispatching models are 1122 MW (i.e. 922 MW of unplanned power flows) and 1342 

MW (1142 MW of unplanned power flows), respectively. Thus, a low NTC in the zonal 

pricing solution does not prevent power flows from entering the Polish network. This 

large amount of unplanned power flows indicates that other countries have utilized the 

Polish network to transport power, which might threaten the Polish network security. 

By applying the hybrid pricing model, Poland still imports in total 200 MW in the day-

ahead market. However, Poland is able to export power and thus reduces the unplanned 

import power flows. Specifically, instead of importing from all the other three countries 

under full zonal pricing, hybrid pricing suggests that Poland should only import power 

from Germany (to relieve its grid congestion in the northern part) and export power in 

its southern part. Ideally, Poland should have exported power to the Czech Republic 

and Slovakia as the nodal pricing model indicates. Although Poland exports power to 

Germany instead, this could still to a large degree prevent the Polish network from 

being occupied by the German wind power. As a result, the physical power flows 

entering the Polish network given by the day-ahead market and re-dispatching models 

are reduced to 730 MW (530 MW unplanned power flow) and 863 MW (663 MW 

unplanned power flow). That is, applying hybrid pricing could help Poland to reduce 

unplanned power flow from entering its network by around 35%. 

Cross-border Exchange  

(Day-ahead market) 

Physical Power Exchange  

(without re-dispatching) 

Physical Power Exchange  

(with re-dispatching)          
Zonal pricing Zonal pricing Zonal pricing 

      To 
From 

CZ DE PL SK 
SU
M 

      To
From 

CZ DE PL SK
SU
M 

      To
From 

CZ DE PL SK 
SU
M 

CZ - 253 68 1380 1700 CZ - 1586 19 1189 2795 CZ - 1837 0 894 2730

DE 0 - 100 0 100 DE 331 - 1103 0 1434 DE 342 - 1342 0 1684

PL 0 0 - 0 0 PL 763 0 - 158 922 PL 688 0 - 454 1142

SK 0 0 32 - 32 SK 0 0 0 - 0 SK 0 0 0 - 0 

SUM 0 253 200 1380 1832 SUM 1094 1586 1122 1348 5150 SUM 1030 1837 1342 1348 5557
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Table 3-7: Cross-border Power flows in the HIGH WIND scenario (in MW) 

Table 3-8 summarizes the re-dispatching cost given by the full zonal pricing and hybrid 

pricing schemes. As expected, Poland could greatly reduce its re-dispatching cost in the 

hybrid pricing model. Compared to the full zonal pricing scheme, re-dispatch costs for 

Poland have been reduced by 93% in the BAU scenario and 88% in the HIGH WIND 

scenario, even when only Poland uses nodal pricing.  

 BAU HIGH WIND 

 ZONAL 
PRICING 

HYBRID 
PRICING 

ZONAL 
PRICING 

HYBRID 
PRICING 

CZ 1220 646 448 374 

DE 43481 46609 24209 23537 

PL 24346 1624 15061 1732 

SK 0 0 0 0 

SUM 69047 48879 39718 25642 

Table 3-8: Re-dispatching Cost 

4.4. Congestion rent 

Changes in cross-border trades lead to the reassignment of congestion rent. In the full 

zonal pricing scheme, prices are uniform within each zone and therefore congestion 

rent is only collected for cross-border trades. In the hybrid pricing scheme, Poland could 

also collect congestion rent within its domestic market. Table 3-9 summarizes 

congestion rent for cross-border trades. We assume that the congestion rent resulting 

from cross-border commercial trading is equally shared by the two system operators. 

Table 3-10 gives the congestion rent collected by each country for their inter-zonal and 

intra-zonal trade. 

 

Hybrid Pricing Hybrid Pricing Hybrid Pricing 
      To 
From 

CZ DE PL SK 
SU
M 

      To
From 

CZ DE PL SK
SU
M 

      To
From 

CZ DE PL SK 
SU
M 

CZ - 344 0 1350 1694 CZ - 1680 20 905 2605 CZ - 1848 0 885 2733

DE 0 - 200 0 200 DE 333 - 710 0 1043 DE 348 - 863 0 1211

PL 0 493 - 0 493 PL 578 0 - 446 1023 PL 690 0 - 466 1156

SK 0 0 0 - 0 SK 0 0 0 - 0 SK 0 0 0 - 0 

SUM 0 837 200 1350 2388 SUM 911 1680 730 1350 4671 SUM 1039 1848 863 1350 5100
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BAU HIGH WIND 
Zonal pricing Zonal pricing 

         
To 

From 
CZ DE PL SK

        
To 

From

   
CZ 

   
DE 

   
PL 

   
SK 

CZ - 0 0 0 CZ - 0 43 0 
DE 0 - 0 0 DE 0 - 64 0 
PL 411 905 - 620 PL 0 0 - 0 
SK 0 0 0 - SK 0 0 20 - 

Hybrid Pricing Hybrid Pricing 
         

To 
From 

CZ DE PL SK 
        

To 
From

CZ DE PL SK 

CZ - 1314 0 0 CZ - 0 0 0 
DE 0 - 284 0 DE 0 - 346 0 
PL 737 0 - 430 PL 0 0 - 0 
SK 0 0 0 - SK 0 0 0 - 

Table 3-9: Cross-border congestion rent (in €) 

 

BAU HIGH WIND 

 ZONAL 
PRICING 

HYBRID 
PRICING 

 ZONAL 
PRICING 

HYBRID 
PRICING 

 Inter-
zonal 

Intra-
zonal 

Inter-
zonal 

Intra-
zonal 

 Inter-
zonal 

Intra-
zonal 

Inter-
zonal 

Intra-
zonal 

CZ 205 × 1025 × CZ 22 × 0 × 
DE 452 × 799 × DE 32 × 173 × 
PL 968 × 725 53062 PL 64 × 173 33123 
SK 310 × 215 × SK 10 × 0 × 

Note: Revenues from cross-border commercial trading are equally shared by the two system 

operators 

Table 3-10: Congestion rent collected by each country (in €) 

In the full zonal pricing solution under the BAU scenario, price differences only exist 

between Poland and the other countries. Therefore, congestion rent is collected only on 

the Polish border. In the hybrid pricing solution, more congestion rent could be 

collected as more power has been transferred among the countries. In the hybrid pricing 

model, Poland exports less power to Germany, which increases the price in Germany 

and creates price differences between Germany and other countries. Because of this, 

Poland collects less cross-border congestion rent while the other countries collect more. 
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However, Poland would collect a great amount of congestion rent within the domestic 

market if applying nodal pricing.  

In the HIGH WIND scenario, because more power is traded in the hybrid pricing 

scheme, more congestion rent is collected than in the full zonal pricing solution. 

However, the total international congestion rent is greatly reduced compared to the 

BAU scenarios. Less international power exchange is the main contributor of the 

reduction in congestion rent. Prices outside the Polish network are the same in both the 

zonal pricing and hybrid pricing solutions. Therefore, congestion rent could only be 

collected on the Polish border. 

4.5. Supply and demand adjustment 

The re-dispatch model allows the option to curtail nodal load, solar and/or wind 

generation in order to ensure a feasible solution23. There is no need for curtailment of 

solar and wind generation for any of the cases studied (refer Table 3-11)24. Load 

curtailment happens in all the studied cases, however, only for very few (1-4) nodes. 

Hybrid pricing yields a lower load curtailment than zonal pricing. In the full zonal 

pricing scheme, Germany and Poland are the only two countries (i.e., Table 3-12) that 

face load shedding. Poland does not need to curtail its load in the hybrid pricing scheme. 

 BAU HIGH WIND 
 ZONAL 

PRICING 
HYBRID 
PRICING 

ZONAL 
PRICING 

HYBRID 
PRICING 

Load Shedding 107.92 28.71 82.62 14.75 
Solar Curtailment × × × × 
Wind Curtailment × × × × 

Table 3-11: Curtailment for different pricing schemes (in MW) 

                                                            
23Following Kunz (2013), we assume that the load, wind and solar shedding costs are 500 €/MWh (higher 

than any marginal cost of electricity production). 

24 For must-take renewables the anticipated wind and solar electricity generation is exogenously given 

in the day-ahead market and is typically fully accepted due to low marginal cost. The TSOs have the 

option to curtail wind/solar electricity during re-dispatch, however at a high cost of 500 €/MWh, which 

can be considered a must-take penalty. Thus, the shedding cost for wind/solar electricity will only affect 

the results of the re-dispatching model. Since demand is assumed to be high in the cases studied in this 

paper, the results reported are not sensitive to the size of the assumed penalty.  
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 BAU HIGH WIND 
 ZONAL 

PRICING 
HYBRID 
PRICING 

ZONAL 
PRICING 

HYBRID 
PRICING 

CZ × × × × 
DE YES YES YES YES 
PL YES × YES × 
SK × × × × 

Table 3-12: Load shedding countries 

5. CONCLUSION 

This paper attempts to investigate how efficiently the hybrid pricing scheme works in 

a coupled European power market as more wind-generated power enters the grid. The 

paper applies a pricing model with two types of congestion management methods 

(Bjørndal et al. 2014). Four countries, i.e., the Czech Republic, Germany, Poland, and 

Slovakia are involved in the research, of which Poland applies nodal pricing. We 

construct two different wind levels (i.e., BAU and HIGH WIND) to test how nodal 

pricing performs in different perspectives. 

We find that countries that are greatly affected by neighboring wind-generated power, 

such as Poland, would benefit from applying nodal pricing to address their network 

congestion. In the HIGH WIND scenario, international power exchange has been 

greatly reduced in the full zonal pricing as wind-generated power satisfies a significant 

portion of the demand within the German market. However, the real (physical) power 

exchange does not accordingly reduce due to the physical characteristics of power 

transmission. Therefore, a large amount of unscheduled power flow enters the Polish 

power grid. Though transparent price signals are missing in Polish neighbor countries, 

nodal pricing helps Poland to identify resource scarcity within its domestic market. 

Poland has more demand in its northern part while cheaper resources in its southern 

part. Therefore, Poland could import power in its northern part but export power in its 

southern part in the nodal pricing scheme. This helps Poland to reduce the unplanned 

power flows from Germany. 
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We also find that if using nodal pricing, Poland would reduce its need for re-dispatching 

and collect a great amount of congestion rent domestically. The Polish consumers might 

benefit from applying the nodal pricing scheme. Taking the re-dispatching cost and 

congestion rent into account, the average unit price given by the hybrid pricing solution 

decreases compared to the zonal price solution. We also find that nodal pricing would 

reduce the need for load curtailment. 

Another interesting result is that countries with a great amount of wind-generated power, 

such as Germany, will benefit from keeping zonal pricing. In such a way, Germany 

would be able to keep the low-cost energy within the country. Furthermore, they could 

transmit the power using their neighboring grid and without paying the corresponding 

congestion rent. 
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Appendix 

I. Determination of ܽ௡ and ݉௡ in the  inverse electricity demand function 

using a reference price and demand25 

The model assumes a linear inverse electricity demand function of the form:  

௡ሺܳ௡ሻ݌ ൌ ܽ௡ ൅ ݉௡ ∗ ܳ௡  

Demand function: ܳ௡ሺ݌௡ሻ ൌ െ ௔೙
௠೙

൅ ଵ

௠೙
∗   ௡݌

Definition of elasticity: ൌ డொ೙
డ௣೙

∗ ௣೙
ொ೙

 . The elasticity is assumed to be -0.25. 

ߝ ൌ ଵ

௠೙
∗ ௣೙
ொ೙

  

 ݉௡ ൌ
௣ೝ೐೑

ௗೝ೐೑
∗ ଵ
ఌ
 ,	ܽ௡ ൌ ௥௘௙݌ െ ݉௡ ∗ ܳ௡

௥௘௙ 

II. Tables 
 load (MW) Ref. Price (Euro) 

CZ 8636 57.01 

DE 64421 62.01 

PL 19499 48.68 

SK 3692 57.01 

Table AI :Electricity load and reference prices for the four countries on 2012-03-0126 

                                                            
25 The ELMOD pre-defines a fixed demand share for each node within a country (i.e., the sum of demand 

share for the whole country is 100%). The reference demand for each node is thus calculated as the fixed 

demand share multiplied by the reference demand load for the whole country. Then the demand function 

for each node could be defined, as shown in appendix I. 
26  Hourly day-ahead prices for Germany are available from the European Power Exchange Spot. 

Electricity trading in Poland is conducted both in the bilateral contract market (i.e., Auction 1) and at the 

Polish Power Exchange Towarowa Giełda Energi (i.e., Auction 2) (Siewierski, 2015). The day-ahead 

price for Poland is calculated as the quantity-weighted mean value of three auction prices (transactions 

concluded in Auction 1 and 2 and continuous trading during the transaction period) provided by the 

Polish Power Exchange. 
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Efficiency of the Flow-Based Market Coupling Model in the European Market 

Endre Bjørndal§, Mette Bjørndal§, Hong Cai§‡ 

 

Abstract: In May 2015, the Flow-Based Market Coupling (FBMC) model replaced the 

Available Transfer Capacity (ATC) model in Central Western Europe to determine the 

power transfer among countries (price areas). The FBMC model aims to enhance 

market integration and to better monitor the physical power flow. The FBMC model is 

expected to lead to increased social welfare in the day-ahead market and more frequent 

price convergence between different market zones. This paper gives a discussion of the 

mathematical formulation of the FBMC model and the procedures of market clearing, 

and we discuss the relationships between the nodal pricing, ATC, and FBMC models. 

In addition to an illustrative 3-node example, we examine the FBMC model in two test 

systems and show the difficulties in implementing the model in practice. We find that a 

higher social surplus can come at the cost of more re-dispatching. We also find that the 

FBMC model might fail to relieve network congestion and better utilize the power 

resources even when compared to the ATC model. 

1. Introduction  

Europe has launched the Price Coupling of Regions (PCR) project, which aims at 

enhancing power exchange among different countries and creating a single European 

day-ahead market (EIRGRID, 2013). The project has involved a number of power 

exchanges (PXs), including APX/Belpex, EPEX SPOT, GME, Nord Pool Spot, OMIE, 

and OTE (NordPool, 2014), accounting for more than 75% of Europe’s electricity 

demand. Currently, most of the European countries rely on the ATC (Available 

Transfer Capacity) model to process power exchange with other countries. In this model, 

it is assumed that power can be directly transferred between any two adjacent areas. 

Only a pre-defined ATC value is used to limit the maximum commercial trading 

volume between two areas (mostly countries) in the day-ahead market. However, as a 

matter of fact, the AC power flow between any two nodes follows the paths designed 
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by Kirchhoff's laws and is also restricted by the thermal limit of the transmission lines. 

Therefore, the commercial power transfer is not necessarily equal to the real physical 

power exchange. Solutions given by the ATC model do not guarantee a congestion-free 

network. Hence, re-dispatching would be needed and it incurs extra costs. 

In contrast to the ATC model, nodal pricing (Schweppe et al., 1988), reduces the needs 

for re-dispatching by including all the physical and technical constraints in the market-

clearing process. The nodal pricing model has been successfully implemented in many 

regions and countries, such as Pennsylvania – New Jersey – Maryland (PJM), 

California, and New Zealand. Within Europe, Poland planned to implement nodal 

pricing in its domestic market in 2015 and estimated that it would reduce generation 

cost (Sikorski, 2011). However, the project has now been abandoned. In the European 

context nodal pricing has not been accepted as the standard tool for integrating the 

European electricity market. One of the main concerns is that nodal pricing might 

impede market harmonization as it imposes more restrictions (e.g., network capacity 

constraints) than the ATC model, and thus could limit power exchange between 

countries. 

In recent years, more and more renewable energy has been connected to the power 

system. This requires more accurate monitoring of power flows, the reason being that 

installed renewable energy power plants (like wind turbines) are usually located in 

places without sufficient consumption. Therefore, the utilization of such energy 

resources often requires long distance transportation, which creates an extra burden for 

the network and may exacerbate congestion. For example, due to the large wind 

capacity installation, Germany and its neighboring countries found that their 

transmission networks had been overloaded more frequently, making their grids less 

stable and secure (Kunz, 2012). Furthermore, the ATC model may constitute a crude 

approximation of real power flows, since the locations of generation plants within a 

price area do not affect the model solutions and it is assumed that the cheaper power 
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within an area can always be dispatched first. In real-time dispatch, however, physical 

power follows the laws of physics and it is not necessarily equal to the commercial flow 

defined by the ATC model. Moreover, Bjørndal et al. (2018) found that when the 

penetration level of renewable energy is high, applying a low ATC value (i.e., to restrict 

the commercial power exchange in the day-ahead market) was not sufficient to limit 

physical power exchange between two connected countries. 

In order to better monitor the power flow in an integrated European market, a so called 

“Flow-Based methodology” Market Coupling (FBMC) was developed by the European 

TSOs (Schavemaker et al., 2008). Van den Bergh et al. (2016) give a description of the 

FBMC model. The FBMC model is developed from the nodal pricing model, i.e. the 

nodal pricing model where we use the power transfer distribution factors (PTDF) to 

calculate flows. The FBMC model imposes an aggregate (or zonal) PTDF matrix on 

certain areas/lines in order to limit the power exchange between price areas. Therefore, 

the solutions given by the FBMC model may still be infeasible in some parts of the 

network and re-dispatching may be needed. The FBMC model tries to reduce the 

explicit limitations to cross-border trades, which is an indirect way of dealing with 

individual line constraints, and instead focuses on selected critical branches (CBs) that 

are the ones most likely to be influenced by cross-border trading. 

In May 2015, Central Western Europe (CWE), a region consisting of the Netherlands, 

Belgium, France, Luxembourg, and Germany, started to implement the FBMC model. 

The CWE TSOs have been working on the FBMC calculation method since 2007 and 

this methodology has been tested with 2-year off-line parallel runs. The Parallel Run 

performance report (CASC, 2015) claims that the FBMC model performs better than 

the ATC model as it significantly increases the social welfare in the day-ahead market 

and leads to more frequent price convergence between different market zones based on 

the parallel runs results. 
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Nevertheless, to fully evaluate how the FBMC model works in the European power 

markets, two crucial questions deserve careful examination. First, because the non-CBs 

are not properly monitored, flows on the non-CBs could affect the accuracy of the 

FBMC model due to Kirchhoff’s loop flow effect. It is necessary to test to what extent 

the FBMC model helps to relieve the congestion on the CBs. Second, a higher social 

welfare generally implies that more power is sold/exchanged in the market. However, 

it is possible that some contracted power in the day-ahead market could not be 

dispatched in real time due to network limitations. The following re-dispatch may lead 

to extra cost for the end consumers. Therefore, it is critical to examine whether the 

increased social welfare comes at the cost of more re-dispatching. 

The rest of the paper is organized as follows. In section 2, we provide the mathematical 

formulations of different day-ahead market clearing models (nodal pricing, FBMC, and 

ATC) as well as the real-time re-dispatch. In section 3, we discuss some formal 

relationships between the day-ahead market clearing models, illustrated by a 3-node 

example. Section 4 shows different model results in two numerical examples, a 6-bus 

test system and the IEEE 24-bus test system. Some conclusions are given in section 5. 

2. Market procedures and models 

2.1 Notation 

Sets and Indices  

݅, ݆ ∈ ܰ Set of nodes 

݈ ∈ L Set of directed lines 

௭ܰ  set of nodes belonging to zone ݖ 

 Set of critical branches ܤܥ

,ݖ ݖݖ ∈ ܼ Set of price areas 

Parameters 
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 ݖݖ zone ݖ ௭,௭௭ Upper limit on the flows from zoneܿݐܽ

 ݈ ௟ Thermal capacity limit of the line݌ܽܿ

 ௜,௭݇ݏ݃ Generation shift keys 

݀ݐ݌݊ ௟݂,௜ Node to line PTDF matrix  

݀ݐ݌ݖ ௟݂,௭ Zone to line PTDF matrix  

Variables 

 ݖݖ to ݖ ௭,௭௭ The exchange fromܺܧܤ

௟ܮܨ
ே Load flow on line ݈ in the nodal pricing model 

௟ܮܨ
ி஻ெ஼ Flows on line ݈ in the FBMC model 

 ௭ܺܧܰ The net position of a zone z 

 ௜ Net injection at node iܫܰ

ܳ௜
௦ Generation quantity (MWh/h) at node i 

ܳ௜
ௗ Load quantity (MWh/h) at node i 

௜ܲ
௦  Supply curve at node ݅ 

௜ܲ
ௗ  Demand curve at node ݅ 

ܷܩ ௜ܲ  Increased generation at node ݅ 

ܦܩ ௜ܰ  Decreased generation at node ݅ 

௜ܦܧܪܵܦܣܱܮ   Load curtailments at node ݅ 

In this section, we discuss the sequential structure and necessary procedures of day-

ahead and real time re-dispatch markets. We also state the mathematical models used 

in this paper. Generally, three distinct phases can be identified in the operational 

procedure of FBMC, i.e. pre-market coupling, market coupling and post-market 

coupling. 

2.2 Pre-market coupling 

Pre-market coupling is the preparation phase where the TSOs prepare the input for the 

day-ahead market models. The pre-market coupling starts on the evening of Day -2 and 

lasts until 10:00 on Day -1. For the FBMC model, to prepare the input data, the TSOs 
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first create a “base case” which contains the load and generation information for each 

bidding zone and the expected state of the detailed grid topology. Given the “base case,” 

the TSOs then will derive the Generation Shift Keys (GSKs), zonal PTDF matrices, 

Critical Branches (CBs), and other factors. These data are sent to the power exchanges 

and used as input for the day-ahead market. For the ATC model, the TSOs will assign 

the maximum trading volume between two connected price areas.  

We notice that there might be substantial forecast errors for these input data as they are 

collected/generated one or two days before market clearing. The inaccuracy might 

affect the performance of the day-ahead models in practice. However, in this paper, we 

do not measure the uncertainty regarding the load, generation, or network topology. We 

assume that these data are kept unchanged for all the three phases involved. 

We further assume that the results given by the nodal pricing model (i.e., the optimal 

solution and nodal prices) serve as the “base case.” The nodal pricing model is 

considered to be able to utilize all the available recourses within the network. Because 

the FBMC model originates from the nodal pricing model, results given by the nodal 

pricing model could be considered as the best possible estimation for the input data. As 

the input data in this paper are based on better predictions than what we can expect in 

practice, the results from the FBMC model should be on the optimistic side. 

Nodal pricing model 

max෍൥න ௜ܲ
ௗሺܳሻ݀ܳ െ

ொ೔
೏

଴
න ௜ܲ

௦ሺܳሻ݀ܳ
ொ೔
ೞ

଴
൩

௜

 

 

(1)

Subject to:  

௜ܫܰ ൌ ܳ௜
௦ െ ܳ௜

ௗ, ∀݅ ∈ ܰ (2)

෍ܰܫ௜
௜

ൌ 0 (3)

௟ܮܨ
ே ൌ෍݊݀ݐ݌ ௟݂,௜ ൈ

௜

,௜ܫܰ ∀݈ ∈ (4) ܮ
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หܮܨ௟
ேห ൑ ,௟݌ܽܿ ∀݈ ∈ (5) ܮ

The objective of the nodal pricing model is to maximize the social welfare, i.e., Eq. (1)). 

Net injection, ܰܫ௜, to each node i is equal to the difference between generation, ܳ௜
௦, and 

demand,	ܳ௜
ௗ, i.e., Eq.(2)). Total generation should be equal to demand (Eq. (3)), i.e. we 

are not considering losses. The nodal power transfer distribution factor,		݊݀ݐ݌ ௟݂,௜, which 

is derived from the lossless DC power flow approximation (Christie et al., 2000), 

illustrates the linearized impact on line ݈  by injecting 1 MW power at node ݅  and 

subtracting it from the reference node. The total power flow on line ݈ is given in Eq. 

(4), and it is restricted by the line thermal capacity limit in Eq. (5). 

A generation shift key (GSK) is a factor describing the most probable change in net 

injection at a node, relative to a change in the net position of the zone that it belongs to 

(Epexspot, 2011). The set of GSKs is crucial in the FBMC model (De Maere 

d’Aertrycke and Smeers, 2013). Although the GSKs should be defined before market 

clearing, in reality they cannot be known until the FBMC calculation is completed. The 

TSOs calculate the GSKs using a “base case” by predicting the anticipated grid 

topology, net positions, and corresponding power flows for each hour of the day of 

delivery. In practice, a precise procedure to define the GSKs is missing.  

In this paper, we define GSKs as the nodal weight of the net position within each zone:1 

௜,௭݇ݏ݃ ൌ
ܳ௜
௦ െ ܳ௜

ௗ

∑ ሺܳ௜
௦ െ ܳ௜

ௗሻ௜∈ே೥

, ݖ∀ ∈ ܼ, ݅ ∈ ௭ܰ (6)

ܳ௜
௦ and ܳ௜

ௗ are unknown before the market clearing, however, we use the solution given 

by the nodal pricing model (i.e., ܳ௜
௦∗ and ܳ௜

ௗ∗) to calculate the GSKs because the nodal 

pricing model is considered to best utilize the network resources. 

                                                            
1 The GSKs cannot be defined in a balanced price area (i.e., ∑ ሺܳ௜

௦∗ െ ܳ௜
ௗ∗ሻ௜∈௓ ൌ 0). 
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Next, TSOs use both GSKs and nodal PTDF matrices to calculate the zonal PTDF 

matrices, 	݀ݐ݌ݖ ௟݂,௭. The zonal PTDF matrices are used to estimate the influence of the 

net position of any zone on the lines in the FBMC model. 

݀ݐ݌ݖ ௟݂,௭ ൌ 	 ෍ ݀ݐ݌݊ ௟݂,௜ ൈ
௜∈ே೥

,௜,௭݇ݏ݃ ∀݈ ∈ ,ܮ ݖ ∈ ܼ (7)

݀ݐ݌ݖ ௟݂
௭,௭௭ ൌ ݀ݐ݌ݖ ௟݂,௭ െ ݀ݐ݌ݖ ௟݂,௭௭, ∀݈ ∈ ,ܮ ݖ ∈ ܼ, ݖݖ ∈ ܼ (8)

In the FBMC model, the physical restrictions are only imposed on the selected CBs. 

The CBs are defined as the transmissions lines that are significantly impacted by cross-

border trading (JAO.EU, 2014). A CB is considered to be significantly impacted by 

CWE cross-border trades if its maximum CWE zone-to-zone PTDF ݀ݐ݌ݖ ௟݂
௭,௭௭ (Eq. (8)) 

is larger than a fixed threshold value (JAO.EU, 2014). The TSOs publish the CBs and 

their corresponding Remaining Available Margin (RAM) before market clearing. The 

RAM is the line capacity that can be used by the day-ahead market. The RAM is 

calculated as: 

௟݉ܽݎ ൌ ௟݌ܽܿ െ ௟ܨ
ᇱ (9)

where ܿܽ݌௟ is the thermal capacity limit and ܨ௟
ᇱ includes three components: (1) flows 

caused by transactions outside the day-ahead market (e.g., re-dispatching, bilateral 

trades, forward market), (2) an adjustment value based on TSO knowledge, and (3) a 

safety margin that is needed to compensate for the approximations and simplifications 

made by the FBMC model. In this paper, we simply assume that ݉ܽݎ௟ ൌ  ௟, however݌ܽܿ

it is clear that this way of deciding the RAM leaves a lot of discretion in the hands of 

the TSOs. 
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2.3 Market coupling2 

2.2.1 FBMC model 

max෍൥න ௜ܲ
ௗሺܳሻ݀ܳ െ

ொ೔
೏

଴
න ௜ܲ

௦ሺܳሻ݀ܳ
ொ೔
ೞ

଴
൩

௜

 (10)

Subject to:  

௜ܫܰ ൌ ܳ௜
௦ െ ܳ௜

ௗ, ∀݅ ∈ ܰ (11)

෍ܰܫ௜
௜

ൌ 0 (12)

௭ܺܧܰ ൌ ෍ሺܳ௜
௦ െ ܳ௜

ௗሻ
௜∈ே೥

, ݖ∀ ∈ ܼ (13)

௟ܮܨ
ி஻ெ஼ ൌ෍݀ݐ݌ݖ ௟݂,௭ ൈ

௭

,௭ܺܧܰ ∀݈ ∈ (14) ܤܥ

หܮܨ௟
ி஻ெ஼ห ൑ ,௟݌ܽܿ ∀݈ ∈ (15) ܤܥ

The objective of the FBMC model is to maximize the social welfare (Eq. (10)). The Net 

Exchange Position of zone ݖ ௭ܺܧܰ , , is equal to the difference between the total 

generation and demand within zone ݖ (Eq. (13)). A positive sign of ܰܺܧ௭ indicates that 

zone ݖ is a net export area and a negative sign indicates a net import area. The zonal 

PTDF matrix is applied only to calculate flows on the CBs (Eq. (14)), and these flows 

are restricted to be less than the thermal capacities (Eq. (15)). 

2.2.2 ATC model 

max෍൥න ௜ܲ
ௗሺܳሻ݀ܳ െ

ொ೔
೏

଴
න ௜ܲ

௦ሺܳሻ݀ܳ
ொ೔
ೞ

଴
൩

௜

 (16)

Subject to:  

௜ܫܰ ൌ ܳ௜
௦ െ ܳ௜

ௗ, ∀݅ ∈ ܰ (17)

෍ܰܫ௜
௜

ൌ 0 (18)

                                                            
2 The models in this part are not exactly how they would be formulated in practice. In order to compare 

the different day-ahead models, including the need for re-dispatch, the detailed information about supply, 

demand and the grid are given. 
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௭ܺܧܰ ൌ ෍ ܳ௜
௦ െ ܳ௜

ௗ

௜∈ே೥

, ݖ∀ ∈ ܼ (19)

NEX௭ ൌ෍ሺܺܧܤ௭,௭௭ െ ௭௭,௭ܺܧܤ
௭௭

ሻ, ݖ∀ ∈ ܼ (20)

0 ൑ ௭,௭௭ܺܧܤ ൑ ,௭,௭௭ܿݐܽ ,ݖ∀ ݖݖ ∈ ܼ (21)

  

Compared to the FBMC model, the ATC model3 does not have specific limitations on 

any selected lines. However, it restricts the total transfer between two price areas to a 

pre-defined cap ܽܿݐ௭,௭௭, as in Eq. (21). The net position of a zone NEX௭ is equal to the 

difference of its total export and import (Eq. (20)).  

2.4 Post-market coupling (re-dispatch model) 

Though the FBMC model tries to take the real physical characteristics of the power 

system into account, it introduces more approximations and simplifications than the 

nodal pricing model. The zonal PTDF matrices do not accurately represent the 

characteristics of the power system. The GSKs are based on the prediction of the 

market-clearing results, which implies that GSKs are subject to forecast errors. It also 

assumes that any change in the zonal net injection is distributed on the nodes of the 

zone corresponding to the GSKs. Therefore, the power transfer given by the FBMC 

model is not equal to the real physical power flow4, and re-dispatch may be needed in 

order to obtain a feasible flow in the real network. 

                                                            
3 In this paper, we do not consider gaming opportunities. However, in reality, it might happen that the 

producers in a zonal market could bid at a lower price (than the marginal cost) in the day-ahead market 

to guarantee that their bids are accepted. Then, due to export constraints in the real time, the contracted 

power in the day-ahead market cannot be dispatched, and the producer will buy back power at a lower 

price (than the day-ahead price) in the re-dispatch market. This is referred to as the increase-decrease 

(inc-dec) game, and the producers can profit from this action. It is important to note that the inc-dec game 

could happen in reality and thus increase the re-dispatching cost (Holmberg and Lazarczyk (2015)). 
4 Although the “base case” in this paper is the solution of the nodal pricing model, the FBMC model is 

not necessarily converging to the nodal pricing model.  
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We would like to test whether the FBMC model could truly help to relieve the 

congestion on the CBs. If so, the need for re-dispatching should be reduced. We 

introduce the re-dispatching model to examine whether the re-dispatching cost will be 

reduced after applying the FBMC model.  

 

Figure 4-1: Example of re-dispatching 

Figure 4-1 further illustrates the mechanism of the re-dispatching model, using a two-

node example where we assume that the prices are equal after the day-ahead market 

clearing. The day-ahead market determines the clearing price and quantity based on the 

supply and demand information. The supply curve at node A is less steep than that at 

node B, which implies that the next unit power at node A is cheaper. However, we 

assume that due to network constraints, some of the contracted power at node A cannot 

be dispatched. Therefore, in order to satisfy the demand, generation at node B has to be 

increased. We assume that the generators bid at their marginal cost and that there is 

perfect price discrimination. Generators that fail to dispatch the contracted power would 

pay their saved marginal cost to the market and generators that increase their generation 

in order to satisfy the demand would be compensated by their short-run marginal cost 

of production (i.e., no economic profit is generated from the re-dispatching procedure, 

Node A 

஺݌
௦௬௦

 

ܳ஺
௦௬௦

 

Non‐dispatchable contracted power 

Node B 

஻݌
௦௬௦

ܳ஻
௦௬௦

 

Substitutive power 

Re‐dispatching cost 
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neither for generation nor for load). The increased generation that replaces the non-

dispatchable contracted power is more expensive and leads to an extra cost, which is 

shown as the area filled with green slashed lines. In our study, we assume that the re-

dispatch market is regulated in this way, i.e. there are no bids, the system operator 

simply observes the marginal cost curve of each producer, and compensates them for 

the costs that they have in the re-dispatch stage. These assumptions are conservative, 

and may give a much lower re-dispatching cost than what can be expected in practice. 

In real life, the re-dispatching cost will increase because the generators might bid at a 

higher price (i.e., marginal price plus the opportunity cost) and because other cost (e.g., 

start-up cost) would be taken into account. 

min෍න ௜ܲ
௦ሺܳሻ݀ܳ

ொ೔
ೞᇲାீ௎௉೔ାீ஽ே೔

ொ೔
ೞᇲ

௜

൅෍݈݈݋ݒ ൈ ௜ܦܧܪܵܦܣܱܮ
௜

 (22)

Subject to:  

௜ܫܰ ൌ ൫ܳ௜
௦ᇱ ൅ ܷܩ ௜ܲ െ ܦܩ ௜ܰ൯ െ ሺܳ௜

ௗᇱ െ ,௜ሻܦܧܪܵܦܣܱܮ ∀݅ ∈ ܰ (23)

෍ܰܫ௜
௜

ൌ 0 (24)

௟ܮܨ
ே ൌ෍݊݀ݐ݌ ௟݂,௜ ൈ

௜

,௜ܫܰ ∀݈ ∈ (25) ܮ

หܮܨ௟
ேห ൑ ,௟݌ܽܿ ∀݈ ∈ (26) ܮ

ܷܩ ௜ܲ, ܦܩ ௜ܰ, ௜ܦܧܪܵܦܣܱܮ ൒ 0, ∀݅ ∈ ܰ (27)

The objective of the re-dispatch model is to minimize total re-dispatch costs (Eq. (22)), 

including load-shedding, if necessary. The generation ܳ௜
௦ᇱ and the demand ܳ௜

ௗᇱ from 

the day-ahead model are used as input. Generation can be increased by ܷܩ ௜ܲ	or 

decreased by ܦܩ ௜ܰ. The option to curtail consumer’s load (	ܦܧܪܵܦܣܱܮ௡) is possible 

only when the feasibility of the re-dispatch model cannot be guaranteed. We assume 

that the marginal cost of such an option is significantly higher (݈݈݋ݒ ≫ 0ሻ than any 

other marginal generation cost. The re-dispatch model guarantees that the solution gives 

feasible flows by applying the nodal PTDF matrix and thermal capacity limits (Eq.(25) 

and (26)). 



 

61 
 

 

3. Day-ahead model relationships 

 

Figure 4-2: Day ahead market models 

Figure 4-2 gives a brief illustration of different market clearing models. Among the 

three models, the nodal pricing model needs most detailed information regarding the 

grid topology. All the elements (i.e., nodes and lines) are taken into account in the 

model. The laws of physics are applied to the whole network, and line flows are 

restricted by the thermal capacities. The topology information is only partially used in 

both the FBMC model and the ATC model. In the FBMC model, the nodes in the grid 

are divided into several price areas (zones). The laws of physics are only applied to 

certain individual lines (i.e., CBs); the other lines (i.e., non-CBs) have no physical 

restrictions. The CBs could be lines connecting two price areas (i.e., interties) or lines 

within a price area. In the ATC model, the network is also divided into several price 

areas. However, instead of using the capacity of individual lines, the ATC model limits 

power transfer between two price areas to be less than an aggregate capacity (i.e., ATC 

value). No physical restrictions are applied to lines within a price area. Therefore, 

within the same area power can be freely traded. 

B 

A 

C 

B 

A 

C 

B      

Nodal pricing model  ATC model FBMC model 
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In the following, we further discuss the relationship between these three models in 

terms of their mathematical formulations. Note from the previous section that the 

objective functions are the same in all three models.  

3.1 The nodal pricing model and the FBMC model 

Proposition 1:  

a) If the GSKs are derived from a feasible solution to the nodal pricing model, then 

this solution is also feasible in the FBMC model. 

b) If the GSKs are derived from an optimal solution to the nodal pricing model, then 

this optimal solution is feasible also in the FBMC model, and the optimal social 

surplus of the FBMC model is greater than or equal to the optimal social surplus of 

the nodal pricing model. 

c) If only a subset of lines is selected as CBs, and if  ܤܥଶ ⊆ ଵܤܥ ⊆  then the optimal ,ܮ

solution values, ݒ, are such that ݒ஼஻మ
௙௕௠௖ ൒ ஼஻భݒ

௙௕௠௖ ൒ ௅ݒ
௙௕௠௖ ൒  .௡௢ௗ௔௟ݒ

Proof: 

a) We first assume that the GSKs are derived from a feasible solution to the nodal 

pricing model (i.e., satisfying Eq. (2)-(5) in Section 2). Let ܰܫ௜
ᇱ ൌ ܳ௜

௦ᇱ െ ܳ௜
ௗᇱ be the net 

nodal injection at node ݅ for the feasible solution to the nodal pricing model, and let 

௭ᇱܺܧܰ ൌ ∑ ௜ܫܰ
ᇱ

௜∈ே೥  for any zone ݖ, where ௭ܰ is the set of nodes belonging to zone ݖ. A 

feasible solution to the nodal pricing model must satisfy the capacity constraints, i.e. 

อ෍݊݀ݐ݌ ௟݂,௜ ∙
௜

௜ܫܰ
ᇱอ ൑ ,௟݌ܽܿ ∀݈ ∈  ܮ

(28)

Using Eq. (6) and (7), the zonal PTDFs can be expressed as  
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݀ݐ݌ݖ ௟݂,௭ ൌ ෍ ݀ݐ݌݊ ௟݂,௜ ∙
௜∈ே೥

ܳ௜
௦ᇱ െ ܳ௜

ௗᇱ

∑ ൫ܳ௜
௦ᇱ െ ܳ௜

ௗᇱ൯௜∈ே೥

ൌ
∑ ݀ݐ݌݊ ௟݂,௜ ∙ ௜ܫܰ

ᇱ
௜∈ே೥

௭ᇱܺܧܰ
 (29)

If we assume that all lines are CBs in the FBMC model, from (14) and (15) we have 

that 

อ෍݀ݐ݌ݖ ௟݂,௭ ∙
௭

௭ܺܧܰ อ ൑ ௟݌ܽܿ ∀݈ ∈ (30) ܮ

Inserting (29) into (30), we get 

อ෍
∑ ݀ݐ݌݊ ௟݂,௜ ∙ ௜ܫܰ

ᇱ
௜∈ே೥

௭ᇱܺܧܰ
∙

௭

௭อܺܧܰ ൑ ௟݌ܽܿ ∀݈ ∈ (31) ܮ

If ܰܺܧ௭ ൌ    for all z, then Eq. (31) simplifies to	௭ᇱܺܧܰ

อ෍݊݀ݐ݌ ௟݂,௜ ∗ ௜ܫܰ
ᇱ

௜∈୒

อ ൑ ௟݌ܽܿ ∀݈ ∈  ܮ
(32)

which is satisfied for a feasible solution to the nodal pricing model. 

b) It follows from a) that if we use an optimal solution to the nodal pricing model to 

derive the GSKs, then this optimal solution will be feasible in the resulting FBMC 

model. Since the objective functions of the two models are the same, the optimal 

solution of the FBMC model must be at least as good as the optimal solution of the 

nodal pricing model. 

c) The last inequality follows from b). Since the feasible area of the FBMC model is 

convex, the optimal solution values cannot decrease if we remove constraints from the 

model formulation.  

3.2 The nodal pricing model and the ATC model 
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Proposition 2: 

a) If the ATC-capacities, ܽܿݐ௭,௭௭, are greater than or equal to the sum of the thermal 

capacities of the individual lines across the interface, then the ATC model is a 

relaxation of the nodal pricing model. 

b) If the ATC-capacities, ܽܿݐ௭,௭௭, are greater than or equal to the sum of the power 

flow going from zone z to zone zz in the optimal solution to the nodal pricing model, 

then the optimal social surplus of the ATC model is greater than or equal to the 

optimal social surplus of the nodal pricing model. 

Proof: 

a) The thermal constraints (i.e., Eq. (5)) imply that the sum of power going from zone 

z to zone zz is less than or equal to the sum of thermal capacities in any feasible solution 

to the nodal pricing model. Therefore, if the value of the ܽܿݐ௭,௭௭ is set to be greater than 

or equal to the sum of thermal capacities, any solution that is feasible in the nodal 

pricing model will also be feasible in the ATC model.  

b) If we assume that the value of the ܽܿݐ௭,௭௭ is greater than or equal to the sum of power 

going from zone z to zone zz in the optimal solution to the nodal pricing model, then 

this solution to the nodal pricing model will always be feasible in the ATC model (Eq. 

(16) to (21)). In this case, the ATC model will have an optimal social surplus, which is 

greater than or equal to the optimal social surplus of the nodal pricing model. 

3.3 Example with 3 nodes 

We illustrate the relationships between the different congestion management methods 

for the day-ahead market by using a 3-node example as displayed in Figure 4-3. The 

nodes are connected by 3 identical lines (i.e., with the same thermal capacity and 

admittance). The network is divided into two zones, zone z1 with node 1 and zone z2 
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with nodes 2 and 3. We let Qi denote net injection into node i, Qi > 0 representing net 

generation and Qi < 0 representing net withdrawal (demand).  

 

Figure 4-3: 3 node example 

a) Nodal pricing model constraints 

We assume node 1 to be the reference node and the corresponding nodal PTDFs are 

given in Table 4-1.  

LINE ݊݀ݐ݌ ௟݂,ଵ ݊݀ݐ݌ ௟݂,ଶ ݀ݐ݌݊ ௟݂,ଷ 

21 0 
ଶ
ଷ
 ଵ

ଷ
 

31 0 
ଵ
ଷ
 ଶ

ଷ
 

23 0 
ଵ
ଷ
 ି

ଵ
ଷ
 

Table 4-1: nodal PTDF for the 3 node example 

The nodal pricing constraints for the three lines are 

െ40 ൑ ଶ
ଷ
ܳଶ ൅

ଵ
ଷ
ܳଷ ൑ 40 (33)

െ40 ൑ ଵ
ଷ
ܳଶ ൅

ଶ
ଷ
ܳଷ ൑ 40 (34)

െ40 ൑ ଵ
ଷ
ܳଶ െ

ଵ
ଷ
ܳଷ ൑ 40 (35)

 

b) ATC model constraints 

1 

2

3

40 
40 

40 

z1 

z2 

Q
1
 

Q
2
 

Q
3
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In the ATC model, only the transfer over the interface between the two zones is 

constrained 

െܥܶܣ ൑ ܳଶ ൅ ܳଷ ൑ (36) ܥܶܣ

In practice, setting the ATC transfer capacities between the areas is a challenging task. 

On the one hand, setting a too high capacity will typically result in infeasible flows, 

while setting it too low may constrain the system unnecessarily. In the example, we 

discuss two possibilities: The first is to sum the individual capacities for all the 

connecting lines (i.e., 80 in our example), and the second is to use a more restrictive 

value, taking into account the possibility of a "worst case" distribution of supply and 

demand within the zones (i.e., 60 in our example)5. In the example, it seems reasonable 

to use an ATC value between 60 and 80, however in practice, the ATC transfer limit 

may be even lower than 60, for instance in order to relieve intra-zonal constraints. 

Maximum capacity:       െ80 ൑ ܳଶ ൅ ܳଷ ൑ 80 (37)

"Worst case" capacity:			െ60 ൑ ܳଶ ൅ ܳଷ ൑ 60      (38)

c) FBMC model constraints 

We follow the procedure described, and start by defining the GSKs. For node 1, the 

GSK is equal to 1, and the PTDFs for zone 1 are zero for all lines. For nodes 2 and 3, 

the GSKs can be defined as 

Node 2: 
ொమ
ᇲ

ொమ
ᇲାொయ

ᇲ ൌ (39) ߙ

Node 3: 
ொయ
ᇲ

ொమ
ᇲାொయ

ᇲ ൌ 1 െ (40) ߙ

                                                            
5 Since in a zonal pricing context we do not know exactly where supply and demand bids are located, the 

“worst case” refers to a situation where generation and load is located in the most unfavorable way. In 

the example, if zone 2 is the exporting zone, the worst possible case is if all net generation was located 

in one of the nodes 2 or 3. If so, the maximum net generation that is feasible in the nodal model, would 

be 60 units (⅔ ∙ 60 = 40). Setting the ATC transfer capacity at 60, would then secure that the net transfer 

is feasible in the nodal model, no matter how generation is distributed over the nodes in zone 2. 
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The PTDFs for zone 2 are then calculated by using the GSKs and the nodal PTDFs 

݀ݐ݌ݖ ଶ݂ଵ
௭ଶ ൌ ଵ

ଷ
∙ ߙ ൅ ଵ

ଷ
 (41)

݀ݐ݌ݖ ଷ݂ଵ
௭ଶ ൌ െଵ

ଷ
∙ ߙ ൅ ଶ

ଷ
 (42)

݀ݐ݌ݖ ଶ݂ଷ
௭ଶ ൌ ଶ

ଷ
∙ ߙ െ ଵ

ଷ
 (43)

Assuming all three lines are critical, the FBMC model constraints are the following  

െܴܯܣଶଵ ൑ ሺଵ
ଷ
ߙ ൅ ଵ

ଷ
ሻ ∙ ሺܳଶ ൅ ܳଷሻ ൑ ଶଵ (44)ܯܣܴ

െܴܯܣଷଵ ൑ ሺെଵ
ଷ
ߙ ൅ ଶ

ଷ
ሻ ∙ ሺܳଶ ൅ ܳଷሻ ൑ ଷଵ (45)ܯܣܴ

െܴܯܣଶଷ ൑ ሺଶ
ଷ
ߙ െ ଵ

ଷ
ሻ ∙ ሺܳଶ ൅ ܳଷሻ ൑ ଶଷ (46)ܯܣܴ

The exact constraints depend on the value of α (the GSKs). However, we also notice 

that the FBMC model limits the sum of Q2 and Q3, and thus, like the ATC model, is not 

able to distinguish between the effects of net injections in node 2 versus node 3.  

If ߙ ൌ భ
మ
 and ܴܯܣ௟ ൌ  ௟, then the constraints for the three critical branches are݌ܽܿ

െ40 ൑ ଵ
ଶ
∙ ܳଶ ൅

ଵ
ଶ
∙ ܳଷ ൑ 40 (47)

െ40 ൑ ଵ
ଶ
∙ ܳଶ ൅

ଵ
ଶ
∙ ܳଷ ൑ 40 (48)

െ40 ൑ 0 ∙ ሺܳଶ ൅ ܳଷሻ ൑ 40 (49)

The two first constraints (for lines 21 and 31) are identical and equal to the ATC 

constraint, with ATC value of 80. The last equation (for line 23) is always satisfied, and 

not constraining in this case. 

If we assume inelastic demand equal to 70 located in node/zone 1, and that the marginal 

cost for generation is low in node 2 and high in node 3, we obtain the following optimal 

solutions from the three models: 
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Nodal pricing: ሺܳଵ
∗, ܳଶ

∗, ܳଷ
∗ሻ ൌ ሺെ70, 50, 20ሻ

ATC, capacity 80: ሺܳଵ
∗, ܳଶ

∗, ܳଷ
∗ሻ ൌ ሺെ70, 70, 0ሻ  

ATC, capacity 60: No solution 
FBMC: ሺܳଵ

∗, ܳଶ
∗, ܳଷ

∗ሻ ൌ ሺെ70, 70, 0ሻ  

In Figure 4-4 we show the feasible areas for the different congestion management 

models, varying the “base case” used to calculate the GSKs and the ATC transfer 

capacities. Since the energy balance implies that ܳଵ ൌ െሺܳଶ ൅ ܳଷሻ, we only need to 

consider the Q2 and Q3 variables. 

In Figure 4-4-a, we use (ܳଵ′, ܳଶ′, ܳଷ′) = (െ70,70,0) as the “base case”, and the ATC 

transfer capacity is set to 80. We notice that the feasible area of the ATC model covers 

the feasible points of the nodal pricing model, consistent with the ATC model being a 

relaxation of the nodal pricing model. The FBMC model on the other hand, includes 

points that are both feasible and infeasible in the nodal pricing model. Moreover, not 

all feasible solutions to the nodal pricing model are feasible in the FBMC model. Even 

if the “base case” is not feasible in neither the nodal pricing model nor the FBMC model, 

it still generates feasible points in the FBMC model.  

In Figure 4-4-b, the ATC transfer capacity is reduced to 40, and the ATC model is no 

longer a relaxation of the nodal pricing model.  

In Figure 4-4-c, we change the “base case” to (ܳଵ′, ܳଶ′, ܳଷ′) = (െ5,70,െ65). The ATC 

transfer capacity is 80. We find that the feasible area of the FBMC model is very 

restricted compared to the previous “base case”. However, the new “base case” is now 

included in the feasible area of the FBMC model, showing that nodal feasibility is not 

a necessary condition for the “base case” to be feasible in the FBMC model. 

In Figure 4-4-d, we use the optimal solution to the nodal pricing model in the example 

above, i.e. (ܳଵ′, ܳଶ′, ܳଷ′) = (െ70,50,20), as the “base case”. The “base case” is now 

included in the feasible areas of both the nodal pricing and the FBMC models, 

consistent with Proposition 1. The figure also illustrates that the FBMC model does not 
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cover the feasible area of the nodal pricing model, showing that the FBMC model is 

not a relaxation of the nodal pricing model, even if a feasible solution to the nodal 

pricing model is used as the “base case”. 

(a)        (b) 

 

(c)        (d) 

Figure 4-4: Feasible areas of the different dispatch models 
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The discussion above regarding the feasible areas of the FBMC model shows the 

importance of the choice of GSKs. 

4. Numerical Examples 

In this section, we follow the market procedures as discussed in Section 2 and use a 6-

bus test system and the IEEE 24-bus test system (Subcommittee, 1979) to illustrate the 

impact of the implementation of the FMBC model. 

4.1 A 6-bus test system 

 

Figure 4-5: A 6-bus test system 

We first consider a 6-bus network example as shown in Figure 4‐5. This example is 

used in Chao and Peck (1998) and De Maere d’Aertrycke and Smeers (2013). 

Generation is located at buses 1, 2 and 4, while load is located at buses 3, 5 and 6. The 

supply and demand bids are assumed to be linear in quantity q, and they are given in 

Table 4-2. The parameters regarding the topology are shown in Table 4-3. The network 

is divided in a western (W) and eastern (E) zone, as shown in Figure 4‐5. 

Bus-ID Supply Bids Bus-ID Demand Bids 
1 10+0.05q 3 37.5-0.05q 
2 15+0.05q 5 75−0.1q 
4 42.5+0.025q 6 80−0.1q 

Table 4-2: Bid functions for generation and load for the 6-bus system 

 

1 

2

3 4

5 

6 

W  E 
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 From 
Bus-ID 

To 
Bus-ID 

Area Impedance Capacity Power flow 
(nodal pricing solution) 

Line1 1 2 W 1 125 0 
Line2 1 3 W 1 125 100 
Line3 1 6 Intertie 2 200 200 
Line4 2 3 W 1 125 100 
Line5 2 5 Intertie 2 250 200 
Line6 4 5 E 1 125 100 
Line7 4 6 E 1 250 100 
Line8 5 6 E 1 125 0 

Table 4-3: Line parameters 

Bus 1 is selected to be the reference node and the node-to-branch PTDF matrix is shown 

in Table 4-4. We solve the nodal pricing model and get the net input for each bus. We 

derive the GSKs as in Eq. (6) to determine the weight for each bus as shown in Table 

4-5. 

Bus 1 Bus 2 Bus 3 Bus 4 Bus 5 Bus 6 
Line1 0 -0.583 -0.292 -0.292 -0.333 -0.250 
Line2 0 -0.292 -0.646 -0.146 -0.167 -0.125 
Line3 0 -0.125 -0.063 -0.563 -0.500 -0.625 
Line4 0 0.292 -0.354 0.146 0.167 0.125 
Line5 0 0.125 0.063 -0.438 -0.500 -0.375 
Line6 0 -0.042 -0.021 0.479 -0.167 0.125 
Line7 0 0.042 0.021 0.521 0.167 -0.125 
Line8 0 0.083 0.042 0.042 0.333 -0.250 

Table 4-4: Node-to-branch PTDF matrix (Bus 1 is set to be the reference node) 

 

Table 4-5: Generation shift keys 

Bus-ID  
Net Input 

(nodal  pricing )
Price 

(nodal  pricing )
 GSKs 

1 
W 

ଵ,ே݇ݏ݃ 25 300 0.75 
ଶ,ே݇ݏ݃ 30 300 2 0.75 
ଷ,ே݇ݏ݃ 27.5 200- 3 -0.5 
4 

E 
 ସ,ௌ -0.5݇ݏ݃ 47.5 200

 ହ,ௌ 0.75݇ݏ݃ 45 300- 5
 ଺,ௌ 0.75݇ݏ݃ 50 300- 6
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Using the GSKs and the node-to-branch PTDF matrix we calculate the zone-to-branch 

PTDF matrix (Eq. (7)).The zone-to-branch PTDF matrix is given in Table 4-6. Based 

on the PTDF matrix, the TSOs then decide the CBs. We notice that the zone-to-branch 

PTDF matrix changes as the reference node changes. However, the zone-to-zone PTDF 

matrix ݀ݐ݌ݖ ௟݂
௭,௭௭ (Eq. (8)) remains the same even when the reference node changes6. 

The zone-to-zone PTDFs, ݀ݐ݌ݖ ௟݂
௭,௭௭, could be interpreted as the influence on line	݈ 

when transferring one unit of power from zone z to zone zz. This also indicates that in 

practice, the TSOs need to predict on which borders the international transfers happen 

in order to identify the CBs. This increases the difficulties in implementing the FBMC 

model. 

 W E W→E Area CB 
Line1 -0.292 -0.292 0 W 
Line2 0.104 -0.146 0.25 W 
Line3 -0.063 -0.563 0.5 Intertie ***
Line4 0.396 0.146 0.25 W 
Line5 0.063 -0.438 0.5 Intertie ***
Line6 -0.021 -0.271 0.25 E 
Line7 0.021 -0.229 0.25 E 
Line8 0.042 0.042 0 E 

Table 4-6: Zone-to-branch PTDF 

CBs are those transmissions lines which are significantly impacted by cross-border 

trades. We select the lines with the highest values of zone-to-zone PTDFs as the CBs. 

In this example, lines 3 and 5 are chosen as the CB candidates. Both lines have the same 

highest zone-to-zone PTDF value among all the lines. We test whether these two lines 

are equally important in the FBMC model. We simulate three cases separately: either 

of the two CB candidates is chosen as the CB, and both candidates are chosen. The 

results are given in Table 4-7. We find that when line 3 is selected as the CB, the 

solutions are the same regardless of whether line 5 has been chosen or not. The reason 

                                                            
6 This can be proved based on the fact that the sum of GSKs for a zone is constant and equal to 1, and 

the difference between two nodal PTDFs is the same regardless of the choice of reference node. 
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is that line 3 is the bottleneck of the system. Power exchange between areas W and E 

is mainly limited due to the lack of thermal capacity on line 3. Only 400 MW power 

can be traded between these two areas. 

 CB=3 CB=5 CB=3,5 
Nodal 
pricing 

Price (W) 27.5 29.17 27.5 27.5* 
Price (E) 47.5 45.83 47.5 47.5* 

Social Surplus① 23187.50 25020.83 23187.50 23000 
Re-dispatching cost② 250.95 2176.87 250.95 0 

① -② 22936.55 22843.96 22936.55 23000 
W→E(power exchange) 400 500 400 400 

Total generation 800 800 800 800 
 *

Supply volume weighted average price

Table 4-7: Results for 6-bus system 

In the case when only line 5 is selected as the CB, power exchange increases to 500MW. 

This reduces the price difference and increases the social surplus given in the FBMC 

model. However, when we take the post-market coupling into account, re-dispatching 

cost increases significantly. We re-calculate the social surplus by subtracting the re-

dispatching cost. We find that this case has the lowest social surplus when taking into 

account the re-dispatch cost. 

This example shows the importance of choosing the “right” CBs before market clearing 

in the FBMC model. Based on the zone-to-zone PTDF matrices, both lines 3 and 5 

show equal importance in terms of inter-zonal trading. However, the results reveal that 

line 3 is actually more important. If only line 5 is selected, a higher re-dispatch cost 

occurs, which leads to lower social surplus. In such a case, the end-consumers might 

have to bear the cost. 

We further compare the FBMC model to the ATC model. We set the ATC value to 400 

MW in the ATC model. That is to limit the maximum trading volume between W and 

E to 400 MW (the total capacity for the interties is 450 MW). We find that the solutions 
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are exactly the same for both the ATC and FBMC models. This indicates that the FBMC 

model does not necessarily outperform the ATC model in terms of relieving the 

congestion on the CBs in this example. 

Both the ATC model7 and the FBMC model give a higher objective function value than 

the nodal pricing model (see Proposition 1 and 2). However, after taking the re-dispatch 

cost into account, the nodal pricing model gives the highest social surplus. 

4.2 The IEEE 24-bus test system 

We next apply the FBMC model to the IEEE 24-bus test system with topology shown 

in Figure 4-6. The supply and demand bid functions are derived from Deng et al. (2010) 

and shown in Table 4-8. Generators are located at buses 1, 4, 7, 11, 13, 15, 17, 21, 22 

and 23. Loads are at the rest of the buses.  

Bus-ID Supply Bids Bus-ID Demand Bids 
1 15.483+0.0150q 2 65.000−0.0820q 
4 20.000+0.0161q 3 75.517−0.1129q 
7 12.555+0.0352q 5 63.000−0.0925q 
11 29.000+0.0362q 6 42.289−0.0847q 
13 39.859+0.1012q 8 62.517−0.1016q 
15 29.678+0.0220q 9 50.517−0.0876q 
17 23.180+0.0295q 10 59.517−0.0502q 
21 30.031+0.0270q 13 45.289−0.0733q 
22 20.966+0.0268q 14 64.517−0.0851q 
23 35.330+0.0552q 16 58.289−0.1146q 
  18 76.547−0.0792q 
  19 72.517−0.0682q 
  20 63.289−0.1033q 
  24 72.289−0.0733q 

Table 4-8: Bid functions of generation and load for IEEE24 system 

Previous research shows that in order to properly implement the ATC model, a zone 

should be aggregated in such a way that congestion seldom happens within the zone. 

                                                            
7 The total volume of power transfer between the two price areas is the same in both the ATC and the 

nodal pricing models. 



 

75 
 

 

This might also be a critical issue in the FBMC model. However, in the European power 

market, most of the price areas are currently defined according to the national 

boundaries. Therefore, we do not study how to partition the nodes in this IEEE 24-bus 

system. We arbitrarily divide the system into two areas S and N. The S area contains 

buses 1 to 10 and the N area contains buses 11 to 24. We follow the same procedure as 

we demonstrated in the 6-bus system to find the CBs. We choose 6 lines (the red lines 

in Figure 4-6) which are considered to be most affected by cross-border trades indicated 

by the zone-to-zone PTDF matrix. 

 

Figure 4-6: IEEE 24 network 

As shown in Table 4-9, compared to the nodal pricing model, the FBMC model has a 

higher social surplus (i.e., objective value) as indicated by Proposition 1. However, the 

cost per unit of electricity that a customer pays could be much higher if the re-dispatch 

cost is taken into account. The power in the N area is generally cheaper than that in the 

S area. Due to the effect of Kirchhoff's law however, the power flow goes from the S 

area (high-price area) to the N area (low-price area) in the nodal pricing model. 

1
2 

7

3 

4 
5 8 

6 10 9 

24 11 12 

13 

23 20 19 

15 

16 

17 

18 

 

22 

14 

N 

S 



 

76 
 

 

However, this is not the case in neither the FBMC model nor the ATC model. Power 

flow goes from the N area (low-price area) to the S area (high-price area) regardless of 

Kirchhoff's laws. Therefore, the FBMC model is not working as well as the nodal 

pricing model in terms of following the physical constraints. This example also shows 

that proper partitioning of zones is an important issue to study even when implementing 

the FBMC model. 

 ATC FBMC 
Nodal 
pricing 

Price (N) 34.205 33.994 24.313* 
Price (S) 37.314 37.444 38.941* 

Social Surplus($) 104165 104044 90273 
Re-dispatching cost($) 

(Gernetation part) 
14353 14099 0 

Load shedding(MW) 202 207 0 
N→S(power 

exchange)(MW) 
380 343 -343 

Unit cost 32.229 32.232 28.464 
*

Supply volume weighted average price 

Table 4-9: Results for IEEE24 system 

We then compare the FBMC results to the ATC model in which the ATC value is set 

to 380 MW. We find that the net inter-zonal power exchange is 343 MW in the FBMC 

model compared to 380 MW in the ATC model. Moreover, the average cost for each 

unit power is slightly higher in the FBMC model. We further check the physical power 

flow given by solutions to the day-ahead markets. We use Eq.(4) to calculate the 

physical power flow by fixing the value of nodal load and generation given by the day-

ahead market models (i.e., ATC and FBMC models). From the results in Table 4-10, 

we notice that 3 out of 6 selected CBs are congested in both the ATC and FBMC models. 

In this example, applying the FBMC model does not help these lines to become 

congestion-free. We even find that two of these three lines become more congested in 

the FBMC model than in the ATC model. 
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 From To Line Capacity
Actual Flow

(ATC) 
Actual Flow 

(FBMC) 
CB 1 7 8 350 615 609 
CB 2 15 21 1000 -353 -360 
CB 3 15 24 500 392 400 
CB 4 16 17 500 -510 -519 
CB 5 16 19 500 537 543 
CB 6 21 22 500 -366 -369 

Table 4-10: Actual flow for CBs 

5. Conclusions 

In this paper we discuss the FBMC model, which has recently been implemented in 

parts of the European electricity market. We illustrate the relationships between the 

various congestion management models in a 3-node example, and further test the 

FBMC model in a 6-bus system, as well as the IEEE 24-bus test system. In the paper 

we simplify the model to a great extent by neglecting the uncertainties regarding the 

load, generation, and network topology. However, we still find results showing that it 

is difficult to implement the FBMC model appropriately. Therefore, it might be a great 

challenge to apply the FBMC model in the current European power system. 

We find it difficult to identify the CBs simply based on the zonal PTDF matrix. It 

requires that the TSOs forecast directions of the cross-border power exchange. 

Moreover, the TSOs might choose the wrong CBs based on the information given by 

the zonal PTDF matrix. In our example, a higher social surplus in the day-ahead market 

could occur if CBs are not correctly defined. However, this selection leads to a high re-

dispatch cost in the post market coupling. This could do harm to the end-consumers as 

they might have to bear the high re-dispatch cost. We also find that the FBMC model 

does not necessarily outperform the ATC model in terms of helping to relieve the 

congestion and to better utilize the resources within the network.  
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We find that price areas are currently defined according to the national boundaries in 

the European power market, and that this might lead to power being exchanged in the 

wrong direction. This happens not only in the ATC model, but also in the FBMC model. 

This is an important issue to study when implementing the FBMC model.  
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The Flow-Based Market Coupling Model and the Bidding Zone Configuration 

Endre Bjørndal§, Mette Bjørndal§, Hong Cai§‡ 
 

Abstract: In May 2015, the Flow-Based Market Coupling (FBMC) model replaced the 

Available Transfer Capacity (ATC) model in Central Western Europe to determine the 

power transfer among bidding zones in the day-ahead market. It might be easier to 

change the bidding zone configuration in the FBMC model than in the ATC model as 

the FBMC model does not need to determine the maximum trading volume between two 

bidding zones. In our study, we run a simulation in the IEEE RTS 24-bus test system 

and examine how the bidding zone configurations affect the performance of both the 

FBMC and ATC models. We show that by improving the zone configuration, the FBMC 

model outperform the ATC in terms of reducing the re-dispatching cost only when the 

systems operators have a higher level of cooperation in the real-time market. Our 

results also indicate that better cooperation among the system operators would help to 

reduce the need for load shedding. 

1. Introduction 

A large amount of renewable energy has been installed in the EU countries in order to 

meet the renewable energy target of the Renewable Energy Directive 2009/28/EC. 

However, promotion of renewable energy sources has greatly challenged the current 

power systems. As the operation cost of renewable energy is usually much lower than 

conventional energy, it is placed in the beginning of the merit order curve in the day-

ahead market and therefore, has priority access to the power network. However, the 

forecast errors of renewable energy have led to more network congestion and a higher 

requirement of back-up capacity in real time. Furthermore, the installed renewable 

power plants are usually located in places without sufficient consumption (e.g., off-

shore wind turbines), and the utilization of such energy often requires long distance 

transportation. This creates an extra burden for the network and may exacerbate 

congestion. For instance, the impact of wind energy on network congestion has been 
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observed in the German electricity network, in which huge amount of power is 

transported from the northern part where the main installations of wind turbines are 

located, to the southern and mid-western parts where the demand is high (Deutscher 

Bundestag, 2010). 

Since February 2014, the EU has launched its most ambitious market coupling project 

to date by using a single price coupling algorithm, which is called EUPHEMIA 

(acronym of Pan-European Hybrid Electricity Market Integration Algorithm) (EPEX 

SPOT et al. 2013). This project now involves power exchanges including APX/Belpex, 

EPEX SPOT, GME, Nord Pool Spot, OMIE, and OTE (NordPool 2014), which 

accounts for more than 75% of European electricity demand. One advantage of an 

integrated European power market is that it could help to better handle the renewable 

energy in the power system by matching supply and demand across a much wider 

market. 

One crucial question in order to integrate the European power markets is to find a 

solution to manage the cross-border network congestion efficiently. Currently, most of 

the European countries rely on the ATC (Available Transfer Capacity) model to process 

power exchange with the other countries, and this model assumes that power can be 

directly transferred between any two locations within a bidding zone. Only a pre-

defined ATC value is used to limit the maximum commercial trading volume between 

two bidding zones in the day-ahead market.  

The ATC model has been criticized for a long time due to some of its features. Firstly, 

the ATC model does not take the physical characteristics of electricity into account. In 

contrast, in the real-time dispatch, power flows between any two locations have to 

follow the paths resulting from Kirchhoff's laws and are also restricted by the thermal 

limit of the transmission lines. The ATC model in the day-ahead market thus is not able 

to give correct information regarding the physical power flows in the system. Secondly, 

it is rather challenging to decide a proper ATC value between bidding zones. Generally, 

a high ATC value might promote the commercial transaction opportunities but could 

induce more network congestion, while a low value will unnecessarily limit the 
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commercial transfer and reduce power network utilization. Furthermore, Bjørndal et al. 

2017 find that in the cases where the penetration level of renewable energy is high, even 

a very low ATC value might not truly help to restrict physical power exchange. Thirdly, 

previous research shows that in order to properly implement the ATC model, a zone 

should be aggregated in a way such that congestion seldom happens within the zone. 

Bjørndal and Jörnsten (2001) show that the results of the ATC model could be greatly 

affected by the zonal configuration. However, currently most of the bidding zones are 

aggregated according to the national boundaries and stay unchanged during the market 

clearing procedures, and bottlenecks may occur frequently within a bidding zone. 

In recent years, as more and more renewable energy has been connected to the power 

system, it is required that the power flows should be more accurately monitored. 

Leuthold et al. (2008) have shown that the ATC model is not the best option in terms 

of integrating the wind and solar power into the grid. In May 2015, a so called “Flow-

Based methodology” Market Coupling (FBMC), which was developed by the European 

TSOs (Schavemaker et al. 2008), was implemented to replace the ATC model in Central 

Western Europe (CWE), a region consisting of the Netherlands, Belgium, France, 

Luxembourg, and Germany. Van den Bergh et al. (2016) give a description of the 

FBMC model. The FBMC model applies the physical limitations (e.g., the Kirchhoff's 

law and the thermal limit) to certain transmission lines (i.e., the critical branches). The 

system operators aim to have better control over the power flow given the fact that the 

physical constraints are imposed on the important transmission lines during the day-

ahead market clearing. 

Compared to the ATC model, in the FBMC model, the system operators do not need to 

limit the maximum power exchange volume between bidding zones in the day-ahead 

market. In the perspective of mathematical formulations, the FBMC model only 

directly imposes limitations on selected transmission lines, which are called critical 

branches (CBs) that are most likely to be the bottlenecks in the system. Therefore, it 

might be easier for the TSOs to change the configuration of bidding zones using the 

FBMC model and achieve a better market outcome. This raises the research question 
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for this paper. We would like to test whether the FBMC model will outperform the ATC 

model by testing different zonal configuration. Currently, the bidding zones are defined 

mostly according to the national boundaries. The way to define the bidding zones might 

be a crucial point to implement the FBMC model successfully. In this paper, we test 

whether higher efficiency could be achieved for the FBMC model by improving the 

zonal configuration. 

The rest of the paper is organized as follows. In section 2 we provide the mathematical 

formulations of different day-ahead market clearing models (nodal pricing, FBMC, and 

ATC) as well as real-time redispatch. In section 3 and 4 we describe the data and  show 

different model results in the numerical examples. Some conclusions are given in 

section 5. 

2. Markets, Assumptions and Models 

Generally, three distinct phases can be identified in the operational procedure of the 

markets. That is the preparation phase, the day-ahead market coupling phase and the 

real-time re-dispatching phase. The preparation phase is where the TSOs prepare the 

input for the market coupling models (e.g., the ATC and FBMC models in the European 

markets). In the day-ahead market coupling phase, the market coupling models will 

produce output, such as prices and contracted power. However, due to the supply and 

load uncertainties and the incompleteness of the market coupling models (e.g., physical 

characteristics of the power system are not fully taken into account), re-dispatching is 

needed in order to guarantee a congestion free network in the real time. The contracted 

power in the day-ahead market might be adjusted. This would induce an extra cost. The 

cost of re-dispatching is an important index to evaluate the performance of the market 

coupling models. 
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Sets and Indices  

݅, ݆ ∈ ܰ Set of nodes 

݈ ∈ L Set of lines 

௭ܰ  set of nodes belonging to zone ݖ 

 Set of critical branches ܤܥ

,ݖ ݖݖ ∈ ܼ Set of independent price zones 

Parameters 

 ݖݖ zone ݖ ௭,௭௭ Upper limit on the flows from zoneܿݐܽ

 ݈ ௟ Thermal capacity limit of the line݌ܽܿ

 The cost of loadshedding ݐݏ݋ܿݏ݈

݀ݐ݌݊ ௟݂,௜ Node to line PTDF matrix  

 ௜݀݊݅ݓݍ
Expected wind generation at node ݅ (bidding volume) in the day-

ahead market 

 ௜ Wind generation at node ݅ in real time݀݊݅ݓݍݎ

݀ݐ݌ݖ ௟݂,௭ Zone to line PTDF matrix  

Variables 

 ݖݖ to ݖ ௭,௭௭ The Exchange from bidding zoneܺܧܤ

௟ܮܨ
ே Load flow on line ݈ in the nodal pricing model 

௟ܮܨ
ி஻ெ஼ Flows on line ݈ in the FBMC model 

ܷܩ ௜ܲ Increased generation at node ݅ 

ܦܩ ௜ܰ Decreased generation at node ݅ 

 ݅ ௜ Load curtailments at nodeܦܧܪܵܦܣܱܮ

 ݅ ௜ Wind curtailments at nodeܦܧܪܵܦܰܫܹ

 ௜ Net injection at node iܫܰ

ܳ௜
௦ Conventional Generation quantity (MWh/h) at node i 

ܳ௜
ௗ Load quantity (MWh/h) at node i 

௜ܲ
௦  Supply bid curve at node ݅ 

௜ܲ
ௗ  Demand bid curve at node ݅ 
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2.1 The ATC model1 

max෍ሺන ௜ܲ
ௗሺܳሻ݀ܳ െ

ொ೔
೏

଴
න ௜ܲ

௦ሺܳሻ݀ܳ
ொ೔
ೞ

଴௜

ሻ (1) 

Subject to:  

௜ܫܰ ൌ ܳ௜
௦ ൅ ௜݀݊݅ݓݍ െ ܳ௜

ௗ, ∀݅ ∈ ܰ (2) 

௭ܺܧܰ ൌ ෍ ௜ܫܰ
௜∈ே೥

, ݖ∀ ∈ ܼ (3) 

෍ܰܺܧ௭
௭∈௓

ൌ 0 (4) 

NEX௭ ൌ෍ሺܺܧܤ௭,௭௭ െ ௭௭,௭ܺܧܤ
௭௭

ሻ, ݖ∀ ∈ ܼ (5) 

0 ൑ ௭,௭௭ܺܧܤ ൑ ,௭,௭௭ܿݐܽ ,ݖ∀ ݖݖ ∈ ܼ (6) 

The objective of the ATC model is to maximize the social welfare (Eq.(1)). The Net 

Exchange Position of zone ݖ ௭ܺܧܰ   is equal to the difference between the total 

generation (i.e., the conventional generation ܳ௜
௦  and wind generation, ݀݊݅ݓݍ௜ ) and 

demand within zone ݖ (Eq.(2) and (3)). The volume of wind generation is the expected 

value of the real time wind power and is given exogenously.2 The whole system has to 

be balanced (Eq. (4)). A positive sign of ܰܺܧ௭ indicates that zone ݖ is a net export zone 

and a negative sign indicates a net import zone. The net position of a zone NEX௭ is 

equal to the difference of its total export and import (Eq. (5)). The total transfer between 

two bidding zones is limited to a pre-defined cap ܽܿݐ௭,௭௭, as in Eq. (6). 

2.2 The FBMC model  

The FBMC model is a simplification of the nodal pricing model using PTDFs or power 

transfer distribution factors. Although the nodal pricing model has been successfully 

implemented in many regions and countries, such as Pennsylvania – New Jersey- 

                                                            
1 In practice, the model will not be solved like this, since the location on nodes is not known, only the 

zonal location of a bid is given. 
2 Using the expected wind power may not be the optimal bidding strategy for the wind generators or the 

system as a whole. However, in this paper, we do not investigate the bidding strategy for the wind 

generators in the day ahead market. See Bjørndal et al. (2016) 
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Maryland (PJM), California, and New Zealand, it has not been implemented in any of 

the European countries. It is considered as an effective method of handling network 

congestion. The nodal pricing model takes the physical and technical constraints in the 

whole network into account, which would help to limit the needs for re-dispatching and 

reduce the corresponding cost. Furthermore, it gives the correct incentives for future 

investments by reflecting the value of scarce transmission capacity (Hogan 1992). In 

its simplified version (i.e., the FBMC model), the physical limitations are only applied 

to part of the network. We display the connections and differences between these 

models below. 

2.2.1 Nodal pricing model 

max෍ሺන ௜ܲ
ௗሺܳሻ݀ܳ െ

ொ೔
೏

଴
න ௜ܲ

௦ሺܳሻ݀ܳ
ொ೔
ೞ

଴௜

ሻ 

 

(7) 

Subject to:  

௜ܫܰ ൌ ܳ௜
௦ ൅ ௜݀݊݅ݓݍ െ ܳ௜

ௗ, ∀݅ ∈ ܰ (8) 

෍ܰܫ௜
௜

ൌ 0 (9) 

௟ܮܨ
ே ൌ෍݊݀ݐ݌ ௟݂,௜ ∗

௜

,௜ܫܰ ∀݈ ∈  (10) ܮ

หܮܨ௟
ேห ൑ ,௟݌ܽܿ ∀݈ ∈  (11) ܮ

The objective of the nodal pricing model is again to maximize the social welfare (i.e., 

Eq. (7)). The net injection ܰܫ௜  at each node is equal to the difference between its 

generation ܳ௜
௦ ൅ ܳ௜	௜ and demand݀݊݅ݓݍ

ௗ (i.e., Eq. (8)). The total generation should be 

equal to the demand (i.e., Eq. (9)). The nodal power transfer distribution factor	݊݀ݐ݌ ௟݂,௜, 

which is derived from the lossless DC power flow approximation (Christie et al. 2000), 

illustrates the linearized impact on line ݈  by injecting 1 MW power at node ݅  and 

subtracting it from the reference node. The power flow on line ݈ is given in Eq. (10) 

and is restricted by the line thermal capacity limit Eq. (11). 



 

90 
 

2.2.2 FBMC model 

max෍൭න ௜ܲ
ௗሺܳሻ݀ܳ െ

ொ೔
೏

଴
න ௜ܲ

௦ሺܳሻ݀ܳ
ொ೔
ೞ

଴
൱

௜

 (12) 

Subject to:  

௜ܫܰ ൌ ܳ௜
௦ ൅ ௜݀݊݅ݓݍ െ ܳ௜

ௗ, ∀݅ ∈ ܰ (13) 

௭ܺܧܰ ൌ ෍ ௜ܫܰ
௜∈ே೥

, ݖ∀ ∈ ܼ (14) 

෍ܰܺܧ௭
௭∈௓

ൌ 0 (15) 

௟ܮܨ
ி஻ெ஼ ൌ෍݀ݐ݌ݖ ௟݂,௭ ∗

௭

,௭ܺܧܰ ∀݈ ∈  (16) ܤܥ

หܮܨ௟
ி஻ெ஼ห ൑ ,௟݌ܽܿ ∀݈ ∈  (17) ܤܥ

In the FBMC model, the physical limitations are only applied to the critical branches 

(CBs) (Eq.(16) and (17)). The zonal PTDF matrices 	݀ݐ݌ݖ ௟݂,௭ are used to estimate the 

influence of the net position of any zone on the CBs. The zonal PTDF matrices are 

derived from both the Generation Shift Keys (GSKs) and the nodal PTDF matrices (Eq. 

(18)).  

݀ݐ݌ݖ ௟݂,௭ ൌ 	 ෍ ݀ݐ݌݊ ௟݂,௜ ∗
௜∈ே೥

,௜,௭݇ݏ݃ ∀݈ ∈ ,ܮ ݖ ∈ ܼ (18) 

GSKs are a set of factors describing a linear estimation of the most probable change in 

the net injection at a node in relation to the change of the net position of this zone 

(Epexspot 2011). In practice, a precise procedure to define the GSKs is missing. 

Gebrekiros et al. (2015) show that the GSKs defined based on nodal injections 

(production minus demand) perform best among three tested schemes. In this paper, we 

assume the GSKs as the nodal weight of the net position within the zone given by the 

nodal pricing solution, ݃݇ݏ௜,௭ ൌ
ொ೔
ೞ∗ା௤௪௜௡ௗ೔ିொ೔

೏∗

∑ ሺொ೔
ೞ∗ିொ೔

೏∗ሻ೔∈ಿ೥

, ∀݅, ,ݖ ݅ ∈ ௭ܰ , where  ܳ௜
௦∗  and 

ܳ௜
ௗ∗represent the solution given by the nodal pricing model. 
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Figure 5-1 illustrates different market clearing models. Among the three models, the 

nodal pricing model needs most detailed information regarding the grid topology. In 

the FBMC model, the nodes in the grid are divided into several bidding zones. The 

approximated laws of physics are only applied to CBs (bold lines); the other lines (i.e., 

non-CBs) have no physical restrictions. The CBs could be lines connecting two bidding 

zones (i.e., interties) or lines within a zone. In the ATC model, the network is also 

divided into several bidding zones. Instead of using the capacity of individual lines, the 

ATC model limits power transfer between two bidding zones to be less than an 

aggregate capacity (i.e., ATC value). No physical restrictions are applied to lines within 

a bidding zone. 

 
Figure 5-1: Day ahead market models 

2.3 Re-dispatching model 

In real time, re-dispatching is needed due to the supply and load uncertainties and the 

incompleteness of the market coupling models (e.g., physical characteristics of the 

power system are not fully taken into account). A congestion-free network must be 

guaranteed. The assumptions that we use for the re-dispatching model in this paper, are 

the following: 

B 

A 

C 

B 

A 

C 

B      

Nodal pricing model  ATC model FBMC model 
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a) We assume that the supply uncertainty is caused only by the forecast errors of wind 

generation. 

b) We assume that the load quantities given by the day-ahead market stay unchanged 

in the real time. However, in order to guarantee the feasibility of the re-dispatching 

model, the option to curtail load (	ܦܧܪܵܦܣܱܮ௡) is possible but at a very high cost 

as displayed in Figure 5-2. 

 

Figure 5-2: Load shedding 

c) Conventional generation has high flexibility and can be adjusted accordingly. We 

assume that the generators still bid at their marginal cost in the re-dispatching 

model. Generators that fail to dispatch the contracted power would pay their saved 

marginal cost to the market and generators that increase their generation in order 

to satisfy the demand would be compensated by their short-run marginal cost of 

production. In real life, the re-dispatching cost will increase because the generators 

might bid at a higher price (i.e., marginal price plus the flexibility cost) and because 

other costs (e.g., start-up cost) would be taken into account. 

d) We test two levels of cooperation among the TSOs (i.e., no cooperation and full 

cooperation). No cooperation refers to the case when the TSOs can only adjust the 

generation within their own jurisdiction in the real-time market, and the full 

Demand curve 

 ஽஺݌

ܳௗ
஽஺ 

 ோ்݌

ܳௗ
஽஺ 

Very high price 

ܳௗ
ோ்  

Day‐ahead market  Real‐time market 
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cooperation case is when the TSOs can adjust the generation within the whole 

network. 

min෍න ௜ܲ
௦ሺܳሻ݀ܳ

ொ೔
ೞᇲାீ௎௉೔ାீ஽ே೔

ொ೔
ೞᇲ

௜

൅෍݈ݐݏ݋ܿݏ ∗ ௜ܦܧܪܵܦܣܱܮ
௜

 (19) 

Subject to:  

௜ܫܰ ൌ ൫ܳ௜
௦ᇱ ൅ ܷܩ ௜ܲ െ ܦܩ ௜ܰ൯ ൅ ሺ݀݊݅ݓݍݎ௜ െܹܦܧܪܵܦܰܫ௜ሻ െ ሺܳ௜

ௗᇱ

െ ,௜ሻܦܧܪܵܦܣܱܮ ∀݅ ∈ ܰ 
(20) 

෍ܰܫ௜
௜

ൌ 0 (21) 

௟ܮܨ
ே ൌ෍݊݀ݐ݌ ௟݂,௜ ∗

௜

,௜ܫܰ ∀݈ ∈  (22) ܮ

หܮܨ௟
ேห ൑ ܣܥ ௟ܲ, ∀݈ ∈  (23) ܮ

ܷܩ ௜ܲ, ܦܩ ௜ܰ, ௜ܦܧܪܵܦܰܫܹ,௜ܦܧܪܵܦܣܱܮ ൒ 0, ∀݅ ∈ ܰ (24) 

The objective of the re-dispatching model is to minimize total re-dispatching costs (Eq. 

(19)). The generation ܳ௜
௦ᇱ and the demand ܳ௜

ௗᇱ from the day-ahead market model are 

used as input for the re-dispatching model. The generation can be increased by ܷܩ ௜ܲ	or 

decreased by ܦܩ ௜ܰ. The option to curtail consumer’s load (	ܦܧܪܵܦܣܱܮ௡) is possible 

only when the feasibility of the re-dispatching model cannot be guaranteed. We assume 

the marginal cost of such an option to be significantly higher (݈ݐݏ݋ܿݏ ≫ 0ሻ than any 

other marginal generation cost. The re-dispatching model guarantees that the solution 

gives feasible flows by applying the nodal PTDF matrix and thermal capacity limits 

(Eq.(22) and (23)). We simulate two different levels of cooperation among system 

operators (i.e., full cooperation and no cooperation). The above formulations assume 

that the system operators are fully aware of operations by other system operators in the 

re-dispatching model and the re-dispatching is not restricted within the same bidding 

zone. 

෍൫ሺܷܩ ௜ܲ െ ܦܩ ௜ܰሻ ൅ ሺ݀݊݅ݓݍݎ௜ െ ௜݀݊݅ݓݍ
௜∈ே೥

െܹܦܧܪܵܦܰܫ௜ሻെܦܧܪܵܦܣܱܮ௜ሻ ൌ 0, ݖ∀ ∈ ܼ 

(25) 
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Adding Eq.(25) to the above formulations limits re-dispatching within the same bidding 

zone. That is, the system operators can only increase or decrease generation within their 

own jurisdiction. Decreased generation should be equal to increased generation within 

the same bidding zone. 

3. Network and Input data 

 

Figure 5-3: IEEE RTS 24-bus system 

The models are tested in the IEEE RTS 24-bus test system (Subcommittee 1979, 

Ordoudis el al. 2014), which is composed of 24 buses and 34 transmission lines, as 

displayed in Figure 5-3. The supply and demand bid functions are derived from Deng 

et al. (2010) and shown in Table 5-1. Generators are located at buses 1, 4, 7, 11, 13, 15, 

17, 21, 22 and 23. Loads are at the rest of the buses. The parameters for the transmission 

lines are given in Table 5-2. 

Bus-ID Supply Bids Bus-ID Demand Bids 
1 15.483+0.0150q 2 65.000−0.0820q 
4 20.000+0.0161q 3 75.517−0.1129q 
7 12.555+0.0352q 5 63.000−0.0925q 
11 29.000+0.0362q 6 42.289−0.0847q 
13 39.859+0.1012q 8 62.517−0.1016q 
15 29.678+0.0220q 9 50.517−0.0876q 
17 23.180+0.0295q 10 59.517−0.0502q 
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21 30.031+0.0270q 13 45.289−0.0733q 
22 20.966+0.0268q 14 64.517−0.0851q 
23 35.330+0.0552q 16 58.289−0.1146q 
  18 76.547−0.0792q 
  19 72.517−0.0682q 
  20 63.289−0.1033q 
  24 72.289−0.0733q 

Table 5-1: Bid functions of generation and load for IEEE24 system 

From To 
Capacity 

MVA 
Reactance 

p.u. 
From To 

Capacity 
MVA 

Reactance 
p.u. 

1 2 175 0.0146 11 13 400 0.0488 
1 3 175 0.2253 11 14 400 0.0426 
1 5 350 0.0907 12 13 400 0.0488 
2 4 175 0.1356 12 23 400 0.0985 
2 6 175 0.205 13 23 400 0.0884 
3 9 175 0.1271 14 16 250 0.0594 
3 24 400 0.084 15 16 400 0.0172 
4 9 175 0.111 15 21 400 0.0249 
5 10 350 0.094 15 24 400 0.0529 
6 10 175 0.0642 16 17 300 0.0263 
7 8 350 0.0652 16 19 400 0.0234 
8 9 175 0.1762 17 18 400 0.0143 
8 10 175 0.1762 17 22 400 0.1069 
9 11 400 0.084 18 21 400 0.0132 
9 12 400 0.084 19 20 400 0.0203 
10 11 400 0.084 20 23 400 0.0112 
10 12 400 0.084 21 22 400 0.0692 

Table 5-2: Reactance and Capacity of Transmission Lines 

Wind farms are located at buses 15 and 22 with installed capacity of 1000 MW and 

400MW respectively. The expected wind generation in the day-ahead is 500MW at 

Node 15 and 200MW at Node 22. We generate 1000 scenarios of wind power in real 

time, as displayed in Figure 5-4.3 We assume the cost of wind generated power to be 

zero.  

                                                            
3 We used the Weibull distribution to simulate wind speed, and then we used the function from the 

software package WindPRO (https://www.emd.dk/windpro/) to convert wind speed to power production. 

The wind turbine would stop working if the rated wind speed is exceeded its cut-out speed.  
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      Bus 15        Bus 22 

Figure 5-4: Wind generation 

The buses are initially divided into two countries according to their geographic location. 

The southern country contains buses 1 to 10 and the northern country contains buses 

11 to 24. We keep the configuration of one of the countries unchanged (i.e., the 

Southern one) while splitting the other one into more bidding zones, and test how the 

outcome regarding different congestion models changes. The bidding zones in the 

northern country are under the control of the same system operator. We need to point 

out that it is not exactly clear how the number of zones and zone-boundaries are to be 

determined in both the ATC and FBMC models. Stoft (1996, 1997) shows that the 
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partition of the network into zones generally is not obvious, but states that it should be 

based on price differences given by the nodal pricing solution. However, Bjørndal and 

Jörnsten (2001) also point out that even if it depends on price differences in the nodal 

pricing model, it is not straightforward. In our paper, we first run the nodal pricing 

model using supply and demand information in the day-ahead market, and then roughly 

group the nodes in the northern part into 3 and 4 bidding zones based on the price 

differences and node location, as showed in Figure 5-5. 

 

  

Figure 5-5: zonal configurations 
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The FBMC model uses the solution of the nodal pricing model, to decide the GSKs 

(Eq.(18)) and the CBs (lines that are congested given by the FB solution are set to be 

the CBs in the FBMC model). To make the ATC model comparable to the FBMC model, 

we use the flows given by the nodal pricing solution as a basis to set the aggregate 

capacity limits. The limits are equal to the absolute value of accumulated flows between 

two bidding zones given by the nodal pricing solution. We also assume that the 

aggregate capacity limits between two bidding zones are the same in both directions. 

For instance, the aggregate capacity limits from the northern country to the southern 

country are equal to those from the southern country to the northern country. 

In the-real time market (i.e., the re-dispatching model), we assume that the TSOs for 

these two countries can only adjust the generation within their own jurisdiction (i.e., 

the southern one and the northern one) in the no cooperation case and can adjust the 

generation freely within the whole network in the full cooperation case. The cost to 

reduce the load is 1000 (i.e., ݈ݐݏ݋ܿݏ ൌ 1000). 

4. Results 

We present the simulation results in this section. We study how the bidding zone 

configuration affects the performance of different cross-border congestion models with 

two different cooperation levels. 
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4.1 Impact on the social surplus 

  

Figure 5-6: Social Surplus in the Day-ahead market 

We first look at the impact on social surplus. In all the cases, the social surpluses given 

by both the ATC and FBMC models are higher than the corresponding value in the 

nodal pricing model. With the same zone bidding configuration, the ATC model gives 

higher social surplus than the FBMC model does in both the 4-zone and 5-zone cases. 

In the ATC model, the social surplus decreases slightly as the number of bidding zones 

increases. In the FBMC model, the social surpluses in both the 4-zone and 5-zone cases 

are lower than the one in the 2-zone case. However, the social surplus is a bit higher in 

the 5-zone case than in the 4-zone case. 

The higher social welfare given by both the ATC and FBMC models imply that more 

power is sold/exchanged in these day-ahead markets ( Table 5-3) than in the 

nodal pricing model. However, it is possible that some contracted power in the day-

ahead market could not be dispatched due to network limitations. The following re-

dispatching may lead to extra cost for the end consumers. To better understand the 

performance of different day-ahead market models, we need to take the re-dispatching 

cost into account. The re-dispatching cost is likely affected by the level of cooperation 

among the system operators. A higher level of cooperation indicates that it is more 
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likely to re-dispatch cheaper power in the system and the re-dispatching cost would be 

lower. 

2 ZONES 4 ZONES 5 ZONES
ATC 4733 4568 4529

FBMC 4704 4549 4541

Nodal pricing 3431 3431 3431

 Table 5-3: Contracted load in the day-ahead market 

4.2 Impact on the re-dispatching cost  

   

Figure 5-7: Re-dispatching Cost (Full Cooperation) 

We first consider cases with a high level of cooperation (i.e., full cooperation). Figure 

5-7 shows the average re-dispatching cost for the 1000 scenarios. The average re-

dispatching cost is about 7000 given by the nodal pricing model, which is the lowest 

among the three models. The re-dispatching cost is much higher in both the ATC and 

FBMC models. 

The cost in the ATC model falls from 362,000 in the 2-zone case to 311,00 in the 4-

zone case (about 14%). The cost in the FBMC model falls from 356,000 to 289,000 in 

the 4-zone case (about 19%). However, the cost in the ATC increases from the 2-zone 

case to 334,000 in the 5-zone case (about 7%) while the cost in the FBMC further 

decreases to 222,000, a decline by nearly 23%. 
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Figure 5-8: Total social surplus4 in the full cooperation case 

In the cases with a higher level of cooperation, the performance of the FBMC model is 

better if a more detailed network is given (i.e., more bidding zones). In our example, 

the FBMC model could be greatly improved if a better zone configuration is given in 

the full cooperation case. The social surplus from the day ahead increases from 124,000 

in the 4-zone case to 126,000 in the 5-zone case, while the re-dispatching cost deceases 

by nearly 23%. As given by Figure 5-8, the total social surplus (i.e., the social surplus 

given by the day-ahead market minus the re-dispatching cost in the real time) is highest 

in the 5-zone case when applying the FBMC model. 

                                                            

.4 As the load shedding cost are assumed to be very high, the total social surplus thus could be negative. 
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Figure 5-9: Re-dispatching Cost (No Cooperation) 

 

Figure 5-10: Total Social surplus in the no cooperation case 

Figure 5-9 shows the average re-dispatching cost in the no cooperation case. Again, the 

nodal pricing gives much lower re-dispatching cost than both the ATC and FBMC 

models. 

In the no cooperation case, the re-dispatching cost in the ATC model does not decrease 

even when there are more bidding zones. In fact, the re-dispatching cost increases. In 

the FBMC model, the re-dispatching cost does not always decline as there are more 
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zone case increase by 33%.The cost for the 5-zone cases is even higher than that the 2-

zone cases. In both the ATC and FBMC models, the total social surplus is lowest in the 

5-zone case. 

 

Figure 5-11: Cost Composition (Full Cooperation ) 

 

Figure 5-12: Cost Composition (No Cooperation ) 

We notice that the the cost of up- and down- generation (extra generation cost) given 

by both the ATC and FBMC models is negative in the no cooperation case, which 

indicates that a large amount of contracted power in the day ahead market could not be 

dispatched in the real time as showed in Table 5-4. Correspondingly, the load shedding 

‐100000 300000 700000 1100000 1500000

shedding cost

extra generation cost

shedding cost

extra generation cost

shedding cost

extra generation cost

2
 Z
O
N
ES

4
 Z
O
N
ES

5
 Z
O
N
ES

Cost Compositon

nodal_FB FBMC ATC

‐100000 300000 700000 1100000 1500000

shedding cost

extra generation cost

shedding cost

extra generation cost

shedding cost

extra generation cost

2
 Z
O
N
ES

4
 Z
O
N
ES

5
 Z
O
N
ES

Cost Compositon

nodal_FB FBMC ATC



 

104 
 

cost in the no cooperation case is much higher than that in the full cooperation case. By 

strengthening cooperation among the system operators, the shedding cost could be 

greatly reduced. This may show the importance for the European countries to intergrate 

the real-time re-dispatching market.  

 Full Cooperation No Cooperation 
 2 

ZONES 
4 

ZONES 
5 

ZONES 
 2 

ZONES 
4 

ZONES 
5 

ZONES 

ATC 7% 6% 7% ATC 23% 25% 28% 
FBMC 7% 6% 4% FBMC 26% 21% 28% 
Nodal 

pricing 
0% 0% 0% 

Nodal 
pricing 

0% 0% 0% 

Table 5-4: Ratio of load shedding to contracted load 

5. Conclusion 

Currently the bidding zones of the European power market are defined mostly 

according to national boundaries. In this paper, we attempt to test how the bidding zone 

configuration might affect the performance of different network flow models in the day 

ahead market, given the fact that more and more renewable energy has been connected 

to the European grid. The paper runs a simulation in the IEEE RTS 24-bus test system 

by defining different bidding zone configurations and setting two levels of cooperation 

among the transmission system operators. 

In our example, we show that in general, compared to the ATC model, the FBMC model 

helps to reduce more re-dispatching cost if the zone configuration is improved. We also 

find that, the FBMC model might perform better in a higher cooperation level. In our 

example, compared to the 4-zone case, the 5-zone case has a higher social surplus. The 

re-dispatching cost deceases by almost 23% in the full cooperation case but increases 

by about 33% in the no cooperation case. 

We further notice the main reason for a high re-dispatching cost is that a large amount 

of contracted power in the day ahead market could not be dispatched in the real time. 
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By strengthening cooperation among the system operators, the re-dispatching cost 

could be greately reduced. 

Finally, we aslo show that the nodal pricing model will result in a much lower re-

dispatching cost than both the ATC and FBMC in both cooperation level, which might 

indicate the nodal pricing model is a better option for the European power market. 
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