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Abstract  

Prediction results from complex machine learning models can be challenging to interpret. 

Understanding these models is essential when trusting results in decision-making. In this 

master thesis, we will utilize Shapley values to explain individual predictions from a complex 

machine learning algorithm. Our aim is to explain why prediction models obtain their results, 

so people can interpret them better.  

 

The chosen case is based on a thesis called “Predicting Financial Distress in Norway” by 

Zhang and Ye (2019) where they used logistic regression and random forest models. Their 

thesis predicts whether a company enters financial distress within the next two years or not. 

In this thesis, we will take advantage of the powerful algorithm in xgboost (extreme gradient 

boosting). To illustrate the benefits of using a complex model versus a simple model, we will 

also present a decision tree as our baseline.  

 

Our explanation analysis shows that predictions made by xgboost can be explained with the 

Shapley value framework to obtain clear and intuitive explanations. Calculating Shapley 

values for a larger group of predictions enables proper understanding of the model by 

investigating which feature values lead to what probability increase or decrease of distress. 

The explanation framework enables detection of possible model bias which sometimes can 

lead to discrimination. We conclude that using Shapley values as an explanatory framework 

enables decision-makers to continue using complex machine learning models. This is 

important, as we find the tool satisfying relevant regulations for decisions made by automatic 

systems to be explained upon request.   
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1 Introduction 

Machine learning stands for most of the recent advances in technology and science (Riberio, 

Singh, & Guestrin, 2016a). People are impacted by tasks machine learning is applied to, 

especially in medical, judicial, and financial decisions. For machine learning to be used in 

decision-making, decision-makers need to trust the model. It creates a demand for model 

interpretability since a fundamental element in trusting a prediction model is to understand its 

behavior (Dziugaite, Ben-David, & Roy, 2020).  

 

A general notion of machine learning is that models are viewed as black-boxes (Riberio et al., 

2016a). This means the model produces results without giving any indication on why the 

results are obtained. When these models then are used in decision-making, an explanation 

issue arises. High-performance machine learning models run the risk of not being accepted 

ethically or legally if there is a lack of explanation (Bibal, Lognoul, de Streel et al., 2020). 

When considering the legal aspect of machine learning models, Bibal et al. (2020) claim there 

is no unique definition of explainability in law, but rather that the requirements set by law 

depend on which sector the model is applied to. Examples of legal requirements posed by law 

can be to provide the main parameters in a model or to explain how the features end up with 

a given result. The latter of which we will pursue in this thesis. According to the European 

Parliament (2019), people affected by decisions made by machine learning models have the 

right to an explanation. This regulation has implications in practice for actors using the models 

for decision-making. It is thus not enough to follow machine learning models blindly and 

explanations behind predictions should be given.  

 

While simple machine learning algorithms can be interpreted directly, complex models are 

difficult to explain. This thesis will explore the difference using a simple decision tree and by 

comparing it to the black-box model xgboost (extreme gradient boosting). Interpreting 

predictions from a decision tree can be done directly by plotting and studying the tree model. 

By doing so, we can view how the model considers features and how individual predictions 

are calculated. This is a simple exercise in which a non-expert could do. For a xgboost model, 

on the other hand, the interpretation procedure is difficult due to the complexity of the model. 

It is possible to illustrate the model but interpreting how it works is difficult, especially for 

non-experts. In the end, it can be the non-experts who must make decisions and who are 
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affected by the machine learning models. It is therefore important for them to understand the 

model to trust the results. 

  

Furthermore, there is a fundamental trade-off between machine learning interpretability and 

model accuracy in machine learning terms (James, Gareth, Witten et al., 2017, p. 25). Complex 

models will usually outperform simpler models in predictive accuracy, with the downside of 

losing interpretability. For small differences in accuracy between two models, the simplest 

model will be preferred when there is a need for model interpretability (Ribeiro, Singh, & 

Guestrin, 2016b). However, as we will illustrate in this thesis, model accuracy can vary 

between models. Losing out on too much accuracy for interpretability will not benefit 

decision-making. To compensate for the loss in interpretability for complex models, certain 

tools can be used to explain predictions. Good explanations for complex and accurate models 

remove the trade-off and can be considered valuable. Model-agnostic explanations systems 

allow the user to choose whatever machine learning algorithm they want because predictions 

can be explained by a generic framework for interpretability (Ribeiro et al., 2016b). Ribeiro 

et al (2016b) also conclude that these explanation methods are essential for users to trust 

machine learning models.  

 

Another point to discuss is explanation methods can either be global or local (Aas, Jullum, & 

Løland, 2021). Global approaches study the whole model while local models focus on 

individual predictions to be explained. Global approaches could be too simple and thus not be 

a good representation for local behaviors (Ribeiro et al., 2016b). In this thesis, we will present 

a local method to explain predictions, which is based on game theory, known as Shapley 

values. There are many benefits of using Shapley values over other similar explanations 

methods. The main reason is the unique properties. Shapley value properties enable individual 

explanations to be fair and evenly distributed. Individual explanations are beneficial for many 

reasons. One of those is that there are often individual differences in a prediction model, and 

thus a global explanation method is not satisfactory. Kernel SHAP is an explanation method 

that approximate Shapley values (Aas, Jullum, et al., 2021). Approximations are necessary 

due to the computational problem faced with Shapley values. We will explain this in detail, 

but in short, Shapley values take all possible coalitions (all combinations of features) into 

consideration. This is a challenge when computing Shapley values for many features. Another 

drawback with the method is that it does not consider dependency between features, leading 

to inaccurate explanations when using Kernel SHAP in real-world situations. Aas, Jullum, et 
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al. (2021) has dealt with the problem by incorporating a dependence structure in Kernel SHAP 

which estimates the distributions. Their study proves that this new method is an improvement 

compared to other methods. The case we have chosen is taken from real-world data, hence this 

new method is applicable to our problem. Lundberg and Lee (2017) found Shapley values to 

be close to human explanations compared to other methods. This is a major benefit because 

the primary motivation for using explanation methods is for humans to interpret models better.  

 

In addition to increasing trust and understanding models, explanations can also detect bias and 

discrimination in the model. When fitting a too simple model to a complex problem, the model 

is biased. Bias could appear in many ways and is therefore difficult to clearly define. We 

believe by computing Shapley values for a large sample of predictions, we can find out how 

the model considers the feature values. This is very interesting as it will enable us to open the 

black-box model and understand how it consider features. Suppose the model picked up noise 

in our training data, then this would be discovered when we study how Shapley values interact 

with feature values. Thus, explanations enable us to discover bias, so the model can be 

adjusted. Since machine learning models do not put features into context, there is a possibility 

for unexpected outcomes or discrimination. We will investigate this further in this thesis.  

 

The case we will be working with to explain individual predictions is based on a thesis by 

Zhang and Ye (2019) which predicts financial distress in Norway. Financially distressed 

companies are in danger of going bankrupt. The prediction model can be used to determine if 

a company should receive a loan or a new business deal. Suppose a bank would investigate a 

company’s financial health before handing out a loan. If this company is predicted to enter 

distress within the next few years, then it could be a bad idea to offer a loan as banks are 

minimizing the probability of default. Rejections on loan applications must be given with 

reasoning, however, and we assume companies want an explanation behind the decisions 

made. If an institution decided solely based on the probability output from a model, then an 

explanation issue arises. Hence, we believe explanation tools can possibly prove valuable for 

decision-makers in practice. Furthermore, the company could be wrongly predicted and run 

the risk of being unfairly treated. The only way to obtain some indications on a wrong 

prediction is to explain the prediction. Individual explanations are thus important for the 

assessment of a company. We will investigate some individual cases from different sectors in 

our data. Since Shapley values are computationally expensive, we restricted our analysis to 

one sector in the data. The analysis can give a good indication of how our model considers 
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features in this sector. We also suspect that the differences between sectors are small and thus 

a sector analysis is helpful to others in different sectors.  

 

Therefore, based on prior discussion, we have formulated the following research questions:  

• How intuitive are Shapley value individual prediction explanations for black-box 

models?  

• Can unfairness be disclosed by Shapley values in black-box models? 

• To what extent can Shapley values provide explanations for how black-box models 

consider different feature values? 

 

With intuitive, we mean to what degree a non-expert can understand the explanation. For the 

2nd research question, we consider that bias in the model can result in discrimination or 

misinterpretation of the results and lead to unfairness. We consider the detection of bias as 

important. The 3rd research question will require a more global approach, as we must evaluate 

how different explanations are given.  

 

1.1 Thesis Overview  

The thesis is split into 8 different chapters. In chapter 2 we discuss the relevant literature. In 

chapter 3 we introduce the Shapley value framework and present how it can be used for 

explaining predictions. In chapter 4, we present the chosen case discussing financial distress 

in Norway. Chapter 5 explores how individual predictions can be explained for a simple 

machine learning algorithm, which is then compared to that of extreme gradient boosting. 

Next, in chapter 6 we calculate Shapley values for xgboost to explain a prediction for a 

financially distressed company. We will also perform an extensive sector analysis by using 

the Shapley value prediction explanation framework when we study dependencies and feature 

importance. In chapter 7 we evaluate the results and discuss interpretation and implementation 

for real-life decision-making. Finally, in chapter 8 we will conclude on the research questions.  
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2 Litterature  

In this chapter we will discuss the relevant literature. We will start with studying the trade-off 

between interpretability and complexity generally and specifically for the models relevant to 

the thesis. Next, the discussion will be used to explore the theory behind the need for 

explanation methods to explain complex machine learning algorithms. By studying the pros 

and cons of the methods, chapter two will continue into chapter three when we present the 

chosen explanation method for this thesis.  

 

2.1 Interpretability and Complexity in Machine Learning 

Interpretability in machine learning is defined as “the use of machine learning models for the 

extraction of relevant knowledge about domain relationships contained in data” (Murdoch, 

Singh, Kumbier et al., 2019). In this setting, knowledge refers to relevant insight for affected 

parties. Knowledge about domain relationships can be presented by visualization, natural 

language, or mathematic equations. Interpretable machine learning models have become a 

vital concern (Ribeiro et al., 2016b). The reasons are related to model selection, feature 

engineering, intuitive user interfaces, and the need for trusting predictions. Ribeiro et al 

(2016b) claims that interpretable models are preferred over non-interpretable models when 

accuracy is the same, but also in some cases when accuracy is lower.  

 

As machine learning models have become important for user-face applications, the demand 

for interpretability in machine learning has increased (Ribeiro et al., 2016b). According to 

Carvalho, Pereira and Cardoso (2019), a study of google trends shows a massive increase of 

people searching for “machine learning interpretability” and “machine learning 

explainability” in the last few years. Prior to 2014, there were no searches for the 

interpretability aspect, while no searches for machine learning explainability prior to 2016. 

Hence, this leads us to believe the increase in the usage of black-box models with a need for 

the explanation behind the predictions has increased notably in the last five years.  

 

Furthermore, Salleh, Talpur and Hussain (2017) argue there is an important trade-off between 

model accuracy and model interpretability, due to more complex models outperforming the 

accuracy levels of simpler models. This implies complex models often have high accuracy, 

but are hard to understand, which results in low interpretability. The trade-off to increase 
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interpretability often comes with simpler models with lower complexity and lower accuracy. 

In the figure below, this general trade-off is presented for the relevant decision tree type 

machine learning algorithms we will discuss in this thesis. Information in the plot is based on 

research by Duval (2019) and the Mathworks website (Interpretability, 2021).     

 

Figure 1. Accuracy/interpretability trade-off (relevant machine learning algorithms)  

 

The trade-off between accuracy and interpretability can be discussed with the bias and 

variance trade-off in mind. Variance in a model refers to the change in a model when fitting it 

to new data. If the model varies a lot with different data sets, then it has a high variance. 

Flexible models can suffer from high variance due to fitting to the data too closely and, 

therefore, fitting to the errors and the noise of the data (James et al., 2017, pp. 23,35). This is 

referred to as overfitting. Solutions to reduce overfitting include cross-validation techniques 

and hyperparameter tuning. K-fold cross-validation is one such type of validation technique 

that randomly splits the training data into n-samples and fits all the samples. We will use this 

procedure along with hyperparameter tuning during modelling in section 4.2.    

 

Bias on the other hand refers to fitting a too simple model to a complex problem (James et al., 

2017, p. 35). High bias is an indication of a model underfitting, meaning the model may be 

too simple to estimate the problem at hand, indicated by high training errors. Simple machine 

learning algorithms such as linear regression models can often be biased because they are 

unable to pick up the complex patterns of real-life problems. They also apply simple 

assumptions (such as linearity) which is not applicable to complex problems. Meanwhile, 

more flexible models usually result in lower bias because they fit the data closer.  

Decision Tree

Bagging

Random Forest

Boosting

Accuracy

Interpretability
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In this next section we will discuss the algorithms presented in Figure 1 in terms of the bias-

variance tradeoff to explore why the models become accurate when flexibility increases. We 

will also study the interpretability/complexity aspect of the models to discuss what makes 

models difficult to interpret. The single decision tree is chosen as our baseline later in this 

thesis in terms of interpretability and accuracy. The other three models (bagging, boosting and 

random forest) are ensemble learning type models which involve combining multiple 

algorithms to solve the same problem (Zhou, 2009).   

 

2.1.1 Machine Learning Models 

The simplest model, as presented in the bottom right of Figure 1, is a single decision tree. A 

decision tree works by giving weight to each split in the tree through recursive binary splitting 

(James et al., 2017, p. 303). The process can be explained by each variable being tested in the 

training data to estimate each node split and the different thresholds. Decision trees are easy 

to compute and easy to understand and interpret as the predictive process can be understood 

by studying the tree model directly. However, they can be very non-robust, as small changes 

to training data can cause big changes to the tree (James et al., 2017, p. 316). This is because 

decision trees suffer from high variance, implicating that fits on various samples on the same 

training data can result in very different tree models. Consequently, decision trees can have 

low accuracy on out-of-sample predictions. During our case study in chapter 4 and 5, we will 

illustrate the predictive process of a single decision tree to showcase how predictions can be 

explained directly.  

 

Bagging, illustrated in the middle of Figure 1, improves on the downside of decision trees but 

loses out on the interpretability aspect in the process. The algorithm works by bootstrapping 

training data into n-samples, followed by classification trees being fit on all training samples 

n. To decide what the model will predict on out-of-sample test data, the model can take a 

majority vote by predicting what most models have decided (James et al., 2017, p. 318). 

Through this process, bagging gets rid of the high variance of a decision tree. The model is, 

however, not easily interpretable anymore, as a predictive process no longer can be illustrated. 

Another downside of bagging is if each modeled tree is highly correlated with the others. This 

can be the case if one of the variables has higher importance than the other according to the 

Gini Index, and hence producing many models which in large are very similar, the procedure 

of bagging will not be able to reduce the variance notably.  
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To cope with the problem of correlation between trees, a modelling procedure known as 

random forests can be used, illustrated in the left of Figure 1. Random forests are in essence 

bagged decision trees, but with a process of decorrelating the trees. The process is done 

through randomization of possible predictors m from the full sample of predictors p, with a 

fresh sample at each split (James et al., 2017, p. 319). The value of m (the number of predictors 

at each split from the sample of predictors p) can be set to  𝑚 ≈ √𝑝, which means most of the 

predictors are not considered for most of the splits. Through this random splitting process, 

each tree will be different from the others, and the problem with correlation between trees is 

eliminated. While random forests can become more accurate than bagging methods, they can 

also be considered even more complex. In contrast to a simple decision tree, the predictive 

process of a random forest model can no longer easily be explained, at least on an individual 

level. Hence, random forests can be considered black-box models because they are difficult to 

interpret and explain (Palczewska, Palczewski, Marchese Robinson et al., 2013).  

 

The last approach we wanted to discuss which improves accuracy from a decision tree is 

boosting. Boosting is like bagging, but instead of fitting different trees to a large sample of 

training data, boosting works by building one tree and improving on it for each iteration. 

According to James et al. (2017),  each tree is built by information from a previously grown 

tree, and boosting improves the model by fitting the decision tree to the residuals of the model. 

The three main tuning parameters of boosting are the number of trees B, the shrinkage 

parameter λ (the rate of learning), and the number of splits in each tree. In contrast to bagging, 

a boosting model can potentially overfit. To avoid this, one can use cross-validation techniques 

or by tuning the model. We discuss tuning and cross-validation in section 4.2.1 when we 

introduce a variant of boosting known as xgboost. Like bagging and random forest, boosting 

models are very complex and can be tricky to interpret and explain. They do however 

oftentimes come with the upside of better accuracy over simpler models due to lower bias.  

 

2.2 Importance of Model Interpretability 

Doshi-Velez and Kim (2017) argue that demand for interpretability rises from incompleteness 

in the problem formulation. This incompleteness can be referred to as the gap between model 

formulation and the actual problem, which creates a barrier between optimization and 

evaluation. To improve the point of importance for interpretability, we propose a general 

situation. A machine learning model is fitted on a training set and predicts accurately on a test 
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set. However, when taking the model to so-called unseen data, accuracy drops. Assume that 

the model is a black box, meaning that we input data and get output without knowing anything 

about the process. So, understanding why the predictions are poor is very difficult. Now, 

instead, assume that the model is an interpretable model. The user can now explain the model 

behavior and find the reason why predictions are poor (Freitas, 2014). This situation illustrates 

a reason for why interpretable models are desired. Bias can be picked up, and the 

incompleteness in the model formulation can be reduced.  

 

There are also other reasons why interpretable machine learning is in demand. The need for 

explanations can be traced back to scientific understanding and curiosity (Doshi-Velez & Kim, 

2017). Humans have always wanted to gain knowledge. So, if there are some things humans 

do not understand, they seek explanations. In addition, they argue safety measures are regarded 

as a reason to illustrate the importance of interpretable machine learning. Since machine 

learning models often are used on real-world problems, it is essential that models are learned 

to be error-free. It is also necessary with interpretable models to increase social acceptance 

(Molnar, 2020, p. 22). These models are being used more frequently in daily life. To obtain 

the full value of the models, humans need to have a shared perception. Carvalho et al. (2019) 

argue that in most cases what a prediction tells us is not enough and that there is also a need 

for an explanation behind predictions. Especially, in high-stake decisions where errors and 

mistakes could result in biased decisions, you can end up with severe consequences. For an 

uninterpretable system, the affected people will be left with no explanation.  

 

It is expected that machine learning models will have real-world problems (Carvalho et al., 

2019). A normal saying is that “a model is as good as its training data”. This is because if the 

training data contains a biased distribution, the model could pick this up. Carvalho et al (2019) 

argue that this could lead to discrimination and thus unfairness. It is important to incorporate 

modern standards and ethics in training models. In America, a machine learning model was 

used to perform risk assessments of inmates (Angwin, Larson, Mattu et al., 2016). The model 

found African Americans more likely to commit future crimes due to the color of their skin. 

The prediction, therefore, contained a bias and treated African Americans unfairly. Without 

an explanation framework, this bias would be difficult to detect. There are two reasons for bias 

to be picked up by a model. Either the data is biased, or parameters used for model tuning are 

wrong (Carvalho et al., 2019). Explanations could possibly disclose such bias so the model 



10 

can be adjusted. Explanations can also ensure that predictions are fair by other problems in the 

model. Two other reasons, ethics and regulations will be elaborated in detail in section 2.2.1.  

 

The reasons listed above prove the point of importance for interpretable machine learning. 

There are however situations where the user is satisfied with high predictive accuracy without 

the need to understand the model (Freitas, 2014). Doshi-Velez and Kim (2017) argue there 

generally are two situations where interpretability is of less importance. The first situation is 

when there are no consequences for incorrect results. The other is situations in well-known 

systems where the user trusts the system so there is no reason to verify the results. Examples 

of situations with less importance of explanations include aircraft collision avoidance systems 

and postal code sorting.   

 

2.2.1 Regulations and Law in Machine Learning  

In recent years, interpretable models have seen increased public awareness. Ethical standards 

and regulations have been developed to make sure machine learning models are verifiable, 

accountable, and transparent (Carvalho et al., 2019). This section will focus on what these 

regulations and standards are and explain the implications it makes on machine learning 

models.  

 

Ethics 

An independent group from the European Commission (High-Level Expert Group on AI, 

2019) developed “Ethics Guidelines for Trustworthy AI”. Their report lists requirements for 

a trustworthy AI. They argue AI should be respectful of laws, regulations, and ethical 

principles. They argue the pillars of AI to be law, ethics, and robustness. AI should be 

technically and socially robust, which means that small changes do not cause large 

consequences. Furthermore, the High-Level Expert Group on AI (2019, p. 11) present four 

ethical principles for a trustworthy AI. The principles are respect for human autonomy, 

prevention of harm, fairness, and explicability. When talking about the importance of 

interpretable models, we discuss explicability further.  

 

Explicability is essential for a user to be able to trust AI systems (High-Level Expert Group 

on AI, 2019, pp. 13, 18). Transparency is one of the requirements for explicability and for AI 
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to be defined as transparent, it needs to be openly communicated and have the possibility of 

explanation for those affected. The group states that both the technical processes and the 

related human decisions must be explained. This implies that accuracy might be reduced to 

incorporate explainability in a model unless explainability can be achieved through other 

means like explanations methods. When people’s lives are affected by an AI system it should 

be possible to demand an explanation for the decision-making. Instead of lowering accuracy 

through a simpler model, explanation methods could be a good addition to a complex model. 

 

Regulations 

As well as the ethics of an explainable machine learning model, regulations have been imposed 

on such models (Carvalho et al., 2019). These regulations aim for algorithmic decisions to be 

verifiable, accountable, and transparent. The European General Data Protection Regulation 

(European Parliament, 2016) is such a regulation, enforced in 2018. As argued, transparency 

means that there should be a possibility of explanation. With this regulation, data subjects have 

the right to get explanations of decisions made by algorithms. Data subjects refer to actors 

affected by decisions made by AI. The right for an explanation can be distinguished in two 

parts (Goodman & Flaxman, 2017). The first part is the right for access and notification, 

meaning that the data subject has the right to access and get notified about data collected. The 

other part is freedom for the data subject, meaning that, as a safeguard, the data subject has 

“the right to obtain human intervention” (Goodman & Flaxman, 2017). An important note 

here is that not all decisions need to be explained, but you must be able to explain decision-

making upon request. To satisfy these requirements, we will now present some explanation 

methods used for this purpose.   

 

2.3 Explanation Methods 

There are two main categories of explanation methods: local and global explanations (Aas, 

Jullum, et al., 2021). The global approach aims to explain the model by calculating which 

features are important for the model. Aas, Jullum, et al. (2021) states that local explanation 

methods on the other hand will explain how the features in the model influence a specific 

prediction. Complex models often behave differently from simpler models, meaning global 

explanations are not sufficient for individual predictions. Explanations are either model-

specific or model-agnostic. Model-agnostic models imply that an explanation method can be 
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used to explain many different models, while a model-specific explanation method will only 

work for one specific model or a group of models.  

 

2.3.1 Local Explanation Methods 

There are three main model-agnostic methods (Aas, Jullum, et al., 2021). The first method is 

explanation vectors, proposed by Baehrens, Schroeter, Harmeling et al. (2010), this method 

provide a local explanation to any classifier. The explanation method finds features relevant 

for individual predictions and is able to detect patterns that global explanations don’t pick up 

(Baehrens et al., 2010). There are multiple definitions of explanation vectors, and each 

definition could result in a different explanation. Explanations presents the features relevant 

for individual predictions. Different classifiers that agree on all labels would also be explained 

similarly. If they do not agree, however, there will be different explanations. This is natural 

since they are two different classifiers (Baehrens et al., 2010). Explanation vectors assumes 

stationarity in the data, whereas non-stationarity cases should be dealt with. This can be done 

by adding additional measures to the method. A drawback with the method is that it applies to 

classification problems but not to other problems.  

 

The second method is local interpretable model-agnostic explanations (LIME), as proposed 

by Riberio et al. (2016a). This method can explain predictions for any classifier or regressor. 

Models that only can be interpreted globally could be approximated by the general framework 

of LIME to provide local explanations.  It provides faithful explanations regardless of the 

machine learning model. Also, it provides explanations which can be interpreted by both 

experts and non-experts. Suppose humans for example understand a decision tree better than 

regression. While the model could come from a regressor, with LIME it could be explained 

by a decision tree. LIME is therefore a popular explanation method. Riberio et al. (2016a) also 

claim LIME make users trust individual predictions by its explanations. They argue that trust 

is essential for effective human interaction and to obtain trust, explanations of individual 

predictions are important. The method allows users to influence in assessing trust in the model. 

It is also functional for image recognition which most explanation methods lack. A drawback 

with the method is the lack of theoretical properties (Riberio et al., 2016a). The method does 

not take the dependent structure into account either. Due to this, LIME will not be sufficiently 

accurate in real-world situations. Aas, Jullum, et al. (2021) argue the method to be inconsistent 

for this reason.   



13 

The third main model-agnostic approach is Shapley values which is based on cooperative 

game theory (Shapley, 1953). In model explanation, this method is the only method with a 

strong theoretical foundation (Aas, Jullum, et al., 2021). It also has unique properties which is 

important in a prediction setting. Shapley values is our preferred method to use for local 

explanations and will be further presented in chapter 3.  

 

2.3.2 Global Explanation Methods 

Global explanation methods can be used to increase transparency in a black-box model and 

may even detect potential weaknesses in the model (Fisher, Rudin, & Dominici, 2019). There 

are several global explanation methods, both model-agnostic and model-specific. A model-

agnostic method is permutation importance (Strobl, Boulesteix, Kneib et al., 2008). This 

method aims to estimate the effect when a feature is missing. The prediction accuracy is 

measured before and after the permutation of features. Another preferred model-agnostic 

approach for explaining classification tree problems is the Gini Index (James et al., 2017, p. 

312). This can be formulated as the following: 

 𝐺 =  ∑ 𝑝̂  
𝑚𝑘

(1 −  𝑝̂ 
𝑚𝑘

).

𝐾

𝑘=1

 (1) 

This formula is a measure of the variance of all classes K. The 𝑝̂ 
𝑚𝑘

 is the proportion of training 

observations in node m and from class k (James et al., 2017, p. 312). If 𝑝̂ 
𝑚𝑘

 takes values close 

to one or zero, the Gini index also takes a small value, thus, this a measure of node purity.  

Consequently, a small Gini value refers to a high node purity in a classification tree and 

observations are mainly classified in one category.  

 

The Gini index can be used for many purposes, one of those is explanation. By taking the 

mean decrease in Gini index for each variable, each variable will be given an importance value 

(James et al. 2017, p.318). As this explanation is used to explain features based on all 

predictions, we can define the method as a global explanation method. For known machine 

learning models, there are often model-specific methods to explain from a global perspective. 

Feature importance is a useful tool to assess which features are the most essential overall. A 

feature importance does not say anything about what the feature values should be though. In 

model building, feature importance can be a useful tool. Suppose that the model needs to be 

restricted in the number of features. To select the right features, Gini index could be used. 
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According to Lundberg (2018), however, the Gini Index is inconsistent. He states the Gini 

index is biased to contribute importance to lower splits. In cases where the first split is 

changed, importance accuracy could decrease and thus lead to inconsistent results. This 

drawback is undesirable and a reason to seek other global explanation methods.  
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3 Shapley Values  

In this chapter we will discuss the theory of Shapley values. First, the general idea behind the 

method and the properties will be presented in section 3.1 and 3.1.1. Then, in section 3.1.2 we 

will extend the theory to discuss how Shapley values are used to explain predictions in a 

prediction setting. Section 3.2 extends on the theory of Shapley values into the Kernel SHAP 

method, which reduces the computational problem. Finally, in section 3.2.3, Kernel SHAP is 

further extended to include dependency between variables. The dependency extension makes 

the method relevant for explaining predictions for real-life applications.  

 

3.1 Shapley Values in Detail 

Shapley values is a cooperative game theory developed by Lloyd S. Shapley in 1953 (Shapley, 

1953). The general idea is that 𝑀 players in a cooperative game is trying to maximize a payoff. 

In formula (2) below, 𝑆 ⊆  𝑀 =  {1, . . . , 𝑀}𝑠  is the subset with |𝑆| players and 𝑣(𝑆) is the 

contribution function which converts subsets of players to numbers. This is needed to calculate 

a numerical Shapley value. The contribution function can be defined as a value 𝑆 players 

receive together without the rest of the players in 𝑀. The worth can be seen as the total sum 

of payoffs expected by 𝑆 with cooperation (Aas, Jullum, et al., 2021). The payout should be 

assigned to players, depending on the players contribution to the total payout. So, we can 

define 𝜙𝑗(𝑣) as the value-added when a player j comes into a team and this team is averaged 

over all possible coalitions (Frye, de Mijolla, Cowton et al., 2020). The result is a weighted 

mean called Shapley values. Shapley values is a method to assign the gain to players with the 

assumption that the players collaborate. Therefore, as stated by Aas, Jullum, et al. (2021), 𝜙𝑗 

can be referred to as the Shapley value player j gets, calculated by the following formula:  

 

 𝜙𝑗(𝑣) = ∑  

𝑆⊆𝑀∖{𝑗}

|𝑆|! (𝑀 − |𝑆| − 1)!

𝑀!
(𝑣(𝑆 ∪ {𝑗}) − 𝑣(𝑆)), j =  1, . . . , M. (2) 

 

3.1.1 Shapley Properties 

There are four properties which Shapley values are unique to satisfy compared to other 

methods. The properties are Efficiency, Symmetry, Dummy and Linearity. The properties are 

considered to give an even distribution and a fair payout.  
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Efficiency 

The efficiency property ensures that the total gain is distributed (Aas, Jullum, et al., 2021). 

The sum of all contributions from the players must be equal to the difference between the 

payout and the average payout. This is illustrated with the following formula from the article 

by Aas, Jullum, et al. (2021): 

 
∑ 𝜙𝑗

𝑀

𝑗=0

= 𝑣(𝑀). 

 

(3) 

Symmetry 

The next property is symmetry. This property enables two players that contribute equally to 

have the same Shapley value. This means that if player j and k contribute the same to the 

payout, then 𝜙𝑗 =  𝜙𝑘. This gives Shapley values the quality of being fair. 

 

Dummy player 

If a player does not contribute to changing the total payout in any of the coalitions, it should 

have the Shapley value of zero. Therefore, if player j does not impact the payout in any 

coalitions, then 𝜙𝑗 = 0. 

 

Linearity 

The linearity property means that if a payout is to be explained by a combination of features, 

each feature can be given a Shapley value.  

 

3.1.2 Shapley Values in a Prediction Setting  

Shapley values can be used in explaining predictions by machine learning (Aas, Jullum, et al., 

2021). In this setting, the total payout is considered the prediction and the players are the 

feature values. Shapley values are thus a measure of how the features contribute to the 

prediction. In the explanation setting, talking about “game” is transmitted to predicting in a 

dataset. “Players” are the features contributing to the gain, where the “gain” is the difference 

between prediction and the average off all predictions.    

 

To understand Shapley values for prediction explanation in detail, we can first look at a 

prediction model 𝑓(𝑥). The contribution of the feature j can be formulated by the mean effect 

of feature j and the weight corresponding to the feature. To define the contribution in 
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prediction terms, we must calculate the difference between the predicted value and the average 

predicted value. The 𝑣(𝑠) function is an assumption of a contribution function which maps 

players to real numbers (Aas, Jullum, et al., 2021).  

 

Suppose we have 3 features in our model, so ℳ =  {1,2,3}. The possible subsets will thus be 

23 equal to 8. By applying equation (2) to the number of features, the Shapley value calculation 

for feature 𝜙1 will be:  

 

𝜙1 =  
1

3
(𝑣({1,2,3}) − 𝑣({2,3})) +

1

6
(𝑣({1,2}) − 𝑣({2})) 

+
1

6
(𝑣({1,3}) − 𝑣({3}))  +

1

3
(𝑣({1}) − 𝑣(Ø)),   

(4) 

where 𝑣({1,2,3)} refers to the contribution given the coalition of all three features. From the 

equation we can see each calculation step must include subsets of features with the feature in 

it, subtracting all other features included in the coalition. In addition to each feature 

contribution, we also need to calculate the non-distributed gain 𝜙0 = 𝐸[𝑓(𝑥)]. This value is 

defined as the fixed payoff without contributions from any features (Aas, Jullum, et al., 2021). 

It can be viewed as the starting point before each feature contributes to either direction. To 

calculate the other two Shapley values for this prediction, a similar calculation would be done 

with relevant coalitions two more times to obtain three Shapley values (one for each feature).   

 

In a prediction setting, sets define our model as 𝑓(𝑥) and the corresponding prediction 

as 𝑓(𝑥∗). Going forward, we will start by decomposing 𝑓(𝑥∗), as stated by Aas, Jullum, et al. 

(2021):  

 
𝑓 (𝑥∗)  =  𝜙0  +  ∑ 𝜙∗

𝑗
.

𝑀

𝑗=1

 

 

(5) 

In equation (5), 𝑥 = 𝑥 ∗ is a specific feature vector for the model 𝑓(𝑥∗). We can see the non-

distributed gain 𝜙0 adding up with the sum of all 𝜙∗
𝑗
 for all features 𝑀. The difference 

between the prediction 𝑦∗ = 𝑓(𝑥∗) and the global average prediction is explained by Shapley 

values. For every prediction 𝑓(𝑥∗) we compute with our prediction model, it will be explained 

over different sets of 𝜙𝑗 values.  If we dig deeper in the contribution function 𝑣(𝑆) of a subset 

𝑆 when we only know the value of the subset 𝑆, the contribution function should be equal to 

𝑓(𝑥∗) for the feature values 𝑥𝑆  =  𝑥𝑆
∗. This subset is given by equation (6) below. 

 𝑣(𝑆)  =  𝐸[𝑓(𝑥)|𝑥𝑆  =  𝑥𝑆
∗]. (6) 
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Advantages and Disadvantages of Shapley Values 

There are advantages and disadvantages of the usage of Shapley values in a prediction setting. 

The Shapley theory with its properties, presented in 3.1.1, is a clear advantage which 

distinguishes Shapley values from other methods (Aas, Jullum, et al., 2021). In a prediction 

setting, these four properties give a fair and even distribution of Shapley values for the 

different features. In addition, the linearity property opens for local explanation methods using 

Shapley values. So, each feature can be given a Shapley value to explain its influence on the 

prediction. 

 

As mentioned in section 2.2.1, there are several ethical and regulation type requirements for 

AI to be trustworthy. Models must be transparent and data subjects have the right to get an 

explanation. As some machine learning models are difficult to interpret, Shapley values is a 

great tool for explaining the model from a global and local perspective. All Shapley properties 

contribute to a fair explanation in line with the requirements. In addition, Shapley values open 

for explanations of individual predictions and not only compares predictions in a dataset. 

Individual explanations are valuable for data subjects that are affected by decisions made by 

prediction models.  

  

An inevitable disadvantage of Shapley values is that it requires a lot of computations to 

calculate (Aas, Jullum, et al., 2021). This is because there is potentially a very large number 

of coalitions to be computed. Suppose we have 15 variables, then the number of potential 

subsets will be 215 = 32.768. With more variables, this number will grow exponentially. 

Another disadvantage with Shapley values is that it can only be used when features 

are independent. This leads to an area of usage that is unrealistic and small since the most of 

real data is excluded.  There are however methods that have the possibility of dealing with all 

these problems to some extent, such as the Kernel SHAP approach.    

   

3.2 Kernel SHAP  

Kernel SHAP (Shapley additive explanations) is a method based on Shapley values to explain 

individual feature values to a prediction (Lundberg & Lee, 2017). There are several ways of 

computing SHAP, we will dig deeper into Kernel SHAP. In this method, each feature will 

show a value of importance to a single prediction. To deal with the computational complexity 

of Shapley values, Kernel SHAP approximates calculations. By approximating weighted sum 
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in Kernel SHAP, this issue will be reduced. Kernel SHAP provides faster computational time 

and estimates close to real Shapley values.  

 

3.2.1 Kernel SHAP in Detail 

We now assume that 𝑣(𝑆) is known and aim to compute an alternative formula for Shapley 

values. There are many ways of doing this, one of which is a weighted least squares problem. 

This can be presented as minimizing these formulas, as stated by Aas, Jullum, et al. (2021): 

 ∑  

𝑆⊆𝑀

(𝑣(𝑆)  −  (𝜙0  +  ∑  

𝑗∈𝑆

𝜙𝑗))2𝑘(𝑀, 𝑆), (7) 

where 𝑘(𝑀, 𝑆) are the Shapley kernel weights and is equal to:  

 (𝑀 −  1) / ((
𝑀
|𝑆|

) |𝑆| (𝑀 −  |𝑆|)). (8) 

Formula (8) can be rewritten to: 

 (𝑣 −  𝑍 𝜙)𝑇 𝑊(𝑣 −  𝑍 𝜙), (9) 

where 𝑍 is a matrix of all possible combinations of the 𝑀 features. Also, v is a vector of 𝑣(𝑆) 

and 𝑊 is a 2𝑀 𝑥 2𝑀 matrix with 𝑘(𝑀, |𝑆|). Lundberg and Lee (2017) prove that Shapley 

values can equate to: 

 𝜙 =  (𝑍𝑇 𝑊 𝑍)−1  𝑍𝑇 𝑊 𝑣. (10) 

When 𝑀 contains many features, we approximate the formulation using weighted least 

squares. Since Shapley kernel weights have different sizes, most of the subset’s 𝑆 contribute 

marginally to Shapley values (Aas, Jullum, et al., 2021).  These subsets are included in the 

rows of 𝑍. To approximate a Shapley value, we sample a subset 𝐷 of 𝑀 from a probability 

distribution which follows Shapley weighted kernel. Thus, Aas, Jullum, et al. (2021) state 

formula (11).  

 𝜙 =  [ (𝑍𝐷
𝑇 𝑊𝐷 𝑍𝐷)−1 𝑍𝐷

𝑇 𝑊𝐷 ]𝑣𝐷  =  𝑅𝐷𝑣𝐷 . (11) 

With this approximation, the (𝑀 + 1) ∗ |𝐷| matrix 𝑅𝐷 only needs to be computed once which 

reduces computational complexity.  

 

The second part of the Kernel SHAP method is computing 𝑣(𝑆). All possible feature subsets 

in 𝑍 are needed to compute the 𝑣(𝑆) (Aas, Jullum, et al., 2021). We previously defined 𝑣(𝑆) 
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as the value contribution for a certain subset 𝑆, and as we recall, the contribution function is 

defined by:  

 𝑣(𝑆)  =  𝐸[𝑓 (𝑥)|𝑥𝑆  =  𝑥𝑆
∗].  

The features in subset 𝑆 are 𝑥𝑆 and what we want to explain is the feature vector 𝑥∗
  where 𝑥∗

𝑆 

is the subset 𝑆 of this vector. This means that the contribution function will give the expected 

predicted value on the assumption features in 𝑆 take the value 𝑥∗
𝑆. To compute the 𝑣(𝑆) 

function, we need to do it for different subsets 𝑆. If we assume 𝑥𝑆̂ is a part of 𝑥 but not a part 

of 𝑥𝑆 we can write the formula as stated by Aas, Jullum, et al. (2021): 

 

𝐸[𝑓 (𝑥)|𝑥𝑆  =  𝑥𝑆
∗]  =  𝐸[𝑓 (𝑥𝑆̂  , 𝑥𝑆)|𝑥𝑆  =  𝑥𝑆

∗]  

=  ∫ 𝑓 (𝑥𝑆̂  , 𝑥𝑆
∗) 𝑝(𝑥𝑆̂ | 𝑥𝑆  =  𝑥𝑆

∗)𝑑𝑥𝑆̂, 
(12) 

where, given that 𝑥𝑆 = 𝑥 ∗𝑆, then 𝑝(𝑥𝑆̂| 𝑥𝑆  =  𝑥𝑆
∗) is the conditional distribution of 𝑥𝑆̂. This 

distribution is necessary to compute 𝑣(𝑆). The standard Kernel SHAP method uses the training 

set to compute an empirical distribution of 𝑥 and can be formulated as (Aas, Jullum, et al., 

2021):  

 𝑣𝐾𝑒𝑟𝑛𝑒𝑙𝑆𝐻𝐴𝑃(𝑆) =  
1

𝐾
∑ 𝑓(𝑥𝑆̅

𝑘  , 𝑥𝑆
∗).   

𝐾

𝑘=1

 (13) 

Assuming that 𝑓 is the function of a prediction model and 𝑥𝑆̂
𝑘 , 𝑘 = 1, . . . , 𝐾 are samples from 

the training set.  

 

3.2.2 Advantages and Disadvantages of Kernel SHAP 

As argued by Aas, Jullum, et al. (2021), independence between features is very rare in  

real data. Therefore, they extend Kernel SHAP to incorporate dependence between features. 

𝑃(𝑥𝑆̂| 𝑥𝑆  =  𝑥 ∗𝑆) is the dependence assumption in Kernel SHAP. Aas, Jullum, et al. (2021) 

state that this is a rough assumption to an otherwise solid method. They propose to relax this 

assumption and instead estimate it directly and generate samples from the distribution. Their 

results show that the extension performs better than the original and other methods. The 

extension will thus remove the disadvantage of Kernel SHAP and will be presented in the next 

section.  

 

Lundberg and Lee (2017) also found much stronger agreement between human explanations 

and SHAP than with other explanation methods.  This shows the advantage Shapley values 
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have over other methods. The quality is important to use in our thesis since we aim to 

understand prediction models better. Even though Kernel SHAP approximate values to deal 

with the computational problems, exponential growth is still a challenge. Using Kernel SHAP 

on many variables will still take up a substantial amount of computational resources due to the 

number of subsets that are calculated in the process explained in 3.1.2. Hence, the 

computational disadvantage of Shapley values extends to Kernel SHAP to some degree.     

 

3.2.3 Kernel SHAP with Dependent Variables 

Since we will want to compute Kernel SHAP on a real-world data set in the next chapter of 

this thesis, we can suspect there will be dependency between variables. This will be further 

investigated in chapter 4. With dependent variables, the method we will use to explain 

predictions is an extension of the standard Kernel SHAP method. This extension incorporates 

dependency between variables, contrary to the standard Kernel SHAP method. In real data 

sets, variable independence is very rare, and the standard Kernel SHAP method performs 

poorly. This is argued by Aas, Jullum, et al. (2021) in experiments comparing the approaches. 

They used both mean absolute error and a skill score measure to evaluate performance in 

explanation methods. The incorporation of dependence is done by estimating the dependence 

assumption directly and thereafter generate samples for this distribution. This way, the 

distribution will be generated dependent of each feature.  

 

There are four approaches for estimating the dependence assumption according to Aas, Jullum, 

et al. (2021). Multivariate Gaussian distribution, Gaussian copula, empirical conditional 

distribution, and a combined approach. We will elaborate more on these approaches and 

investigate which is the most applicable for our case data during the case study in chapter 4. 

As we know, 𝑝(𝑥𝑆̂| 𝑥𝑆  =  𝑥𝑆
∗) is the dependence assumption in Kernel SHAP. As this is a poor 

assumption, it could be replaced with a distribution that reflects real-world data better. The 

multivariate Gaussian distribution replaces the marginal distribution 𝑥𝑆̂ with a Gaussian 

distribution (Aas, Jullum, et al., 2021). If our case data has a distribution which is similar to 

multivariate Gaussian, we should use this approach. Suppose our features are far from this 

distribution, but our margins are close, then Aas, Jullum, et al. (2021) argue a Gaussian copula 

distribution may be better. Copula is an approach to isolate dependency between features 

(Haugh, 2016).   
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However, if neither the features nor the marginal distribution is close to Gaussian in our data, 

we cannot use such an approach. Empirical conditional distribution is a non-parametric 

approach which is suitable if the dependence structure and marginal distributions of 𝑥 are far 

from normally distributed (Aas, Jullum, et al., 2021). Since there are few such approaches, 

they developed this method. The general idea behind the method is to sample 𝑥𝑆 as close to 𝑥𝑆
∗ 

as possible and use this in the new distribution. The mathematics behind the method is 

complex and out of the scope of this thesis. For a more thorough review, we recommend the 

paper by Aas, Jullum, et al. (2021). This approach could also be combined with either 

multivariate or the copula approach when dimensions are higher and there is a risk of 

information loss. The choice of distribution depends on the distribution of features. Therefore, 

it is important to investigate feature distribution when conducting Kernel SHAP without the 

independence assumption 𝑝(𝑥𝑆̂| 𝑥𝑆  =  𝑥𝑆
∗).  
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4 Case – Predicting Financial Distress in Norway 

The case chapter is divided into three main sections. Section 4.1 introduces the case, why it is 

interesting for our thesis, the data treatment process, and the differences in output from the 

thesis we refer to. Section 4.2 introduces the chosen machine learning algorithms which will 

be used for the rest of the thesis both in a predictive setting and to be explained. In section 4.3 

we present the prediction results.   

 

4.1 Introduction to the Case 

To efficiently explain individual predictions, there was a need for a prediction problem with 

available data to perform analysis on. There was also a need for the case to be interesting with 

good reasoning behind the predictions. At last, we ended up with a master thesis from 2019 

with the title “Predicting Financial Distress in Norway” by Zhang and Ye (2019). In their 

thesis they try to predict which companies are likely to enter financial distress within the next 

two years in Norway.  

 

The reasons for selecting this master thesis as a case for our thesis were many. First, Zhang 

and Ye (2019) contribute with a solid and available groundwork allowing us to take their work 

further. Their predictive models validate for approximately 60% accuracy when optimizing 

according to a true positive rate equal to the true negative rate, given a ~90/10 imbalanced 

dataset. We find this reasonable given the available data. Another point we found interesting 

with their paper was that financial distress is rare for companies but crucial for those affected. 

It is therefore important to detect danger-signs of distress, which is relevant both for creditors 

and for the companies themselves. We consider predictive models to be valuable for detecting 

signs of financial distress. When distress-signs are detected, it is vital to understand why 

companies are predicted distressed. We believe the interpretability aspect is essential for this 

case because decision-makers may use such models to make decisions. Companies affected 

by decisions made by machine learning algorithms may demand explanations behind the 

decisions. Therefore, really understanding why a model predicts a company as healthy or 

distressed can be useful for creditors such as banks or financial institutions, and for the 

companies involved.  
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Zhang and Ye (2019) use the mean decrease in the Gini index as a method to explain the global 

feature importance for the black-box random forest model. As discussed in chapter 2, when 

applying a complex model to a problem, the Gini index can be considered biased and 

inconsistent unlike Shapley values. We therefore wanted to provide a sufficient and complete 

explanation framework to obtain concrete and understandable explanations. Their thesis did 

neither consider individual predictions nor dive deep into interpreting a black-box model. We 

have taken on this task, and it will be the focus in the coming sections.  

  

4.1.1 Data Treatment 

Zhang and Ye (2019) did a substantial data cleaning process before they developed their 

prediction models. Our aim was to try to replicate the results and then explain individual 

predictions. We reviewed the same data set from the Centre for Applied Research at NHH 

(SNF) and followed Zhang and Ye’s data wrangling.  

 

To clean the data, we started with importing and merging data on company accounts for the 

years 2013-2015 and remove data on bankrupt companies in 2013. Then, we calculated 

financial ratios such as ROA and ROE to produce our dataset. Complete list of features are 

presented in Table 1. Next, a distress rating was constructed based on companies going 

bankrupt in 2014/2015 or on companies having a C rating for two years in a row. We continued 

by downsizing the data sample to 40.000 random companies to reduce computational 

complexity. After that, extreme outliers were converted to NA’s according to values which 

are outside the 1st or 3rd quantile multiplied by 10 times the interquantile range. Finally, we 

reduced computational complexity by removing variables. Variables were chosen based on 

relevance, correlation and significance from the thesis by Zhang and Ye (2019). With some 

testing we found 9 variables to be the amount which is feasible to calculate Shapley values for 

in chapter 6.    

 

For complete information and reasoning behind the data cleaning, we will refer to the thesis 

by Zhang and Ye (2019). Furthermore, during the data cleaning we had to make some 

assumptions and our own assessments, which resulted in a slightly different outcome. Table 

1 illustrates the remaining variables after the cleaning process. Each of the selected variables 

are calculated based on famous financial distressed models such as Altman’s Z-scores 
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(Altman, 1968) and Ohlson’s O-scores (Ohlson, 1980). We have adopted variable names from 

Zhang and Ye (2019) and changed them for intuitive reasons.   

 

Variable Definition Variable name 

Y Distressed or healthy Y: Healthy / Distressed 

X1 Net income / Total assets X1: ROA 

X2 Current assets/ Current liabilities X2: Current ratio 

X3 Working Capital /Total assets X3: Working capital / Total assets 

X4 Retained earnings /Total assets X4: Retained earnings / Total assets 

X6 Sales / Total assets X6: Asset turnover 

X9 Current assets / Total assets X9: Current assets / Total assets 

X10 Net income / Equity X10: ROE 

X13 Debt /Equity X13: Debt / Equity 

X17 Log of total assets X17: Log of total assets 

Table 1. Case variables 

 

  

4.1.2 Descriptive Statistics of Data 

As a result of our data treatment, we have obtained a clean data set. We will now explore 

descriptive statistics on our case data to learn more about its features. It is also important 

for us, as mentioned in section 3.2.3, to find out if there are dependencies between 

variables. If this is the case, then the extension of Kernel SHAP is appropriate. To prove 

dependency between features, correlation can be studied (James et al., 2017, p. 70). To 

study correlation, we have plotted a correlation matrix with heat mapping in Figure 2.  

 
Figure 2. Feature dependence investigation with correlation  
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In the figure we can see that even though there is no strong correlation (due to highly correlated 

variables filtered out during cleaning to reduce computational complexity), there is still some 

correlation between variables. The strongest correlation can be observed for variables X3: 

Working capital / Total assets and X4: Retained earnings / Total assets (0.52) which indicates 

the variables are the most dependent on each other. There are some relationships which seem 

to be independent though. The variable X13: Debt / Equity is independent of X3: Working 

capital / Total assets and X6: Asset turnover. This leads us to the conclusion that there is 

dependency between many of the variables, which means the extension of Kernel SHAP is 

appropriate. Next, to choose dependency distribution for this method, we must study feature 

and marginal distributions. As we recall, there are four relevant approaches to choose from: 

multivariate Gaussian distribution, Gaussian copula, empirical conditional and a combined 

approach. 

 

To investigate dependency, histograms for all 9 features are plotted in Figure 3 below. The 

figure can be inspected to choose distribution during Shapley value calculation in chapter 6. 

From the figure we can observe signs of Gaussian distribution for some features, like for the 

variable X17: Log of total assets. The challenge with selecting a dependency structure such as 

multivariate Gaussian and Gaussian Copula is that the distributions need to be similar for all 

variables, or you can end up with inaccurate explanations. From the figure we observe X3: 

Working capital / Total assets and X4: Retained earnings / Total assets to be skewed, while 

X2: Current ratio and X6: Asset turnover are heavy tailed. An advantage of using the empirical 

conditional distribution method is that features can be different. It does not assume a pre-

defined distribution but rather estimate each distribution. As the features have varying 

distributions, the empirical conditional approach will be our choice going forward. This is 

because the empirical approach performs better than other approaches with varying 

distributions, as illustrated by (Aas, Jullum, et al., 2021) during their simulations. 
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Figure 3. Histograms for all features 

 

Another point to consider is that most companies have slightly positive measures. This can be 

seen in histograms from Figure 3 but also by studying summary statistics presented in Table 

2 below. From Figure 2, we can observe the mean of the dependent variable Y to be 6.2%. 

This is the undistributed gain and means that without any features taken into consideration, 

there is a 6.2% chance for a company to enter distress. Two common variables in financial 

terms are return on assets (ROA) and current ratio. ROA is a measure on a company’s 

profitability based on its assets (Zhang & Ye, 2019). Companies strive to have a high ROA as 

it is a sign of a healthy operation. Current ratio measures a company’s liquidity and shows 

how well it can cover its current liabilities with its current assets. Having more current assets 

than current liabilities (ratio over 1) is important for financial health. X3: Working capital / 

Total assets is obtained by dividing working capital by total assets. This is a measure of how 

well-suited a company is for running daily operations. X4: Retained earnings / Total assets is 

a measure of assets funded by earnings (Zhang & Ye, 2019). This measure shows if a company 

is financed by retained earnings and is a sign of healthiness. X6: Asset turnover gives a 
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measure of how well a company can generate revenue from its assets. A high measure here is 

desired. X9: Current assets / Total assets is a liquidity measure, while return on equity (ROE) 

shows profit obtained from shareholders investments (Zhang & Ye, 2019). X13: Debt / Equity 

is a leverage measure and shows debt compared to equity. A high or negative ratio is 

considered risky for financial health. The last included variable is X17: Log of total assets 

which gives an indication of the size of the company. Historically, bigger companies tend to 

avoid financial distress.  

 

We can also study the standard deviation, which tells us more about the spread of the 

distribution of the features. We can see that there is a large spread in the debt ratio and Current 

Ratio (X13: Debt / Equity and X2: Current ratio) in our data. The lowest and highest debt ratio 

is ranging from -31 to 34.3. This implies that there are some companies with negative debt or 

total assets. Negative total asset means that a company has more liabilities than assets. A 

negative ratio is very risky as it implies the company has more liabilities than assets, indicating 

a risk of bankruptcy (Fernando, 2021). Neither negative total assets nor a negative debt ratio 

is a good sign financially. We can also study the quantiles. The upper quantile tells us that 

25% of the companies have a size (X17: Log of total assets) larger than 9.2, while 25% of 

companies have a size smaller than 6.8. Keep in mind that extreme outliers were adjusted 

during data cleaning which affected minimum and maximum values in the table.  

 

Statistics Mean St. Dev. Min PCTL (25) PCTL (75) Max 

Y: Healthy / distressed 0.062 0.242 0 0 0 1 

x1: ROA 0.050 0.255 -1.600 -0.016 0.140 1.717 

X2: Current ratio 2.706 3.893 -22.000 0.883 2.706 27.709 

X3: Working capital / total assets 0.130 0.471 -4.611 -0.022 0.394 3.208 

X4: Retained earnings / total assets 0.102 0.564 -4.326 -0.0002 0.391 2.642 

X6: Asset turnover 1.474 1.951 -2.448 0.080 2.277 22.968 

X9: Current assets / Total assets 0.579 0.367 -0.536 0.198 0.942 1.826 

X10: ROE 0.274 0.852 -4.745 0.000 0.464 5.235 

X13: Debt / Equity 2.238 6.033 -31.016 0.263 3.230 34.279 

X17: Log of total assets 8.043 1.924 0.693 6.789 9.188 18.205 

Table 2. Summary statistics 

 

At last, we wanted to mention the data has a labeling for which sector the companies belong 

to. There are 10 different sectors, the largest being construction, followed by wholesale, 

finance, manufacturing and IT. The section labeling will be of specific attention to us during 

case analysis and sector comparison in chapter 6.  
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4.2 Modelling 

In the thesis by Guang Na Zhang and Fan Ye from 2019, they used logistic regression and 

random forest models to predict financial distress. In terms of the interpretability/complexity 

tradeoff discussed in section 2.1, a logistic regression model can be considered a simple model, 

while a random forest model is complex. Going forward, we could choose to use the random 

forest model to predict financial distress. However, as this was already done in the thesis we 

refer to, we will introduce a newer and even more powerful method, known as extreme 

gradient boosting. This will help us to really illustrate the value of calculating Shapley values 

from predictions later in this thesis because the model is so difficult to understand. We will 

compare the model in terms of accuracy and interpretability to that of a simple decision tree.  

 

4.2.1 Xgboost 

Xgboost is a variation of boosting which stands for Extreme Gradient Boosting. Tree boosting 

is a popular and highly effective machine learning method (Chen & Guestrin, 2016). Xgboost 

as a tree boosting algorithm is renowned for execution speed and model performance and has 

from objective tests proven to outperform other implementations of ensemble methods such 

as gradient boosting and bagged decision trees in computation time (Brownlee, 2021). 

Brownlee (2021) also states it has also been the go-to algorithm to use in machine learning 

competitions as it outperforms other models in predictive accuracy.  

 

To fit the xgboost model to the financial data, the following steps were taken. First, the data 

is split 80/20 into train and test data, the training part for model building and test data for final 

evaluation in section 4.3. The test-data will only be considered in section 4.3 when we present 

the results and is not part of the model building or tuning of hyperparameters. Next, we 

perform 5-fold cross validation on the training data with the function xgb.cv (Chen, He, 

Benesty et al., 2021). Cross-validation is used for several beneficial properties. It is beneficial 

for tuning of hyperparameters, helps to avoid overfitting, and it will give more accurate 

approximations to the true AUC as it considers all the training data for training and testing. 

By testing different hyperparameter values during k-fold cross validation, we end up with the 

parameters presented in Table 3. Explanations are derived from Chen et al. (2021).  
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Parameters Chosen Explanation 

Evaluation metric AUC Evaluation metric for the xgboost model. By setting 

this to AUC we choose to optimize xgboost according 

to the AUC criterion. 

Early stopping 

rounds 

20 

 

Will stop boosting iterations if the model does not 

improve for 20 rounds.  

Eta 0.03 Controls the learning rate and can range from 0 to 1. 

Choosing a low value makes the model more robust to 

overfitting, but slower to compute. 

Max depth 2 The maximum depth of a tree. Can be decreased or 

increased to see whether it improves the model or not.   

Number of rounds 200 Number of boosting iterations. 

Number of folds 5 Number of folds. 

 

Table 3. Xgboost parameters  

 

The evaluation metric is set to AUC to optimize the model according to this criterion. We 

chose AUC for its intuitive properties of considering different aspects of the confusion 

matrix. Early stopping rounds is set to 20, again to avoid overfitting. This means if AUC 

does not improve for 20 consecutive boosting iterations, then the model will revert to the 

best AUC result. When deciding eta, we tested different values and found the value of 0.03 

to provide the best results. For max depth, different values were also tested, and two 

branches of a tree were found to provide the best result. At last, number of boosting 

iterations was set to 200 as we are working with a fast program on a relatively small dataset 

of about 26.000 training observations, and computation time is not a problem. We tried 

implementing more parameters during model tuning but found no significant improvement 

over the iterations. Below is Figure 3 which presents the mean-AUC during 5-fold cross 

validation.  
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Figure 3. AUC results for xgboost during 5-fold cross validation 

 

From the figure we observe increasing AUC values (y-axis) over xgboost iterations (x-axis). 

Both train-AUC and test-AUC starts with rapid increases, but then continues flattening out. 

After about 100 iterations, the model is about to start overfitting, observed with test-AUC 

completely flattening out. This is where the model stops due to the early_stopping_rounds 

hyperparameter, and we end up with mean train-AUC of 0.688 and mean test-AUC of 0.665. 

 

4.2.2 Decision Tree 

For comparison to xgboost in terms of performance and interpretability, we have chosen a 

simple decision tree as our baseline. Decision trees have the added benefit over xgboost of 

being able to provide the why to each explanation by studying the tree (Baehrens et al., 2010). 

As discussed in section 2.1.1, however, decision trees can be very inaccurate due to their high 

variance. In section 4.3 we will see how our decision tree performs in terms of accuracy during 

final evaluation.   

 

By following the same validation set approach as for boosting, we split the data in the same 

80% for training (to be used in the modelling process) and 20% for testing (to be used for 

evaluation in section 4.3). To build a decision tree, we will use functions from the R package 
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rpart (Recursive Partitioning and Regression Trees) (Therneau, Atkinson, & Ripley, 2019). 

According to documentation on CRAN, the package implements ideas and techniques found 

in CART by Breiman, Leo, Friedman et al. (1984). During modelling we use the default 

parameters in the model but will adjust for the imbalanced nature of the data to obtain a true 

positive rate equal to the true negative rate. This is done by including the parms parameter in 

the rpart function in R, aiming to give proper weighting to each of the two classes. Without 

this weighting, the model would be biased towards the majority class and ignore distress 

predictions. Next, we consider additional tree-pruning of the tree by investigating the 

complexity parameter (CP) with the function printcp (Therneau et al., 2019). This is used to 

decide the optimal tree size by evaluating the cost of adding more variables. Cross validation 

error for the different splits is presented in Table 4.  

 

Tree Cost complexity 

criterion 

Number of 

splits 

relative 

error 

x-

error 

x-standard 

deviation 

1 0.153 0 1 1 0.024 

2 0.037 1 0.847 0.871 0.020 

3 0.011 2 0.810 0.847 0.017 

4 0.010 3 0.799 0.835 0.017 

Table 4. Tree splits and complexity parameter  

 

We see from the table that “x-error” is lowest when 𝐶𝑃 = 0.010, which implies the lowest 

cross-validation error occurs when the model uses three splits (the current model). To test the 

condition, we could apply tree-pruning to the model and cross validate results for different test 

instances. However, as the differences in “xerror” are so small, we choose to go forward with 

this model.   

 

4.3 Prediction Results 

During k-fold cross validation with xgboost we found the hyperparameters which provided 

the best results. These parameters were then chosen to build a complete model on all the 

training data (80% of the data). In this section we will explore how the models perform during 

final evaluation when trying to try to predict the remaining 20% of the sample which have not 

been considered yet.  

 

For evaluation, we have opted for the receiver operating characteristics curve (ROC curve). 

This curve compares the true positive rate (TPR) with the false positive rate (FPR) summarized 



33 

over all possible thresholds (James et al., 2017, p. 147). For our case, TPR refers to the 

probability that a company which will become distressed is predicted to be distressed, while 

FPR refers to the probability that a healthy company is wrongly predicted to become 

distressed. The area under curve (AUC) describes the accuracy of the model in terms of this 

tradeoff. The best possible AUC value is a value of 1, and for such a situation the ROC curve 

will hug the top left corner of the graph. For our case, an AUC of 1 would imply that the model 

can classify all distressed companies while not classifying any false positives. In Figure 4 

below, ROC curve for the decision tree and xgboost is presented.   

 

Figure 4. AUC results for the decision tree and xgboost 

                            

 

The y-axes in Figure 4 show the true positive rate for different thresholds, while the x-axes 

show the false positive rates. The black lines through the diagonals indicate an AUC of 0.5. 

This is the worst-case scenario for the classification model, as it displays no discrimination, 

indicating the model has no ability to distinguish between distressed and healthy firms. For 

the decision tree, we observe an AUC of 0.632, while for xgboost we observe an AUC of 

0.661. Hence, xgboost performs better at predicting healthy and distressed firms correct 

during evaluation.  

 

When comparing the results to the Zhang and Ye’s results, we consider AUC’s for both models 

to be acceptable. We find the results to be according to our expectations since single decision 

trees can be simple and less accurate than a complex model such as xgboost. The results for 

xgboost is similar to the results in the thesis by Zhang and Ye (2019). We believe the AUC 
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for both models can be improved with additional tuning. Xgboost can be improved with 

optimization of hyperparameters, while the decision tree can possibly be improved with tree-

pruning. Additionally, more variables can also be included to improve on the accuracy. For 

our part, however, additional tuning and data wrangling is beyond the goal of this thesis as we 

are our focus is on explaining the predictions, not optimizing accuracy.   

 

4.3.1 Threshold for Distress 

To decide whether the models have predicted companies as healthy or distressed in the coming 

sections, we must decide a threshold. A threshold can be tricky to decide because of the 

imbalanced nature of the dataset with 6.2% distressed companies. An easy way to achieve 

high accuracy would be to predict all companies to be healthy, which would achieve 93.8% 

accuracy, but this would wrongly classify all distressed firms as healthy. We consider the 

discussion in the thesis by Zhang and Ye (2019), and choose to opt for the same method as 

them, to decide a threshold according to a true positive rate (sensitivity) equal to the true 

negative rate (specificity). The threshold which gives this result is estimated to be 0.06 for 

xgboost and 0.5 for the decision tree. This means any companies with probabilities (prediction 

values) above these thresholds are predicted to be distressed, while companies with 

probabilities below the thresholds are predicted to be healthy. Selecting threshold for xgboost 

is a difficult task since small changes will impact many companies. When we talk about 

decision-makers in practice in this thesis, this is the threshold to use to decide loan offers or 

loan rejections. Companies with probabilities way higher than the thresholds can be considered 

as the model assigning high probability for distress. Very low probabilities indicate low 

probability of distress. Since we aim to use our most accurate model in decision-making, we 

will present summary statistics for xgboost in Table 5. Pay specific attention to the minimum 

and maximum values for the prediction object. For xgboost, the minimum probability for 

distress is 1.6% while the maximum probability is 40.5%. In the next chapter we will discuss 

the interpretation of these models, given the mentioned thresholds for a selected case company 

in financial distress.  

 

Statistic N Mean St. Dev. Min Pctl (25) Pctl (75) Max 

prediction 6,611 0.064 0.038 0.016 0.038 0.077 0.405 

Table 5. Summary of prediction object for xgboost 
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5 Interpretation of Prediction Models 

As discussed in section 2.1, there is a tradeoff between interpretability and complexity for 

machine learning models. This chapter will explore this trade-off by trying to explain a 

prediction by the algorithms xgboost and decision tree for a chosen case-company. In section 

5.1 the motivation and need for prediction explanations for the case study will be elaborated. 

Section 5.2 will discuss the choice of case sector and present financial ratios for the selected 

case-company. We will evaluate these ratios from an economic standpoint and a predictive 

standpoint. Section 5.3 will investigate the prediction the two chosen machine learning 

algorithms made for our case-company during evaluation in section 4.3. By investigating 

model plots, we will try to explain the prediction directly from both models. The explanations 

will show that a prediction made by the decision tree can be interpreted by studying the model 

directly, while a prediction by xgboost cannot. The chapter creates motivation for using the 

Shapley value framework as an explanation tool in chapter 6. 

 

5.1 Case Motivation for Prediction Explanations 

The cost of financial distress does not only affect the company itself, but also external 

stakeholders such as shareholders, creditors and investors (Zhang & Ye, 2019). In their thesis 

they argue that bankruptcy costs extend into a social problem because it leads to 

unemployment, losses on debt by creditors and increased volatility in the market. Hence, 

systems to scan and detect drivers of distress can benefit society on several levels. We believe 

there are two organs which may benefit especially from such systems.  

 

The first is the government, which can benefit on a social level from detecting signs of 

financial distress. To cope with the mentioned market volatility, unemployment, and social 

costs, systems to help the government to detect signs of distress and act against them can prove 

valuable. In some cases, financial distress can lead to bankruptcy. Costs related to bankrupt 

companies affect a very wide range of parties (Branch, 2002). Due to this wide range of both 

direct and indirect parties affected, it is hard to give an exact measure of the magnitude of the 

cost of bankruptcy. Before going into bankruptcy, many companies are dealing with financial 

distress which relates to a substantial part of these costs. Financial distress is thus undesired 

for those directly affected but also for the society which will be affected indirectly.   
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The second are creditors, who have a big interest in the health of the companies they give out 

loans to. This is because losses on unpaid loans can prove costly for banks. Deciding a better 

trade-off between risk and return can help to improve long-term profits by reducing the 

downside risk. There are also costs related to bankruptcy securities and pre-bankruptcy debt. 

The analysis by Branch (2002) shows that costs associated with debt accounts for 16% (for 

managing financially distressed companies) and 28% due to bankruptcy. To decide which 

companies to give out loans to and to what interest rate, credit ratings can be used. However, 

not all companies are rated, and for those companies, the rating may be done by the banks 

themselves. To assign credit ratings, creditors need accurate and reliable systems to decide 

which companies to provide loans to and to what interest rate.  

 

In section 4.2 we modelled such systems by predicting financial distress in Norway. The 

machine learning models made a distress prediction for all 6611 companies in the test data 

during final evaluation in section 4.3 and gave a probability for distress for the different 

companies. We did, however, not give any explanation behind the predictions. It was merely 

a numeric probability which gave a prediction for distress or healthy depending on whether 

the companies had a probability higher or lower than the decided threshold. To give proper 

value to the predictions for decision-makers to use in practice, we believe predictions need 

proper explanations behind them. We want to provide the why behind the predictions. Without 

the why, predictions are merely binary answers to a complex problem. They do not say how 

the models came to their conclusions. Furthermore, prediction explanations will open for 

evaluation and proper understanding behind the underlying mechanisms for the predictions. 

This can help add to the analysis by the government and creditors for what drives companies 

to distress, however, not to be confused by causality in the real world. To explore and display 

the predictive process and how to interpret the models, we have chosen a specific company 

which will be discussed in the next section.   

 

Furthermore, for our case study, companies can be referred to as data subjects as they are 

affected by automated decisions. From section 2.2.1 we discussed that data subjects have the 

right to get explanations of decisions made by algorithms. This regulation has implications in 

practice since it is not enough to base a decision on a validated machine learning model. All 

models used in decision-making should have the ability to provide explanations. We believe 

that our case is a typical situation where this comes into play. For these reasons, reliable and 
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accurate explanations are important. Using Shapley values as an explanation framework will 

satisfy these criterias.   

 

5.2  Presentation of Case-Company 

The case-company is chosen among companies with high probability for distress from our 

xgboost model. We chose a company among the distress predictions we found representative 

in the data. Companies with the highest probability of entering distress can be seen as extreme 

cases and thus not representative. We considered whether to choose a company randomly with 

high probability of distress by xgboost, or if the company in fact is entering distress (a true 

positive). We decided the latter, as it may provide a more valuable analysis. We also 

considered the different sectors in the data and decided on a company from the largest sector 

(construction). This choice was made because we needed a representative sample which is 

large enough when we dig deeper into sector analysis in section 6.2. For the analysis, only the 

financial ratios presented in section 4.1.1 will be considered. To compare the financial ratios 

in the data, we will be looking at the mean for each variable in terms of total mean and sector 

mean, presented in Table 6 below.  

 

 

Table 6. Case-company 

 

By comparing the ratios for the company to the mean in the data, we can see some differences. 

For example, we can see that X1: ROA and X3: Working capital / Total assets are low 

compared to the mean. From an economic standpoint, poor ratios could be a sign of distress. 

A negative debt ratio (X13: Debt / Equity) can also cause trouble for the company and is 

considered risky by other institutions. We can also see the company has lower efficiency and 

liquidity compared to other companies in the same sector. This is a sign of our case-company 

Features Case-company Mean Sector mean 

X1: ROA -0.24 0.05 0.04 
X2: Current ratio 0.34 2.71 2.97 

X3: Working capital / Total assets -1.06 0.13 0.09 
X4: Retained earnings / Total assets -0.73 0.10 0.13 
X6: Asset turnover 1.36 1.47 0.79 

X9: Current assets / Total assets 0.56 0.58 0.41 
X10: ROE 0.39 0.27 0.23 
X13: Debt / Equity -2.63 2.24 2.60 

X17: Log of total assets 6.76   8.04 8.46 
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not performing very well. It is difficult though to point out which variables are most important. 

It could be the negative X1: ROA or X13: Debt / Equity which is not sustainable in the long 

run, or it could possibly be other features or a combination of contributing factors. The feature 

X6: Asset turnover is close to the mean, but the sector mean is far lower. This is an interesting 

find, but we cannot say anything conclusive about factors that leads to distress from an 

economic standpoint.  

 

Our case-company has been labeled as distressed and is therefore expected to enter this state 

within two years. For our case-company, there are some possible reasons to explain the 

financial situation directly. Financial distress is, however, often complex and not due to a 

single factor. It could therefore be a situation in which many factors are contributing and 

combined they result in financial distress. If a creditor or the government knew beforehand 

which companies would enter financial distress in the future, they would likely want to know 

which factors contributes to the situation. For the case-company itself, it can be well known 

why it has financial issues. Information from prediction models can possibly supplement or 

confirm the hypothesis of the company. In the next section we will continue our analysis by 

looking at the prediction models and attempt to explain the prediction for the case-company.   

 

5.3 Interpretation of Predictions for Case-Company  

The two models we presented in section 4.2 made a prediction for our case-company during 

evaluation in section 4.3. According to the threshold we decided in section 4.3.1, our chosen 

case-company has either been predicted to be healthy or distressed, depending on the 

probability output from the model. This will be the focus of the coming sections 5.3.1 and 

5.3.2. Through this exploration, we hope to illustrate how prediction explanations can be given 

directly, if possible.  

 

5.3.1 Decision Tree 

Our first and simple model is a decision tree, which, according to reviewed theory in section 

2.1.1, has the advantage of being interpretable. During final evaluation, the decision tree 

predicted our case-company with a probability for distress higher than the decided threshold. 

As discussed earlier in this chapter though, a binary answer is of little value to draw real insight 

from a prediction model. Assume a creditor for example wants a prediction explanation for 
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this company. Then it is important to understand why the company is classified as distressed. 

Why is it classified as distressed, and which variables made the model predict this outcome? 

This question is easy to answer with a decision tree. To provide a prediction explanation by 

the tree model, we can investigate the model designed during modelling in section 4.2.2. We 

produce the decision tree with the rpart package and include distress statistics. The decision 

tree is presented in Figure 5, with distress statistics included for each variable.  

 

Figure 5. Binary classification tree 

  

To decide why the company was predicted distressed, we can study the tree by investigating 

the branches and the different splits. From the tree, we can observe X4: Retained earnings / 

Total assets to be the most important explanatory variable with a threshold for where it will 

split the tree. If a company has a value for this feature lower than −0.043, then the company 

is predicted to be distressed, if not, then we continue to the next branch in the tree. In the next 

branch we follow the same intuition. If the ratio X9: Current assets / Total assets is greater 

than 0.98, then the company is predicted to be distressed, if not we will continue to the next 

node. In the third split we observe whether the variable X17: Log of total assets is less than 

6.4. If the answer to this condition is yes, then the company is predicted to be distressed, else 

it is predicted to be healthy. The answer to every condition must be no for a company to be 

predicted as healthy. To explain why our case-company was predicted to be distressed, we 

compare the company ratios to the conditions. The prediction explanation is presented as a 

comparison between the model and the ratios, presented in Table 7 below.   

 

X4: Retained earnings / Total assets < -0.043

X9: Current assets / Total assets >= 0.98

X17: Log of total assets < 6.4

Healthy

0.53
100%

Distressed
0.37

20%

Healthy
0.59

80%

Distressed
0.44

13%

Healthy
0.63
67%

Distressed
0.46

6%

Healthy
0.65

61%

yes no
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Variable Company 

ratio 

Condition Condition ratio Answer 

X4: Retained earnings / 

Total assets 
−0.73 <  −0.043 Yes 

X9: Current assets / 

Total assets 
0.56 ≥  0.98 No 

X17: Log of total assets 6.76 < 6.4 No 

Table 7. Prediction explanation for case-company by decision tree 

 

By studying the table, we can see the case-company has ratios which give the answer yes to 

the first condition, and no to the other two conditions. Since the company has a ratio lower 

than the first condition, it is predicted to be distressed. Table 7 in conjunction with Figure 5 

can be considered a prediction explanation for our case-company. The explanation provides 

the why for how the model came to the distress conclusion. In this way, a creditor or the 

government could study such a figure when there is a need for explanations behind predictions.  

 

This explanation gives a very simple answer to a complex problem in the way that the feature 

X4: Retained earnings / Total assets alone is enough to decide a distress prediction. 

Furthermore, although decision trees are easy to interpret, they can oftentimes be quite 

inaccurate due to their high variance as discussed earlier. In the next section we will try to 

explain the same prediction by xgboost to explore if this can be done directly, such as for the 

decision tree.  

 

5.3.2 Xgboost 

The theory behind the complexity of xgboost is explained in section 2.1.1 and 4.2.1. To try to 

explain this very complex model, we have plotted the first tree during iterations (tree 0) using 

the xgb.plot.tree function in R (Chen et al., 2021). The tree is presented in Figure 6. By 

studying the tree, we observe the first split to be by the variable X13: Debt / Equity. The tree 

goes to the next node if our company is over or under 0.001 for this variable. For our case-

company this is true as the variable value is higher than the condition. We consider the next 

node and since X3: Working capital / Total assets =  −1.06 <  −0.26 we end up in the leaf 

0-3. This means we have a marginal value of approximate −0.01 (the difference between these 

two values), which is the contribution to the prediction. The leaf shows the cover which 

describes the second order of training data classified to the leaf. Value is the margin of the 
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leaf’s contribution to the prediction. In the nodes, gain gives the idea of the importance of the 

node in the model.  

 

 

Figure 6. Tree 0 in xgboost model 

 

It is difficult to extract a single answer from this model even though it is illustrated. In Figure 

6 we only study tree 0, but as it is an ensemble method there could possibly be many more 

similar trees. Number of trees will be equal to the number of iterations (200 in our case). This 

means 200 trees need to be evaluated to understand the outcome from a prediction. Each of 

these plots gives a hint of how the features contribute to the prediction. It is possible to extract 

an explanation from these plots, but it is time-consuming and very technical. Especially non-

experts will struggle to interpret the model. Due to the complexity of the xgboost, and our 

inability to extract intuitive answers directly, there is a need for an explanation method. That 

is the focus of the next chapter, where we will investigate Shapley values to explain predictions 

on financial distress.   
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6 Shapley Value Prediction Explanation 

In this chapter we will use the package shapr (Sellereite, Jullum, Redelmeier et al., 2021) in 

the programming language R to answer our first research question regarding intuitive 

explanations.  The package implements the extension of Kernel SHAP which considers 

dependency between features, described in section 3.2.3. Section 6.1 will continue the 

investigation of the case-company which entered financial distress. We will calculate Shapley 

values for the prediction of this company to try to explain the prediction. In section 6.2 we 

will perform sector analysis by comparing Shapley values of our case-company to that of 

Shapley values for high and low probabilities in the same sector. Section 6.3 investigates 

feature dependence and feature importance in a global setting for the construction sector. This 

will help us answer our research questions about unfairness in the model and in explaining 

how a black-box model considers features.  

 

6.1 Explaining an Individual Prediction by Xgboost  

In chapter 5 we concluded that explaining predictions from xgboost is not possible to do 

directly as it is for a decision tree. However, as xgboost has higher accuracy compared to a 

simple tree model, there are benefits of using such a complex model. We believe that by 

investigating the prediction for a selected company which entered financial distress (and had 

a high probability of entering distress), there is potential for interesting interpretations of the 

black-box model xgboost.  

 

To calculate Shapley values in R, the following procedures were taken. First, an explainer 

object was produced by running the function shapr from the shapr package, using the feature 

values from the training data and the model produced by xgboost in section 4.2.1. Second, the 

global average prediction was calculated as the mean of the distress variable in the training 

data, which equaled to 𝑦 = 0.062. The global average is, as discussed earlier, the prediction 

without any features and is considered the undistributed gain. Lastly, Shapley values were 

calculated using the explain function in R with the abovementioned inputs, and by setting the 

hyperparameter approach to empirical. The reasoning behind this approach selection was 

discussed in part 4.1.2 during evaluation of distributions. Shapley values for the selected case-

company including the feature values are presented in Figure 7.  
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Figure 7. Prediction explanation for the case-company 

 

The left-hand side of the graph presents the different features with the feature values (the test 

data input) next to them. We will refer to feature values as the values in the test data, while 

Shapley values are the explanation values on the x-axis. The average prediction (the 

undistributed gain) gives all companies a 6.2% chance of entering distress before the features 

impacts the likelihood. All features with negative Shapley values (light blue bars in graph) 

will contribute to labeling the company healthier by decreasing the probability for distress. 

Positive Shapley values (dark blue) will increase this likelihood. The combined prediction 

value for this company is 0.1847 (the probability of distress), presented in the graph header. 

With our distress threshold set at 0.06, this company has a high probability for distress 

according to our model. The Shapley values explain the difference between the undistributed 

gain of the prediction and the prediction value. By taking this difference, we can see the 

features combined result in a 0.1847 − 0.062 = 12.27% probability increase of distress. We 

can also see how Shapley values properties come into play. The features are evenly distributed, 

and low impact features receive a low Shapley value. Suppose for example X1: ROA was left 

out of the model and all other features contributed to the prediction. Adding this feature in 

random order will give a different prediction value. The Shapley value for X1: ROA is the 

average change ROA will have on the prediction value when it is added to the feature mix. 

 

id: 1, pred = 0.1847

-0.01 0.00 0.01 0.02 0.03 0.04 0.05

X10: ROE =  0.387

X6: Asset turnover =  1.359

X17: Log of total assets =  6.764

X2: Current ratio =  0.345

X9: Current assets / Total assets =  0.557

X4: Retained earnings / Total assets = -0.730

X13: Debt / Equity = -2.628

X1: ROA = -0.238

X3: Working capital / Total assets = -1.058
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Interpretation of Shapley Values for Case-company-Company  

By investigating the Shapley values, we observe that most of the values are positive (and hence 

that most of the values increase the probability of distress). Since we have an undistributed 

gain over the threshold, we need features on average to decrease the probability to classify a 

company as healthy. We observe the feature X3: Working capital / Total assets as the feature 

which increases the probability of distress the most. It can therefore be considered the most 

important distress feature in the model for this company. According to Shapley values, this 

feature will increase the prediction by approximately 5%. The variable X9: Current assets / 

Total assets is among features which reduce distress probability. This feature affect the 

probability to a small degree. Each of the four most influential features can individually shift 

the prediction over the distress threshold. Combined, the features result in a high probability 

of distress. In our review of the feature values, we suspected that there were several features 

that could contribute to labeling the company distressed. The variables X1: ROA and X13: 

Debt / Equity were suspected to influence distress. Now we know we can confirm this 

suspicion and that the variables X3: Working capital / Total assets and X4: Retained earnings 

/ Total assets add to the explanation.  

 

In chapter 7 we will reflect on Shapley values and their implications in practice. Remember 

that these features are dependent on each other, so increasing sales will affect several features. 

All features should therefore be considered in context of each other since they are dependent. 

It will be up to the individual subject to find concrete actions to improve financial health. 

Shapley values present the most important features to prioritize according to the model. It is 

therefore up to decision-makers to find out how much weight they assign to prediction models. 

This case shows the combination of the different feature values that leads to a high predicted 

distress probability. To investigate whether this is an unusual case or if it is a general trend, 

we will in the next section compare our explanation to individual prediction explanations made 

on other sectors. Using Shapley values, we would also like to investigate whether there are 

any unexpected outcomes in the xgboost model or not. This will be the focus of the coming 

sections where we will explore prediction explanations for companies in different sectors and 

sizes. We believe exploring the different patterns of the explanations can help us open the 

black box of xgboost to understand how it works.   
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Comparisons of Shapley Value Prediction Explanations 

To decide whether the Shapley values of our case-company are representative for distressed 

companies, we extracted four additional companies with high probability of distress from four 

different sectors. The prediction explanations are presented in Figure 8. The different sectors 

are manufacturing (in the top left), telecom/IT/Tech (top right), Wholesale/Retail (bottom left) 

and finance (bottom right). These sectors are together with the construction sector the largest 

sectors in the data.  

 

Figure 8. Individual Shapley prediction explanations for the four sectors: Manufacturing (top left), 

Telecom/IT/Tech (top right), Wholesale/Retail (bottom left), Finance (bottom right) 

 

From the figure we observe almost all features contribute towards a higher distress probability. 

The features that increase predicted distress probability the most are the variables X1: ROA, 

X13: Debt / Equity and X3: Working capital / Total assets. Therefore, the most important 

features do not vary between the selected companies, and we consider the prediction 

explanations to be similar. For the least contributing Shapley values, however, we observe 

some variation. By comparing the variable X10: ROE between Figure 7 from section 6.1 and 

Figure 8 for example, we can see that this feature is the least contributing feature for our case-

company, while it varies how much of an influence it has for the predicted distress probability 

for other companies.  

 

id: 3, pred = 0.1838 id: 4, pred = 0.1868

id: 1, pred = 0.1848 id: 2, pred = 0.1828

-0.01 0.00 0.01 0.02 0.03 0.04 0.05 -0.01 0.00 0.01 0.02 0.03 0.04 0.05

X6: Asset turnover =   1.007

X2: Current ratio =   0.649

X10: ROE =   0.832

X17: Log of total assets =   8.866

X9: Current assets / Total assets =   0.596

X4: Retained earnings / Total assets =  -0.411

X3: Working capital / Total assets =  -0.323

X13: Debt / Equity =  -3.855

X1: ROA =  -0.292

X6: Asset turnover =   0.883

X2: Current ratio =   0.695

X4: Retained earnings / Total assets =  -0.222

X9: Current assets / Total assets =   0.733

X17: Log of total assets =   5.193

X10: ROE =   3.200

X1: ROA =  -0.178

X13: Debt / Equity = -19.000

X3: Working capital / Total assets =  -0.322

X2: Current ratio =   0.187

X17: Log of total assets =   6.711

X9: Current assets / Total assets =   0.222

X4: Retained earnings / Total assets =  -0.308

X6: Asset turnover =   2.548

X10: ROE =   1.248

X1: ROA =  -0.233

X13: Debt / Equity =  -6.366

X3: Working capital / Total assets =  -0.965

X2: Current ratio =   0.790

X9: Current assets / Total assets =   0.970

X6: Asset turnover =   3.583

X17: Log of total assets =  10.476

X10: ROE =   2.137

X3: Working capital / Total assets =  -0.258

X4: Retained earnings / Total assets =  -0.451

X13: Debt / Equity =  -5.358

X1: ROA =  -0.490
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6.2 Shapley Value Sector Analysis 

Our case-company is in the construction sector which consists of 12.202 companies in the 

data, or 36.92% of the sample. We believe investigating predictions and prediction 

explanations for this sector specifically can possibly help us find good comparisons to our 

explanation of why the case-company is predicted to enter financial distress. Since computing 

Shapley values is computationally expensive, we needed to restrict ourselves to a smaller data 

set. The construction sector was a suitable choice because it had enough predictions to make 

a good analysis while at the same time was just small enough to compute Shapley values for 

all predictions. These companies were also comparable to each other and our case-company. 

We do not know whether the construction sector is similar to other sectors without further 

analysis. Of course, there could be some different specific feature values across sectors. We 

believe, however, that there are small differences between the sectors since this feature is not 

included during training of the model. The model will therefore treat each company the same 

regardless of which sector it comes from.  

  

6.2.1 Individual Comparison Analysis for the Construction Sector 

We will study prediction explanations for four additional companies. This time we will study 

explanations for companies with a low probability of distress. The companies are in the same 

sector as the case-company (construction) with around the same size (X17: Log of total assets). 

Therefore, they should have a similar base of operations as our case-company. We believe by 

studying differences between the distress explanation of the case-company and healthy 

explanations, we can discover which features are more important than others. The four 

prediction explanations are presented in Figure 9.  
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Figure 9. Prediction explanations for low probabilities of distress (construction sector) 

 

By studying the plot, we observe all companies to have a low probability of distress according 

to our model. The probability is under the decided threshold of 0.06, and we consider the 

companies to be predicted healthy. If a creditor should use our model in a risk assessment, 

they would view these companies as low-risk companies. All companies have the variable X4: 

Retained earnings / Total assets as their most contributing feature for decreasing distress 

probability. The four plots in the figure look similar, with some minor differences overall. We 

observe all features to be contributing to a healthy prediction, with the common exception of 

the variable X17: Log of total assets, which is also the most important feature for three out of 

four companies. This gives us an indication that for a company to have this size is a contributor 

of increasing distress probability. It also raises the question of which of the feature values 

leads to which Shapley values. We will investigate this in further detail in section 6.3.  

 

We can also observe the variable X6: Asset turnover to be an exception of probability reduction 

in the bottom right of the figure as it increases the probability of distress for this company. 

The exception also has the highest feature value of 2.54, which makes us believe a high asset 

turnover may increase the probability of distress in the model. However, it is important to keep 

in mind that these values are dependent features, and that they should be considered in relation 

to each other. Interactions and dependencies will be further explored in section 6.3.  
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X13: Debt / Equity = 0.67562

X9: Current assets / Total assets = 0.42334
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X17: Log of total assets = 6.77308

X2: Current ratio = 1.00882

X10: ROE = 0.30016

X9: Current assets / Total assets = 0.34858

X6: Asset turnover = 0.33028

X13: Debt / Equity = 0.55292
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X3: Working capital / Total assets = 0.00305

X4: Retained earnings / Total assets = 0.54167

X17: Log of total assets = 6.89163

X2: Current ratio = 1.18736

X10: ROE = 0.70353

X1: ROA = 0.41143

X6: Asset turnover = 0.00000

X13: Debt / Equity = 0.70994
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Feature contribution

F
e
a
tu

re
s

Increases Decreases

Shapley value prediction explanation



48 

6.2.2 Sector Analysis for Top and Bottom firms in Construction Sector 

Next, we would like to look at Shapley values for a greater group of predictions. This will help 

us decide how much each feature is affecting prediction outcomes. The focus of this section 

will be on distress predictions and healthy predictions separately, while global feature 

importance will be considered at the end of the chapter. We believe this investigation will 

really help us highlight which features contribute to a healthy prediction or a distress 

prediction. By exploring a larger sample, we will also be able to pick up potential outliers from 

Figure 8 and Figure 9. To do this, we first compute Shapley values for the companies with 

the lowest probabilities of distress by taking the average of the Shapley values for the bottom 

30 predictions. To highlight the direction of the Shapley values we take actual values and not 

absolutes in this section. Mean of the low probabilities for distress are presented in Figure 10.  

 

 

Figure 10. Mean Shapley value prediction explanation for companies with low probability of distress in the 

construction sector 

 

Observing the figure, we see that the variable X4: Retained earnings / Total assets is 

contributing the most to a low probability of distress on average over the 30 predictions, while 

the variable X17: Log of total assets is contributing second most. The plot shows that the 

variable X4: Retained earnings / Total assets is the most important for healthy predictions on 

average. This variable is also negative and shows that when we considered companies with 

similar size in the last section, we may have found some unusual cases. This is because the 

variable is now decreasing the probability of distress, not increasing it. In section 6.2.1, we 

also saw the variable X3: Working capital / Total assets to be the third most influential feature. 

This is not the case from the figure below, where the feature X9: Current assets / Total assets 
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this time is decreasing distress probabilities more than X3: Working capital / Total assets. 

Next, we do the same calculation for 30 of the predictions with the highest probability of 

distress in the construction sector and compute the mean of the Shapley values. Results are 

presented in Figure 11 below.  

 

 

Figure 11. Mean Shapley value prediction explanation for companies with high probability of distress in the 

construction sector 

 

When studying the figure, we can this time determine the variable X3: Working capital / Total 

assets to be the most influential feature in increasing distress probability in the xgboost model, 

while the variable X1: ROA is the second most important variable. When we interpreted  

predictions for distressed companies previously in this chapter, we also found this feature to 

be important. Now, we can see that it is a general trend for distress predictions. By comparing 

Figure 10 and Figure 11 we can spot similarities. However, there are fewer features to be 

influential for companies with high probability of distress. The graphs are thus more skewed 

for these companies. This means that there are bigger differences between the top and bottom 

influential features. Global feature importance for the construction sector will be of focus at 

the end of the chapter.  

 

6.3 Shapley Value Dependency Investigation 

In this section we will explore how feature values relate to Shapley values in the construction 

sector. Generally, using this analysis we may be able to uncover which feature values leads to 

which Shapley values. By performing this analysis, we can also say more about the 

requirements of feature values and what they need to be to obtain high Shapley values. Keep 
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in mind that all features must be seen in relation to each other. Since we now are exploring an 

overview of the prediction explanation for the case, we can also possibly disclose illogic 

economic patterns in the broader setting in this section.  The Shapley value dependency 

interactions are presented in Figure 12. Shapley values are on the y-axes and feature values 

are on the x-axes. Looking at the plots, there are two things we can initially see. First, there 

are clear patterns for many of the plots. This is important because clear patterns will help us 

understand how the xgboost model considers different feature values and may help us discover 

unexpected model behaviors. If the plots had just shown noise and no distinguished patterns, 

it would be difficult to interpret the plots. Second, there are some outcomes that are 

unexpected, in the way the patterns interfere with economic reasoning. If we recall what 

certain feature values mean, X1: ROA, X4: Retained earnings / Total assets, X2: Current ratio 

and X3: Working capital / Total assets are examples of variables which should be high to 

indicate healthiness. Our xgboost model seems to disagree in some cases. Interesting finds 

will be pointed out and further discussed in chapter 7.   

 

 

Figure 12. Global Shapley value dependency plot for the construction sector  



51 

Observing Figure 12, we can start by evaluating the first variable X1: ROA (in the top left of 

the figure). We can see there is a clear pattern in the way a negative ROA increases the 

probability of distress. Companies with a ROA equal or larger than zero will receive a negative 

Shapley value and will thus decrease the probability of distress. There is a positive trend when 

ROA increases which is unexpected and will be further discussed in chapter 7.  X2: Current 

ratio does not give strong indications of a high or low prediction value in the figure. Going 

back to earlier sections in this chapter, we can recall that this feature was quite unimportant 

for previous prediction explanations. No large swing in Shapley values gives further indication 

that this feature is of less importance. For the next features, X3: Working capital / Total assets 

and X4: Retained earnings / Total assets, we can see a similar trend as with ROA. Negative 

feature values increase the probability of distress. Also, like ROA, there is a positive trend for 

feature values larger than zero. Feature values close to zero decrease the distress probability 

the most.  

  

Next, X6: Asset turnover is an interesting feature. Looking at the figure, we observe that only 

feature values of zero or close to zero will decrease the distress probability. If feature values 

are higher, we can see a clear trend of increasing the probability. In economic terms, we 

consider a high asset turnover to be a positive factor for a company. Therefore, this is 

unexpected and will be further discussed in the next chapter when we consider economic 

intuition. The next feature, X9: Current assets / Total assets, gives a clear cutoff at 

approximately 0.6. Feature values under 0.6 will increase the probability of distress while 

values above will either increase or decrease it. Another insight to draw from this plot is that 

there are many observations with the value of 1.0 (a situation which occurs when current assets 

= total assets), but where the Shapley value varies between companies. This is perhaps strange 

since it effectively means the same for all companies. Therefore, it is a good time to mention 

again that each feature value must be considered in relation to the other values in the feature 

mix. This is the reason for why a feature value of 1.0 gives a stronger probability increase of 

distress for some companies than for others in the model.  

 

Next, we consider the variable X10: ROE in Figure 12, for which we can observe an 

interesting “v” pattern. The plot shows increasing Shapley values on either side of the feature 

value of 0. For feature values increasing or decreasing from 0, this means the distress 

probability is also increasing. There are also a few outliers in the plot which make the 

interpretation less clear. However, high ROE values are increasing the probability of distress 
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most of the time, which is unexpected. This will be discussed in conjunction with X1: ROA as 

they obtain similar results. Furthermore, we consider the variable X13: Debt / Equity. This 

was one of the most influential features from our analysis in earlier sections. From the plot we 

can observe the following clear distinction: for most companies, negative feature values will 

increase the distress probability while positive values decreases it. A ratio close to 0 provides 

the largest probability decrease which coincides with economic theory and is thus expected. 

The effect of a slightly negative feature value compared to a value of zero is furthermore quite 

substantial. Companies having a negative X13: Debt / Equity ratio will, according to the model, 

have an increase in distress probability between 0.5% and 4%.  

 

The last feature to consider is the variable X17: Log of total assets. Findings from Zhang and 

Ye (2019) showed that smaller companies have a higher probability of entering financial 

distress. Our model seems to agree on this, where we can observe from the bottom right plot 

in Figure 12 that companies with a size of approximately 8 or lower will receive a positive 

Shapley value and thus have an increase in distress probability. The probability increases 

proportional to a smaller company size, and thus the smallest companies will be affected the 

most in terms of a probability increase of distress. Companies with size greater than 8 on the 

other hand will decrease the probability, with a flat trend above this threshold. As this variable 

is a measure of size, it could require human interpretation. This will also be discussed in the 

next chapter.  

 

6.3.1 Feature Inspection Comparing Figures for ROA 

In section 6.2.2 we concluded the variable X1: ROA to be one of the most important variables 

for both distress predictions and healthy predictions. Elaborating further on the analysis in 

Figure 12, we have extracted this feature and highlighted the top and bottom 30 predictions, 

presented in Figure 13. We did this to see if there are differences between the top and bottom 

predictions. These are the same companies as introduced in section 6.2.2, with bottom 

predictions (lowest probabilities of distress) illustrated with green points and top predictions 

(highest probabilities of distress) with red.  
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Figure 13. Feature dependence plot with interaction effects for the construction sector of the lowest 30 distress 

probabilities (red) and highest distress probabilities (green)  

 

From the figure, we can observe companies with the highest probability of entering distress to 

have a negative ROA. If ROA is negative, almost all cases give a positive Shapley value. The 

bottom predictions (companies with lowest probability of distress) have ROA values going 

from about 0 to 0.4, giving Shapley values under 0 which decreases the probability of distress 

in the model. The red points are fairly collected and separated from the green points. The 

largest negative Shapley values can be observed around the feature value of 0. The feature 

inspection shows that negative ROA values impacts predicted distress probability by a 

decisive amount. If we were to consider the upper green points, for example, they have a 

probability increase of 5% which is quite substantial for the model. This means the ROA ratios 

for these companies by themselves make it almost impossible for the company to obtain a 

healthy prediction due to the distribution of negative Shapley values seen from Figure 10. 

Consequently, this plot illustrates the point of importance of companies to improve their ROA 

ratio to be considered “healthy” given the distress threshold of 6%.   
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6.3.2 Global feature importance 

Lastly, we wanted to inspect global feature importance for the construction sector. This will 

help us decide which features the Shapley value framework considers the most important in 

the xgboost model. To compute importance, we calculated average absolute Shapley values 

for all features in the construction sector and took the mean of the values for each feature. We 

calculated absolute values this time as we do not want to see how much the feature values 

affect the prediction outcome on average, but rather how influential the features are on the 

model in a larger setting. Global feature importance is plotted in Figure 14.  

 

 

Figure 14. Global feature importance for the construction sector 

 

From the plot we can see that many features are influencing the average prediction to a similar 

extent. When comparing the global Shapley values, the variable X1: ROA is the most 

contributing feature, close to the size of a company (X17: Log of total assets) in terms of effect 

on distress probability. This means these features are most important during prediction. Since 

we use absolute values, this relates to both an increase and decrease in the average prediction 

value. Many important features reflect well on the complexity of our prediction case.  X2: 

Current ratio on the other hand is the least contributing feature with the smallest average 

Shapley value. This was suspected in Figure 12, due to the lack of variety in the plot. Figure 

14 gives an indication on how an unseen company will be evaluated, but as we know from 

previous assessments, there are individual differences. 
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7 Reflections 

This chapter will reflect on the results, the method, and the explanations. First, in section 7.1, 

we will evaluate on the prediction explanations made in chapter 6. In section 7.2 we will 

evaluate on the method, such as its potential and relevant challenges. Finally, in section 7.3, 

we will discuss the implications the method can have for decision-makers in practice.  

 

As indicated in the introduction, prediction explanations can detect possible bias in a model. 

In chapter 2, we defined bias as an error that occurs when the model is too simple for the 

problem. As this is a wide term and is interpreted differently, we will explain what we mean 

when we use the term bias in this chapter. When a model is applied to a complex problem, 

you can achieve unexpected outcomes. We studied feature dependencies in Figure 12 and 

discovered results which were unexpected. Results that are unexpected relative to standard 

economic theory are therefore considered biased in our model. Xgboost is a complex model 

which is usually low on bias, but as we know from our literature chapter, bias can arise from 

training data or model tuning. In this situation we suspect that our model has been tuned to 

provoke some bias or due to the restricted number of features. We also believe that there is a 

biased distribution in our data, as X17: Log of total assets possibly discriminates smaller 

companies. These biases will be discussed in section 7.1 and 7.3 since they have implications 

for decision-makers in practice.  

 

7.1 Evaluation of Results 

In the previous chapter we provided explanations for both individual predictions and groups 

of predictions. In terms of economic intuition, some of these prediction explanations did not 

make economic sense. In section 4.1.1 we discussed how the different economic ratios relate 

to economic healthiness. From Figure 12 in section 6.3 we did see many patterns that were in 

line or partly in line with discussed economic theory. For the variable X1: ROA for example, 

a negative ROA negatively affected the predicted probabilities which made sense in economic 

terms. The positive Shapley value trend for ROA values over zero (increasing distress 

probability with increasing ROA values over 0) is, on the other hand, not in line with economic 

theory. A high ROA should be a sign of healthiness. Other features did also not contribute as 

expected, like the variable X6: Asset turnover. A high asset turnover should pull in the 

direction of decreasing distress probability, but our model suggests otherwise. This may be 
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the result of the complex model picking up a trend in the data or a bias. A benefit with 

explaining the model from a global perspective is that it enables the opportunity for 

discovering possible bias. If detected, the model can be re-trained to exclude the bias and thus 

improve performance and fairness.  

 

There are several possible explanations for why such biases occur. A possible explanation 

could be that 9 variables are not sufficient to predict a complex problem such as financial 

distress. Even though the model uses all variables, that may not be sufficient to explain enough 

of the process, potentially leading to some unexpected outcomes. The number of features had 

to be restricted in our model due to the computational problem with Shapley values. 

Consequently, we may have a too simple model for a complex case. Financial distress is in 

most cases complex and not due to one single factor. Another possible explanation is that the 

irreducible error is large enough to influence the predictions, which ultimately affects the 

explanations. Noise in the data could hinder the detection of patterns for our model resulting 

in model bias due to a simpler model than the problem.  

 

To conclude whether our entire model is biased, we need to properly view the whole model 

and not just the construction sector. We expect there could be some differences in feature 

values between sectors. Comparing the construction sector to the mean of the whole data 

showed that most features were close to the mean, but X6: Asset turnover was much lower in 

this sector. Therefore, a possible explanation could be that a high asset turnover in fact is a 

characteristic of poor performing companies in the construction sector. Without further 

analysis across sectors, this remains unsolved. We can suspect that the model contains bias 

but cannot conclude whether this is a bias in our model. 

 

Financial distress is often complex, and it may often be the interaction of many variables that 

causes unexpected outcomes. It is not as simple as saying that one thing needs to change. 

While it can be tempting to follow the explanation by the decision tree, it probably may give 

a misinterpretation as it is not telling the whole story. This is a good example to illustrate 

decision-makers should not follow explanations blindly. Even though these models are 

complex, they do not consider the context of the features, as they only search for advanced 

patterns. This means that when applied to other problems, some explanations could be illogic. 

Therefore, it is important to have a correct understanding of the explanations.    
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Calculating Shapley values for a larger sample enables us to detect bias and therefore disclose 

possible discrimination in the model. The companies from the construction sector presented 

in Figure 9 also gave an interesting result. These were companies with low probability of 

distress. Shapley values decreased the probability of distress except for the feature X17: Log 

of total assets, which increased the probability. From the plot in the bottom right in Figure 

12, we can see the reason for this, as a small feature value gives a positive Shapley value. For 

a feature value of 8 and lower, Shapley values are positive, and hence increases the distress 

probability. The intuitive explanation for these companies is that they are well-performing, 

but their X17: Log of total assets is the reason for them not to be in the top healthy group of 

predictions. This feature is a measure of size and thus not a feature easily changed. We know 

that small companies are more likely to enter financial distress than others. We also found this 

to be true from our model. It can however be considered unreasonable not to place these 

companies in the top healthy group. They all have other feature values to suggest that they 

should be in this group. Since they are well-performing, these companies may even increase 

in size over time (growth). If they can hold other indicators at the same level, they should then 

be predicted in the top healthy group. This is an example of how the model could discriminate. 

Machine learning model does not set features into context as humans do. The simple solution 

would be to exclude this feature from the model. This would likely decrease the predictive 

accuracy and is therefore undesired. Explanation methods like Shapley values allow for the 

model to be unchanged and leave the decision-maker to decide if this feature discriminates 

smaller companies or if it is a real concern. We consider this an important advantage of the 

Shapley value framework in the way that it picks up patterns which cannot be discovered from 

observing the model.   

 

7.2 Evaluation of Method 

Shapley values is a theoretical strong framework to provide both local and global explanations. 

It can be applied to all types of prediction models and problems. Shapley values also have 

properties which make the method desirable over other methods. Compared to our explanation 

of a decision tree, it provides a more complete explanation. There are, however, some 

challenges with Shapley values. The first challenge lies in the complexity of computing the 

explanations. Kernel SHAP reduces this challenge by approximating Shapley values, but with 

a high number of features, the computation time increases substantially. There are ways of 

dealing with this issue, such as reducing features, but since this would affect prediction 
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accuracy, it is undesirable. Another solution would be to group features by dependency or 

other attributes. For our case, this can be done by grouping features based on their 

classification or by grouping in terms of dependency (correlation) of variables. A classification 

grouping could be to group by the type of ratio, efficiency, liquidity, leverage, and 

profitability. Shapley values had then explained a company’s prediction based on these 

groupings. The downside of grouping, however, is that it makes prediction explanations less 

specific. Grouping of variables is therefore a trade-off between the value of obtaining specific 

explanations and to the degree of computational complexity. We solved this issue restricting 

number of variables and by selecting a sector with a size small enough to be able to compute 

Shapley values for all predictions in that sector. By doing this, we obtained a sector specific 

analysis which enabled us to compare companies in the same sector. The sector is close to the 

mean of the whole data. We therefore believe it is a rather small difference between this 

analysis and the whole model. Smaller sectors with large deviation in relation to the mean 

could, however, obtain other explanations. Without further analysis though, we do not know 

how this analysis generalizes to other sectors.   

 

Another challenge with Shapley values is that it is hard to know the exact dependence 

structure. Dependence is estimated and chosen based on observations on the data. We used the 

most applicable method for our data, the empirical conditional distribution. A method that is 

proven to have weaknesses but to be more accurate than traditional dependence estimates 

(Aas, Nagler, Jullum et al., 2021). The advantage with this method is that it estimates each 

feature and does not assume all feature distributions to be the same. Estimates could end up 

being different from the real dependency and thus give inaccurate estimates. This will have 

implications on the Shapley values computed. To cope with the issue, better estimates of 

dependency are necessary. We use the methods which are proven by Aas, Jullum, et al. (2021) 

to be more accurate than other Shapley-based methods. To the best of our knowledge, Shapley 

values are the preferred explanation method and the extension we use performs best on real-

world data. These qualities were important when choosing an explanation framework, taking 

regulation and ethical aspects into consideration as well.  

 

Interpretability in machine learning was defined in chapter 2. For models to be interpretable, 

non-experts should receive an explanation based on visualization and natural language 

(Murdoch et al., 2019). As our result shows, Shapley values provide intuitive explanations for 

individual predictions. The plots from individual predictions can easily be interpreted by a 
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non-expert although a short introduction to the plots and how the framework functions is 

useful. Knowledge of how the non-distributed gain works and how each feature either 

increases or decreases the probability from this baseline must be known. The data subject 

receiving the explanation, is of course familiar with the feature values for its company. 

Through explanations, these feature values will be set into context of how they contribute to 

the company according to the model. To discuss more concretely for the case at hand, we will 

in the next section discuss different implications Shapley values can have for decision-makers 

in practice.   

 

7.3 Implications for Decision-Making in Practice 

From chapter 6 we explored how individual predictions from a black-box model can be 

explained by using Shapley values. The chosen case considers predictions on financial 

distress, which we found relevant to explain predictions from. In our opinion, the predictions 

and explanations are relevant mostly to banks and financial institutions when assessing credit 

ratings for companies. Institutions are mostly focused on reducing the probability of default. 

The importance of model interpretations was discussed in section 2.2 with the focus of ethics 

guidelines for a trustworthy AI, regulations and disclosure of bias. Thus, there are several 

potential implications the method can have generally for decision-makers in practice, and 

specifically for the case studied.  

  

The first implication is that Shapley values as an explanation framework enables decision-

makers to continue using complex algorithms in the future. As data subjects have an increasing 

right to demand explanations behind decisions made by automatic tools, decision-makers may 

be required to explain decisions. For the case discussed, this is especially true in the case of 

loan applications. A company may demand an explanation behind the reason for why an 

institution rejects a loan application. To provide proper explanations, financial institutions 

naturally need to understand their model. To understand a prediction model, we considered 

two potential solutions. You can either revert to a simpler model (such as a decision tree 

presented earlier) or stick with a complex model and explain it using an explanation 

framework. Simpler models are undesirable when there is a substantial loss in accuracy. 

Accuracy is important as it provides practical value of a model. Thus, a decision-makers may 

be left with accurate but complex models which they do not completely understand. To cope 

with the problem of explanation, we have shown how Shapley values can be used to explain 
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predictions. We argue the explanations provide simple and intuitive answers for the 

predictions. Therefore, the framework removes the downside of complex and uninterpretable 

models.  

 

The second implication Shapley values have for decision-makers in practice is that they enable 

modelers to disclose possible bias in a model. As we saw for xgboost, the model was difficult 

to understand. It was merely a probability output for distress (the what), and it was hard to say 

which features influenced the predicted distress probabilities to which degree (the why). 

Estimating Shapley values for a larger group of individual predictions from the construction 

sector enabled us to understand which feature values resulted in which Shapley values. From 

the explanation graphs we extracted some interesting insights in the way features in relation 

to Shapley values provide varying economic sense. Some graphs were perfectly reasonable, 

like how negative X1: ROA values increases predicted distress probability.  It made less sense, 

however, how increasing X10: ROE values in fact were increasing distress probabilities. Thus, 

we argue Shapley values enable humans to consider the results before deciding.  

 

The variable X17: Log of total assets was also discriminating against small companies. This 

variable was found from section 6.2.1 in Figure 9 to be the only variable which was increasing 

distress probability. The figure showed a special situation because in economic terms the 

selected companies would, all else considered, be perfectly healthy. Their only possibility to 

be predicted distressed was their small size. Without the Shapley value explanation 

framework, the biased prediction contribution for this feature would not be disclosed. We 

consider the discovery of the bias as important because companies can be rejected by a factor 

which in fact is out of their control. Thus, we argue the Shapley framework to have the ability 

to disclose possible bias. An important finding, as it opens for relevant human intervention 

when explanations are not satisfactory. For our case, the explanation framework could open 

for certain companies to have their loan application accepted despite their small size.  

 

However, our case predicts implications for companies, not individuals. It is therefore less 

prone to ethical dilemmas. Banks who can use this model can argue that they find the variable 

X17: Log of total assets relevant. It is not their job to take risks and finance startups. As 

Shapley values can be applied to other problems as well, we find this interesting to discuss. 

Discrimination is not legal in the EU according to article 21 in the General Data Protection 

Regulation (European Parliament, 2012). To propose a similar example, a car insurance 
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company can use a machine learning model for risk assessments. It would be tempting to 

include variables for gender and age in this model as young male drivers are known to crash 

more often (Road traffic injuries, 2020). Including gender as a variable, however, is considered 

discrimination and is thus not allowed. The first regulation against artificial intelligence (AI) 

is yet to be established, but the European Commission has developed a proposal for a 

regulation specific to AI (European Commission, 2021). At the time of writing, there seems 

to be gaps to avoid current regulations. A possible bypass of regulations can be to include 

variables which correlate with the discriminating variables. With increased focus on 

regulations in AI, a common ground and harmonized rules would be beneficial. Shapley values 

is a framework for detecting such illegal actions and is therefore a useful tool. 

 

Another implication in practice with Shapley values is the computational problem. Imagine 

again a bank using a complex model such as xgboost to determine which companies to provide 

loans to. To improve our model, other features could be included. Those companies receiving 

a decline could refer to their right to an explanation. With increasing features, computational 

time will grow exponentially. If there are many companies asking for explanations, a 

computational problem would appear. In practice, this would mean that the bank needs to take 

this possibility into account. Either reduce features or deal with the computational time. This 

issue is probably not apparent today, but with the increase in usage of machine learning 

models, this could have implications in practice in the future. We believe banks and creditors 

can use such explanations to provide reasons behind decisions made by automatic tools.        
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8 Conclusion 

In this thesis we have explored how the Shapley value framework can be used to explain 

individual and global predictions. We will in this chapter summarize by looking at the research 

questions to discuss whether our results have answered them or not. Since we had three 

different research questions, we will answer them individually. 

 

The first research question was: How intuitive are Shapley value individual prediction 

explanations for black-box models? To answer this question, we computed Shapley values for 

some selected predictions. The complexity of the black-box model in xgboost was discussed 

in chapter 5. While a decision tree was easily interpreted, xgboost on the other hand would 

prove quite difficult to understand, even for an expert. Shapley values did, however, make 

predictions by xgboost interpretable. We consider a simple explanation of how to interpret a 

Shapley value graph as sufficient to understand explanations, and we argue even a non-expert 

could understand it. The plots which illustrate whether a feature value either increases or 

decreases a probability is a useful tool to provide complete and intuitive explanations. While 

our case considers how Shapley values explain predictions made by the complex model 

xgboost, Shapley values can be applied to any model and give similar explanations. We can 

thus conclude Shapley values give intuitive explanations for black-box models.  

 

The second research question was: Can unfairness be disclosed by Shapley values in black-

box models? To find this out, we had to compute Shapley values for all predictions in the test 

set. Bias in the model could thus be detected, which could lead to discrimination. This was a 

difficult task due to the computational complexity of the method. By restricting ourselves to 

one sector in the data, we were nevertheless able to compute Shapley values for all predictions 

in the construction sector. The graphs provided indications of possible faults in the model, 

both in terms of economic unreasonable results and possible bias leading to discrimination and 

unfairness. As we discussed, X17: Log of total assets was interpreted by xgboost in an 

interesting way by how it was discriminating against small companies. To conclude whether 

there is a global bias in the model or not, we would be required to compute Shapley values for 

all sectors. It is, however, still challenging to conclude, as every feature must be considered in 

relation to each other. We can therefore just suspect a possible bias in our model. These results 

show that Shapley values can detect patterns in the model. How these patterns and unfairness 
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are interpreted and weighted is up to decision-makers. We do conclude, nevertheless, Shapley 

values to be a satisfactory tool in assessing unfairness in a black-box model.  

 

The last research question was: To what extent can Shapley values provide explanations for 

how black-box models consider different feature values? To answer this question, our analysis 

in section 6.3 is relevant. Due to the computational complexity, we had to restrict our analysis 

to one sector in the data. Since we computed Shapley values for all companies in the 

construction sector, we can say something about how xgboost considers these companies. 

Figure 12 presents exactly this, in terms of how xgboost examines features when predicting 

financial distress in the construction sector. We discussed earlier some clear trends and 

patterns in the plots. Imagine if the results were noise and uncorrelated data points, then it 

would be impossible to understand the model’s behavior. Since we have obtained some clear 

results, we can say for example that a negative X1: ROA feature value will in most cases lead 

to Shapley values which increase the predicted distress probability. X1: ROA is also an 

important feature as shown by our global importance figure. Since we obtained such strong 

trends and patterns for the chosen sample size, we conclude that Shapley values can provide 

explanations for how black-box models consider feature values.   

 

Future Work 

Finally, we would like to discuss potential for future work in the era of interpretable machine 

learning. First, computing Shapley values for the whole data is possible. However, it will 

require a powerful machine and time. We feel our analysis answers our research questions, 

but an analysis of the whole data would validate our results even further. Extending the 

analysis could incorporate comparisons of differences between sectors and a complete global 

feature importance analysis. Doing this will also enable for a better investigation of the illogic 

economic patterns. Reasons based on sector specific patterns could either be confirmed or 

excluded. Other future work could be to compute Shapley values for other prediction models. 

The results could enable for further understanding of the differences between machine learning 

models. It can also be interesting to compare how local and global explanations differ between 

models.  
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