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Abstract

The use of policing algorithms to predict for arrest is rising in America. However, research

indicates that these algorithms may be biased against certain populations. These false

perceptions of who commits these crimes, and who is impacted by them is also skewed

by the media. Hence, it is important to understand which demographic and situational

characteristics of a violent crime incident impact the likelihood of arrest. In this thesis, I

will predict for arrest in incidents of violent crime as reported in the National Incident-

Based Reporting System 2014. The outcome of arrest was predicted using two types

of classification methods, logistic regression and random forest. The models that were

built for the aggregate of all violent crime, as well as the subsets of offense types had

a good predictive power with an accuracy of greater than 50%. Additionally, adjusted

models were built to address class imbalance and leveraged cross-validation methods.

Using odds ratios from the logistic regression results, and the variable importance plots

from the random forest - likelihood of arrest was ascertained. The results indicate that

generally the likelihood of arrest increases under certain conditions. These conditions

are: in incidents where the race of the offender is white, in incidents where the race of

the victim is white, in incidents where the offender is a female (for aggravated assault

instances), and in incidents where if the victim of a violent crime is a female. Generally,

the likelihood of arrest decreases as the age of the offender increases, and the likelihood

of arrest increases as the age of the victim increases. The likelihood of arrest decreases

for incidents where the offender is armed with a deadly weapon, and where the offender

and victim are strangers. Additionally, the likelihood of arrest increases for all violent

crimes if the incident takes place at night time compared to day time, and in incidents

where the offender is using substances. The results show that media perceptions, and

predictive policing algorithms are skewed. These typically represent black individuals as

more dangerous more likely to be incarcerated than white offenders. However, the results

from this thesis show the converse relationship. Additionally, this thesis also shows that

variables such as time of day, substance use, and the age of the victim and offender can

be leveraged to make more powerful predictions on the likelihood of arrest.

Keywords – arrests, FBI, NIBRS, classification models, logistic regression, random forest
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1 Introduction

Violent crime in America saw a peak in the 1990’s and has been declining since then.

However, polling by the Center from American Progress in 2017 showed that 88 percent

of survey respondents regarded violent crime on the national level as either a “major

problem” or an “immediate crisis" (Sun, 2018). Despite the downward trend in national

violent crime rates, Americans still seem to perceive that crime is up (Gramlich, 2020).

It can be challenging to draw out objective conclusions about violent crime incidents

since they are often the target of public speculation and frenzy (Horton, 2008). These

misconceptions about crime rates usually draw contentious debates within the country.

The public often starts questioning the demographic characteristics like the offender’s or

other situational factors of the incident.

An example is that news reporting of violent crime over-represents black men in particular

as perpetrators of crime and more threatening than white men (Sun, 2018). It is crucial to

study the association of critical demographic and situational characteristics of the incident

and their likelihood of arrest, rather than rely on biased notions and media presentations.

My research objective is to evaluate which demographic and situational characteristics of

a violent crime incident contribute to a higher likelihood of arrest.

I will explore this research area using the most comprehensive crime incident dataset in

the United States called the National Incident-Based Reporting System (NIBRS) from

2014. The Federal Bureau of Investigation (FBI) maintains the NIBRS, and it can be used

to provide statistically sound conclusions about violent crime characteristics. Setting this

up as a classification problem, I will predict the outcome of arrest (1) and no arrest (0)

for reported violent crime incidents using the characteristics of the crime, offenders, and

victims as predictors. As with some research articles in this field, I focus on violent crime

incidents with a single offender and a single victim. In these incidents, the victim can get

some indication of the offender’s demographic characteristics. I posit the question, what

features of the reported incidents of violent crime lead to a greater likelihood of an arrest.

I will be applying two classification methods: logistic regression and random forest, to

test which characteristics of the violent crime incident increased the likelihood of arrest.

I comment on the descriptive statistics and how they compare to the literature. After
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a discussion on methodology, I present and compare the results of the base model (all

violent crime) and subset models by offense types from the logistic regression and random

forest classifiers.

I will report results for predicting arrest in all violent crimes and the subsets of violent

crime offenses at the base case. Then the adjusted model will be implemented using

concepts from class imbalance and cross-validation. I will use metrics such as sensitivity,

specificity, accuracy, and area under the curve (AUC) to compare the adjusted and

base case for each model. The results section will conclude with a discussion of which

classification method was best suited for predicting each type of violent crime offense.

I will explain the implications of the classification models in the discussion section. Using

the log odds from logistic regression and variable importance from random forests, I will

compare the impact of predictive variables on the arrest outcome to what is observed in

the literature review.

Finally, contributions from my work will shed light empirically on the impact of

demographic and situational variables of violent crimes on the outcome of the arrest. This

paper will describe which population groups or factors involved in the commission of the

crime would lead to higher arrests than others. Lastly, there will be a discussion on the

limitations of this study.
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2 Background

2.1 Violent Crime - Definition and Trends

The FBI defines violent crimes as offenses that involve force or threat of force against

a victim (FBI, 2019). This encompasses both crimes in which violence is the objective,

such as murder, as well as crimes where violence is the means to an end, such as a

robbery (FBI, 2019). In 2019, the FBI reported a total of 379 violent crimes per 100,000

people (Gramlich, 2020). Additionally, violent crimes may be committed with and without

weapons (FBI, 2020). In the United States, violent crime can be composed of four offenses:

i) murder and non negligent manslaughter, ii) rape, iii) robbery, and iv) aggravated assault

(FBI, 2020). Among violent crimes, aggravated assault was the most common offense,

followed by robbery, rape, and murder/non-negligent manslaughter (Gramlich, 2020).

Looking at historical trends, the peak of violent crimes was in 1990’s where approximately

758.2 offenses took place nationally per 100,000 population. Fortunately, violent crimes

have dropped by 49% between 1993 and 2019 (Gramlich, 2020). FBI Statistics from

2019 indicated that there was an estimate of 366.7 instances of violent crime per 100,000

inhabitants in the United States (FBI, 2019). As mentioned previously, despite the sharp

downward trend in national violent crime rates, Americans still perceive crime is up (Pew

Research, 2020).

Why public views on crime have grown more negative is unclear, though many point

the blame to the 24 hour cycle news coverage and political rhetoric. (Baer, 2016). In

news media, the saying goes, "if it bleeds, it leads". This inaccurate perception of the

trends in crime has a disproportionate impact on communities of colour (Ghandnoosh,

2014). Reporting shows that the mainstream news exaggerate rates of black individuals

offending, white victimization and depict black suspects in a less favorable light than

whites (Ghandnoosh, 2014). Studies also indicate that Black and Hispanic individuals

are more likely to be stopped by the police (Coviello and Persico, 2016), more likely

to be incarcerated compared with White persons (Binswanger et al., 2012) and police

interactions among racial minorities is more likely to result in arrest (Kochel et al., 2011).
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2.2 Predictive Algorithms for Policing

There has been a focus on applying data mining methods in crime analysis in the last

decade (Sun et al., 2014). This is due to the vast amount of criminal data that law

enforcement agencies around the country are accumulating. The FBI’s NIBRS data set

collects variables pertinent in the predictive model building process to combat and prevent

crime (Sun et al., 2014). In the United States, law enforcement agencies in California,

Washington, South Carolina, Alabama, Arizona, Tennessee, New York, and Illinois have

all incorporated predictive algorithms for crime detection and classification (Friend, 2013).

The Santa Cruz Police Department in California leveraged verified crime data to predict

future offenses in specific locations in one such use case. By strategically placing police

paroles in these hot spot areas, they saw a reduction in robberies by 19 percent in 6

months after predictive algorithm was put into effect (Friend, 2013). While this is positive

news, these algorithms’ accuracy and predictive power have been questioned.

The RAND Corporation, a non-profit think tank, published a report in which no statistical

evidence was found that crime was reduced when predictive policing was implemented

(Perry, 2013). The limitation with these predictive policing algorithms is that they are

only as good as the data fed in (Patel, 2015). Dissidents of predictive policing also liken

the practice to racial profiling. Take, for instance the Correctional Offender Management

Profiling for Alternative Sanctions (COMPAS), an algorithm and decision support tool

used across the country. The tool assigns risk assessment scores to offenders based on

their characteristics (race, sex, age) and offense type. These scores determine factors

like bail amount and criminal sentencing when the offender is charged and found guilty.

Propublica has found that using COMPAS, black individuals are almost twice as likely as

white individuals to be labeled a higher risk but not re-offend in the future. While the

algorithm assigned white individuals with lower risk scores, they were more likely than

black individuals to commit other crimes. There are many more examples of racial bias

in predictive models for crime but they fall outside the scope of this paper. Due to the

contentious debate they invite and inaccurate predictions, early adaptors of predictive

policing tools such as the Santa Cruz PD (mentioned earlier) have announced recently

that they would no longer be using them (Heaven, 2021)
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3 Literature Review

This section will introduce relevant literature about characteristics such as race, sex and

age of victims and offenders, and arrest probability. The literature presented here would

serve as the basis for some of the variables used to predict the likelihood of arrest for

violent crime incidents.

3.1 Race and Probability of Arrest

The first seminal large-scale quantitative paper on race and probability of arrests for

violent crime was conducted by Michael Hindelang (1978). Hindelang compared race-

specific arrest data from the Uniform Crime Records (UCR) against offender data from

the National Crime Victimization Study (NCVS) (Hindelang, 1978). The UCR was the

best available source at the time to collect information about race, sex and age of offenders.

Whereas the NCVS reported data on the race of the offender as determined by the victim

of the crime. Hindelang’s goal was to observe if there were substantial differences in the

two datasets on the race of the offender for specific violent crimes. The study showed that

black individuals were overrepresented by about 10 percentage points in the UCR arrest

data for crimes of rape, robbery, and assault (Hindelang, 1978). While this might suggest

that black offenders were likely profiled and meant they were arrested at a higher rate,

the author concluded this was not the case. In fact, Hindelang stated that the disparity is

due to crimes involving black offenders were less apt to be reported to police than crimes

involving white offenders. Fundamentally, while Hindelang’s work has been an inspiration

for researchers in the area, one major criticism of Hindelang’s work is whether or not the

UCR and NCVS are measuring the same outcome. This is due to a considerable amount

of studies that show there were sizable differences in relative crime levels reported in the

UCR and NCVS (Booth, Johnson & Choldin 1977; O’Brien 1983; O’Brien, Shichor &

Decker 1980). Another criticism is that both UCR and NCVS are aggregate-level data.

One cannot conclude that black individuals were more likely than white to be arrested for

similar violent crime infractions.

Building on Hindelang’s work, D’Alessio and Stolzenberg (2003) use the NIBRS 1999

dataset to determine the impact of race on the probability of arrest for 335,619 incidents
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of violent crime across the country. The study looked at four types of violent offenses-

rape, robbery, aggravated, and simple assault; in these crimes, the victim is confronted by

the offender (D’Alessio and Stolzenberg, 2003).. Hence, the victim can get some indication

of the offender’s demographic characteristics. Using multivariate logistic regression, the

authors determined that the odds of arrest for white offenders is approximately 22% higher

for robbery, 13% higher for aggravated assault, and 9% higher for simple assault than they

are for black offenders. Lastly, the race of the offender played no role in the probability of

arrest for the crime of rape. The advantage of the NIBRS data over Hindelang’s study

is that a reported crime incident can be linked to the subsequent arrest; which is not

possible with the UCR or the NCVS. Additionally, the study went beyond the Hindelang

study. It incorporated the victim/offender relationship, time and place of occurrence,

weapon use, and victim injury in the model to calculate the probability of arrest.

3.2 Sex and Probability of Arrest

Stolzenberg and D’Alessio (2004) extend their research and look into the relationship

between sex differences in the likelihood of arrest. Their literature finds that women are

arrested at a much lower rate than men. While women account for almost 51% of the

national population, they represent only about 12 percent of the arrests for violent crimes

in 2000 Stolzenberg and D’Alessio (2004). The authors note, however, that most previous

studies rely on observational data and hence is unreliable Stolzenberg and D’Alessio

(2004). Using a similar approach from their previous research on race and probability of

arrest, they analyzed the impact of an offender’s sex for 555,752 incidents of kidnapping,

sexual assault, aggravated assault, simple assault, and intimidation in 19 states using the

NIBRS 2000 dataset (Stolzenberg and D’Alessio, 2004). They explain that they limited

their observations to types of crime where the one offender, comes into contact with one

victim. This would make identifying important demographic variables of the offender by

the victim possible. Using logistic regression modeling, they showed that the probability

of arrest for females was 28% lower for kidnapping, 48% lower for fondling, 9% lower for

simple assault, and 27% lower for intimidation than for males. The authors undertook

a further supplementary investigation to determine if the likelihood of arrest for Black

females was higher than that of White females. They specifically looked at the interaction

of gender and race on the likelihood of arrest and found race conditioned the relationship
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between gender and the likelihood of arrest for simple assault and aggravated assault

(Stolzenberg and D’Alessio, 2004).

3.3 Characteristics of Age and Violent Crimes

Literature examining the relationship of age and likelihood of arrests for violent crimes is

hard to come by. However, there was a body of work looking at the characteristics of age

and in relation to violent crimes that should be highlighted.

The paper was presented by the Bureau of Justice Statistics in 1997, looking into age

patterns of victims of serious violent crime (Perkins, 1997). Violent crime victimization

rate increases during the teenage years, and peaks at the age of 20, then steadily reduces

as an individual gets older. The paper finds that victims between ages 12 and 24, which

represent a fourth of the national population account for almost half of all serious violent

crime (Perkins, 1997).This pattern was observed by the authors, across all race, sex and

ethnic groupings, with some exception. Between the years, 1992 to 1994, about 1 in

every 2 persons who reported an aggravated assault was younger than 25 (Perkins, 1997).

Looking at the race grouping for aggravated assault, Black and Hispanics individuals

which represent 20% of the general population were about 28% of aggravated assault

victims. In instances of robbery, it was observed that half of all robbery victims were age

26 or younger (Perkins, 1997). Additionally, Black and Hispanic individuals under the age

of 22 had robbery rates about twice as those for white individuals. Lastly, for instances of

rape or sexual assault, a little more than 1/5 of all victims were aged 18 to 21 with the

average age of victims being 27.



8

4 Data

In the data section, I will be covering briefly the history of crime data collection in the

United States and introduce the NIBRS dataset. The 2014 NIBRS dataset was provided

by my supervisor, Dr. Evelina Gavrilova-Zoutman. Next, I will explain how I linked the

various segments of NIBRS to build the violent crime incidents dataset. Lastly, I will

describe how the variables were selected, and manipulated as input for the classification

model. This section will conclude on exploratory data analysis, looking at proportions

that were derived from these variables.

4.1 Introduction to NIBRS

Before the 1930s, law enforcement agencies had been individually collecting summary

counts of crime data (Maltz, 1999). The methods of collecting this data had varied from

one agency to another which did not allow for comparisons or aggregation of crime statistics

at state or national level. This was problematic, because even back then newspapers were

manufacturing supposed “crime waves” out of thin air (Maltz, 1999). To address this

issue, the International Association of Chiefs of Police (IACP) and 400 cities from 43

states representing 20 million people, began participating in the Uniform Crime Record

(UCR) reporting system. The UCR fulfilled this need by providing useful statistics such

as compiled counts of offenses, clearances, and arrests (Maltz, 1999).

By 1982, data collection became outdated and there were limitations with the UCR such

as the types of crimes it was able to collect (Strom and Smith, 2017). Hence, to bring crime

reporting into the "21st century", the FBI working with the Bureau of Justice Statistics

presented the National Incident-Based Reporting System (NIBRS) to compile aggregate

level crime data and statistics across the United States (Strom and Smith, 2017). Unlike

the UCR system that collects data on only eight types of crimes, NIBRS collects 24 crime

categories made up of 52 specific crimes called Group A offenses. The NIBRS dataset

is unique as it captures details on crime incidents reported to law enforcement agencies

participating in the program. The details are broken up over six types of data segments:

administrative, offense, victim, property, offender, and arrestee (Strom and Smith, 2017).

The advantage of working with this dataset is that there is a standard set of definitions
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for criminal offenses across jurisdictions. The NIBRS also provides information about

the demographics of victims and offender, and collects details about the circumstances of

each incident (Strom and Smith, 2017). Another significant advantage of the NIBRS is

that the data is collected annually, meaning that it is a consistent source for studying

crime trends over time. One disadvantage of the NIBRS is that it is not representative of

all crime that takes place in America. This is primarily due to the fact that reporting to

the FBI by local agencies is voluntary. In Figure A0.1, the states highlighted in red were

represented in the NIBRS 2014 (FBI, 2014). This does not mean that all local agencies

within the state participated by sending data to the FBI. In fact, of the 18,489 agencies in

the country only about 6520 agencies sent in their data to the NIBRS 2014. The NIBRS

2014 is only representative of 93,330,000 individuals, where the population of America

exceeds 318 million individuals (FBI, 2014).

4.1.1 Data Requirement & Linking Segments

First I need to discuss what the data requirements are in order to get our dataset for

analysis. The first requirement is to gather incidents where there is one victim and one

offender. I chose to follow a similar approach as (D’Alessio and Stolzenberg, 2003). The

research question is interested in crimes where the victim and offender come into direct

contact. I will exclude murder from our criteria for violent crime since we are interested

in identification which may be collected by the victim when the incident is reported.

In the NIBRS 2014, there are 6,520 ORIs reporting across 38 states which cover a total

population of 93,330,000 individuals or approximately 30% of the population in the United

States. (Image of MAP). After looking at the data segments, I selected six segments:

batch, administrative, offense, victim, offender, and arrestee. While these segments report

various levels of detailed information, there are a three fields that are of interest for linking.

These fields are Originating Agency Identifier (ORI), Incident Number, and the Incident

Date. The ORI is a unique nine character identifier assigned to a agency law enforcement

agency. Each Incident Number represents a unique crime instance under that Originating

Agency Identifier. By merging various segments on these fields we are able to string

together data for a crime incident from various NIBRS segments.

First I filtered for incidents where there was one offender, one victim, one offense and one
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arrest. It is a necessary data filtering process as an incident with multiple offenders and

victims would make it difficult to estimate the probability of arrest based on demographic

details. An incident with multiple offenses would make it difficult to pinpoint probability

of arrest to a particular violent crime. Arrest was determined based on the presence of

a record with the incident number and matching ORI in the arrestee segment. Next,

it is necessary for me to select the offense types that fall into violent crime. Based on

literature, I selected 4 categories of violent crime to predict arrest upon based on the

data requirements described previously. These categories are: aggravated assault, forcible

sexual offense, robbery and simple assault. After these considerations are made, the final

dataset for analysis contains 745,382 incidents of violent crimes that were reported to

police. This includes a total of 119,952 aggravated assaults, 63,509 forcible sexual offenses,

38,543 robberies and 523,378 simple assaults.

4.2 Variable Selection

In this subsection, I explain how I constructed dummy variables for all predictor variables

and the target variable.

4.2.1 Predictors

The main demographic predictors the study is interested in is race, sex and age of

the victims and offenders. Race falls into four categories: Black, White, American

Indian/Native or Asian/Pacific Islander in the NIBRS. The dummy variables I created to

satisfy a binary outcome are "Offender Black" and "Victim Black", where 1 represents a

black offender or victim and 0 represents a non-black victim or offender. Sex was captured

in a similar method; the NIBRS collects information on the sex of the offender and victim

which fall into two categories: male or female. I created two dummy variables called

"Victim Male" and "Offender Male" to discern if the victim or offender is a male (1) or

female (0) Lastly, age of the offender and victim is also collected as a numeric variable. I

cleaned the age variable by excluding those aged 1 year or less and those aged 98 or above.

Other predictors of interest are whether or not the offender was a stranger, if the offender

had a deadly weapon and if the violent crime incident took place in the daytime or

nighttime. I will refer to literature in building out these dummy variables as it is important
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to transform them into binary variables. Victim-offender relationship is captured in the

NIBRS and falls into 3 categories: family, acquaintance or unknown/stranger. Yang and

Olafsson (2011), suggest using a binary victim–offender relationship such as stranger vs.

known. In their work, which is set up as a classification problem similar to mine, they use

predictors to try to predict for the victim-offender. They argue that it would be hard to

attempt a classification model when their target variable is divided into three categories.

Their solution was to use "Stranger vs Non-Stranger". Hence, for my paper, I constructed

a binary dummy factor "Relationship" which breaks down into "Stranger", if the victim

does not know the offender or "Known", where the victim knows the offender.

Definitions of what qualifies as a deadly weapon used by the offender vary from state

to state, which makes it difficult to transform this variable as a dummy variable. The

(School, 2021), defines a deadly weapon as "an object, instrument, substance, or device

which is intended to be used in a way that is likely to cause death, or with which death

can be easily and readily produced", which casts a wide net as to the what fits into my

criteria. To make things simple, I define a deadly weapon as any firearm (regardless

of type), knifes or cutting instruments, blunt objects, motor vehicles, explosives or fire.

The other personal weapons that are used by an offender, like hands, feet, teeth are not

captured as deadly weapons in my definition. I coded this dummy variable as "Deadly

Weapon", where 1 indicates that the offender was armed with a deadly weapon and 0 in

instances where there was no weapon or no deadly weapon involved.

Another variable of interest that could help in the classification of arrest, given testimony

from the victim about the offenders characteristics is time of day. If the violent crime

incident takes place in the daytime, there could be important details captured versus if

the incident takes place at night. The NIBRS collects date-time information for when the

incident took place based on the ORI. Looking at literature, Nix et al. (2019), study the

danger to a police officer responding to a domestic incident compared to a non-domestic

incident while controlling for other potentially important variables. They leverage the

date-time stamp on the incident from the NIBRS to control for Day time / Night time.

Using their approach, I will control for time of day with a dummy variable called "Time

Of Day", where the evening and night hours are 6PM to 5:59 AM, and daytime as 6 AM

to 5:59 PM.
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4.2.2 Target Variable

The target variable is the presence of an arrest in the arrest segment that matches the

ORI and incident number from other linked segments. I built a dummy variable labelled

"ArrestYN", that captures arrests as 1 and no arrests as 0.

4.3 Exploratory Data Analysis

To gain initial insights into the violent crime dataset consider the relevant summary

statistics in Table 4.1. It is observed that in a majority of instances of forcible sexual

assault (19.1%) and robbery (18.2%), an offender is arrested. For aggravated (54.0%)

and simple assault (53.9%), the rate of arrest of an offender is higher. In the race

groupings of offenders, it is observed that black offenders are the minority in instances of

aggravated assault (35.4%), forcible sexual offense (20.7%), robbery (44.4%) and simple

assault (32.4%). Black victims are also the minority in incidents of aggravated assault

(31.3%), forcible sexual offense (16.1%), robbery (25.1%) and simple assault (25.9%). Male

offenders represent the majority in all violent crime incidents especially forcible sexual

assault (87.0%). Whereas the majority of victims are female in all types of violent crime,

except for robbery where male victims represent 45.1% of the incidents.

When looking at substance use among offenders, it is observed that in a majority of

instances, the offender is not under the influence of substances. Offenders who commit

aggravated assault (15.1%), or simple assault (15.0%) were more likely to be using

substances than offenders who commit forcible sexual offenses (9.3%) or robbery (3.7%).

The use of a deadly weapon as defined by my criteria was seen in the majority of incidents

of aggravated assault (57.9%). Deadly weapons were also more likely to be seen in

instances of robbery (46.1%), however in instances of forcible sexual offenses (0.1%) and

simple assault (0.0%), deadly weapons were rarely observed. This means that my criteria

in defining what a deadly weapon is was logical, offenders who commit assault without a

deadly weapon are rarely ever charged with aggravated assault. A notable observation

when looking at the mean age of victims shows that victims are most likely to be younger

in instances of forcible sexual offenses (19 years old), as compared to other violent crimes.

The mean age of offenders show no notable findings. The time of the incident gives me

a rough clue if the incident took place in the daytime or night time. In the majority
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of instances of violent crime, the victim reports that the incident took place during the

day-time. However as compared to other types of offenses, robbery (38.7%) was most

likely to take place during the night-time. The victim also reported in a majority of

incidents of aggravated assault (75.3%) , forcible sexual offense (77.7%), and simple assault

(84.5%), that the offender was not a stranger. For cases of robbery however, the responses

were evenly distributed in that the offender either claims that the offender was a stranger

(37.9%), a known person (37.5%), or is unable to determine one way or another (24.6%).
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Table 4.1: Percentage Distributions of Characteristics of Crimes, Offenders and Victims
by Type of Violent Crime, NIBRS 2014

Aggravated Assault Sexual Offense Robbery Simple Assault
N = 119,952 N = 63,509 N = 38,543 N = 523,378

Offender Arrested
0 = No 54 80.9 81.1 53.9
1 = Yes 46 19.1 18.2 46.1

Offender Black
0 = No 52 64.8 32 61.2
1 = Yes 35.4 20.7 44.4 32.4

Missing Data 12.6 14.5 23.5 6.3
Victim Black

0 = No 55.9 73.7 43.8 65.5
1 = Yes 31.3 16.1 25.1 25.9

Missing Data 12.8 10.2 31.1 8.6
Offender Male

0 = No 20.2 0.4 5.4 26.3
1 = Yes 69.3 87 65.7 69.3

Missing Data 10.5 8.8 31.1 4.4
Victim Male

0 = No 40.5 80.1 23.8 58.7
1 = Yes 48.6 13.3 45.1 34.7

Missing Data 10.9 5.7 31.1 6.6
Offender Stranger

0 = No 75.3 77.7 37.5 84.5
1 = Yes 18.8 16 37.9 12.4

Missing Data 5.9 6.3 24.6 3.1
Offender Substance Use

0 = No 84.9 90.4 96.3 85
1 = Yes 15.1 9.3 3.7 15

Missing Data 0 0.3 0 0
Deadly Weapon

0 = No 38.7 94.8 46.3 97.8
1 = Yes 57.9 0.1 46.1 0.0

Missing Data 3.4 5.7 7.6 2.2
Offender’s Age

Mean years 34 31 29 33
Missing Data 14 14 42 6

Victim’s Age
Mean years 34 19 35 33
Missing Data 12 6 31 6

Time of Day
Day-time 62.1 71.7 59.8 62.9
Night-time 35.2 21.9 38.7 34.9

Missing Data 2.7 6.4 1.6 2.2
Relationship

Known 75.3 77.8 37.5 84.5
Stranger 18.8 16.0 37.9 12.4

Missing Data 5.9 6.3 24.6 3.1
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5 Methodology

The methodology section will be broken up into two parts. First, I describe the two

classification algorithms, logistic regression and random forest. Then, I explain why they

are ideal to use for this research question. The second part of this section focuses on the

methods that will be used to evaluate and validate the output of the models.

5.1 Classification Algorithms

The exercise of predicting qualitative responses is known as classification (James, Witten,

Hastie & Tibshirani, 2013). The research question of interest is predicting whether an

violent crime incident would lead to an arrest. Additionally, our response variable Arrest

(Y) is a dichotomous variable (5.1) , where it falls into one of the two categories: no arrest

(0) or arrest (1).

Y =

0 no arrest

1 arrest
(5.1)

5.1.1 Logistic Regression

Logistic regression is the traditional classification approach based on the maximum

likelihood method. Maximum likelihood is a general approach that is used to fit many

non-linear models (James et al., 2013). Using the logistic function (Equation: 5.2), we

can model probability p(X) and have the output fall between 0 and 1 for all values of X.

p(X) =
eβ0+β1X1+...βpXp

1 + eβ0+β1X1+...+βpXp
(5.2)

The logistic function always produce an S-shaped curve (Figure A0.2, and so regardless

of the value of X, we will obtain a sensible prediction. Linear regression would not an

appropriate method for this scenario; in a linear regression model approach, we might

estimate probabilities of arrest in violent crime lie outside the [0,1] interval (Figure A0.2.

In the logistic function, p(X) represents the probability that a violent crime incident

would lead to no arrest or arrest James et al. (2013). For example, one can predict that
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any violent crime incident with a p(X) > 0.5 has resulted in an arrest. By performing a

logistic transformation of probability we get the following equation.

log

(
p(X)

1− p(X)

)
= β0 + β1X1 + · · ·+ βpXp (5.3)

The left hand side of the equation represents the logit or log-odds. This is the log of the

odds of P(Y = 1|X) versus P(Y = 0|X). On the right hand side, it is observed that the

logit of the logistic regression model is linear in X (James et al., 2013). In the logistic

function (5.2), the values of βp are unknown. One way to estimate these values based on

the training set of the NIBRS data available is to use the maximum likelihood method

(5.4). James et al. (2013), explains that the idea is to seek estimates for values of βp such

that the predicted probability p(X) of arrest in violent crime incidents is as close to the

actual outcome of the incident as possible. Simply put, we try to find values for βp gives

a number close to 1 for incidents that have lead to an arrest, and 0 for incidents that lead

to no arrests.

` (β0, β1) =
∏
i:yi=1

p (xi)
∏

i′:yi′=0

(1− p (xi′)) (5.4)

The estimates of βp are chosen to maximize this likelihood function. These estimates are

reported as coefficients in the logistic regression output along with a level of significance

at alpha = 0.05. These sign attached to these coefficients give an indication of the

relationship of the variable to the outcome of interest (Alber, 2021). For each predictive

variable, negative coefficients imply reduced likelihood of arrests, and positive coefficients

imply increased likelihood of arrest for that variable. By transforming the coefficients

with exponentiation, the odds ratios can be obtained which are more intuitive than the

coefficients (Alber, 2021). The odds ratio provides the magnitude of the outcome of

interest taking place. For example, if the odds ratio was 0.72, then the odds of arrest

would be reduced by 28 percent for that variable, after controlling for all other variables.

I will be using the glm and caret packages from CRAN in order to build the logistic

regression models (Friedman et al., 2010) (Kuhn, 2008).
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5.1.2 Random Forest

Random forest is a machine learning technique that uses ensemble learning for regression

and classification problems (James et al., 2013). Before discussing random forests and

how they can be implemented for the arrest classification question, it is important to

explain decision trees and bootstrapping.

Decision trees are the building blocks for a random forest. Decision trees use the greedy

approach and are built top down, meaning that, it uses information about predictors

(branches) to help inform us about the target variable (leaves) (James et al., 2013). At

each split, two new nodes are created on the decision tree. This process is known as

recursive binary splitting (James et al., 2013). Decision trees are advantageous because

they mimic "human decision-making", but suffer from high variance which leads to low

accuracy (James et al., 2013).

One way to account for this variance is to bootstrap. This can be done by taking repeated

samples of the training data, and training our decision trees on each of the bootstrapped

training samples. The goal would be to then aggregate multiple decision trees and combine

them to give us a single averaged prediction. One issue with bootstrapping is that it

might run into the problem of collinearity. This is because decision trees use the most

significant variable to decide a split at the very top of the tree. When averaging these

correlated decision trees there may not be a large reduction in variance, which also will

lead to a low accuracy of the model (James et al., 2013).

This is where the random forest method comes handy, as it is able to decorrelate the

process of bootstrapping multiple decision trees. Instead of using the most important

feature at the top of the tree when splitting a node, this approach uses a random sub-

sample of m predictors from the full set of p predictors. With each split, a new sample of

m predictors is considered. James et al. (2013) explains that the way to calculate m is by

using this equation: m =
√
p. That is, the number of predictors considered at each split

is equal to the square root of the number of total predictors. If we had 10 predictors, 3

are considered at each split (
√
10 ≈ 3). This results in the average of the resulting trees

has less variability and hence is more reliable (James et al., 2013).

The next concept to introduce in evaluating random forest models is Gini Impurity.
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G =
K∑
k=1

p̂mk (1− p̂mk) (5.5)

where p̂mk is the proportion of observations in class k in node m. The Gini formula (5.5),

indicates that if all p̂mk’s are part of one class, the Gini index shifts towards zero (James

et al., 2013). Ideally, if the values of Gini are small, it means that the observations in

a node predominantly fall into a single category, meaning it is a pure node. In order

to measure the variable importance for predicting the target variable of arrest, one can

inspect the mean decrease in Gini index averaged over all trees. The higher the mean

decrease in Gini over all trees, implies that that variable is of a higher importance (James

et al., 2013).

I will be implementing the random forest classifier using the randomForest package and

caret package, available on CRAN (Liaw and Wiener, 2002) (Kuhn, 2008). Within these

packages, I am able to pre-select number for the sub sample of m predictors, as well as

specify the metric used for evaluation, gini index.

5.2 Model Evaluation and Validation

In this section, I will discuss the metrics I will be using to check the performance of

the data. The latter half of this section focuses on how I deal with class imbalance and

perform cross validation for both logistic regression and random forest methods.

5.2.1 Performance Metrics

Confusion Matrix

A confusion matrix captures the classification performance of a classification algorithm

with respect to some test data (Ting, 2010). For this paper, this matrix of two dimensions

shows the true class of a violent incident on one side; and on the other side, it shows the

class that the classifier has determined.
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Actual

Arrest No Arrest

Predicted
Arrest TP FP

No Arrest FN TN

(5.6)

Figure 5.6 shows the template of the confusion matrix for arrest classification. Since

Arrests has a two-class outcome (arrest vs. no arrest), the True Positive (TP), and True

Negative (TN) values refer to correct predictions (Ting, 2010). These would be populated

if the classifier correctly predicts a violent crime incident that leads to an arrest (TP), or

correctly predicts an incident lead to no arrest (TN). On the contrary, the False Positive

(FP) and False Negative (FN) values refer to incorrect predictions (Ting, 2010). These

categories would be populated when the classifier incorrectly predicts a violent crime

incident led to an arrest, when it did not (FP), or incorrectly predicts an incident led to

no arrest (FN), when there was an arrest.

True Rates, False Rates and Accuracy

True and false rates can be calculated using the confusion matrix. True positive rate

(TPR) is also known as sensitivity or recall. It refers to how often the classifier is able to

predict arrests in all violent crime incidents which have lead to an arrest. True negative

rate (TNR) is also known as specificity. It refers to how often the classifier is able to

predict no arrests in all violent crimes incidents which have lead to no arrest. The TPR

and TNR can be calculated using the following

TPR =
TP

TP + FN
, TNR =

TN

TN + FP
(5.7)

The accuracy of the classification algorithm can be calculated by taking the total number

of correct predictions (both arrests and no arrests) divided by the total number of violent

crime incidents. This can be expressed as:

Accuracy =
TP + TN

TP + TN + FP + FN
(5.8)

For any classification problem, we want to have a highly sensitive and highly specific
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model; however, there’s always a trade off between specificity and sensitivity (Chu, 1999).

The relationship between specificity and sensitivity depends on the cut-off value we use to

define an incident from an arrest or no arrest. Suppose that the cut off value is 0.5, if

classifier scores a violent crime incident >0.5, the prediction is that an arrest took place.

If the classifier scores a violent crime incident as <0.5, then the prediction is that an

arrest did not take place (Chu, 1999). If the cut-off value is decreased, the sensitivity

would increase and specificity would decrease. That is, the number of false negatives; or

the number of incidents predicted incorrectly as no arrest, would increase. Increasing

the cut off would have the opposite effect, and specificity of the test would increase and

the sensitivity would decrease. That is, the number of incidents predicted incorrectly as

resulting in arrest, would increase (Chu, 1999).

ROC Curve and AUC

The ROC (Receiver Operating Characteristic) curve 5.1 gives us a graphical representation

of the performance of a binary classification algorithm. The plot is created by plotting the

true positive rate against the false positive rate. Recall that the true positive case in my

case is the proportion of violent crime incidents that were correctly predicted to lead to

an arrest out off all arrests (TP/(TP+ FN)), while the false positive rate is the proportion

of violent crime incidents that are were incorrectly predicted to lead to an arrest out of

all no arrest incidents (FP/TN + FP)). ROC curves shows the trade-off that is made

between sensitivity and specificity. The comparison of ROC curves from two classification

models allows us to select the more superior model. Since the classifiers I am using are

probabilistic the output I have is a probability of arrest vs no-arrest which can be plotted

as a curve based on what my cut-off value is. James et al. (2013) notes that a classifier

with a threshold of 50% would give us the highest overall accuracy. A classifier with a

threshold of 50% essentially has no predictive value since it is a random guess. in 5.1 the

diagonal red dotted line represents the performance of a random guess. The further up

and to the left the ROC curve lies from the diagonal line the better the performance is.
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Figure 5.1: Example of a ROC Curve

The AUC (Area Under the Curve) is directly linked to the ROC curve. It is useful

in the measurement of the overall performance of the classifier, summarized over all

threshold values James et al. (2013). The AUC calculates the entire two-dimensional area

underneath the entire ROC curve. The higher the AUC value, the better the classifier is

in predicting arrests and no arrests.

5.2.2 Class Imbalance

James et al. (2013) notes that a classifier with a threshold of 50% would give us the

highest overall accuracy. This would require the probability of arrest for a violent crime

to be at, or more than 50% to be classified as arrest, otherwise it would be classified as

non-arrest. In order for this to happen, the dataset has to be somewhat balanced for

the classifier to determine arrest probability. A common issue in classification problems

is that the event that we are measuring could be a rare event. For example, if I had a

data set with far fewer arrests than non-arrests, there would be a class distribution that

is skewed towards non-arrests. In these situations, we might end up model with a high

accuracy, but the specificity would be poor. The classification model would predict all

incidents as "non-arrests", and it would be useless.
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Table 5.1: Types of Violent Crime and Outcomes (Omitting rows with NAs)

No-Arrest (0) Arrest (1)
All Violent Crime 311044 271279
Aggravated Assault 40045 46517

Sexual Offence 35501 9890
Robbery 9997 3426

Simple Assault 229371 213569

Looking at the counts of arrests vs non-arrests for all violent crime and by subsets of

offense types (Table 5.1, there are a few considerations to make in the analysis. Class

imbalance does not seem to be an issue when reviewing counts for arrests in All Violent

Crime incidents (47%), Aggravated Assault (54%) incidents, and Simple Assault incidents

(48%). However, class imbalance is very skewed against arrests in cases of Sexual Offense

(22%), and Robbery (25%).

One way to address this issue would be to run an adjusted case for each model in addition

to running the classification exercise with the base case (no treatment of class bias). In the

adjusted sample, the objective is to draw an equal proportion of arrests and non-arrests

for the trainingData set (Prabhakaran, 2016). This method is known as down-sampling,

as it is taking a lower number of non-arrest counts (which is the majority), and matching

it to the same number of arrests, which is the minority class (Prabhakaran, 2016). The

trainingData with an equal proportion, would be best suited to create a model that would

predict for both arrests and non-arrests. The remaining sample of arrests and non-arrests,

which is not included in the trainingData, would be used for the testData (Prabhakaran,

2016).

5.2.3 K-fold Cross-Validation

Typically, classification problems leverage the validation set approach. The process would

involve randomly splitting the dataset into two parts - the training set and testing set

(James et al., 2013). This method will be used in this paper to run all base cases for

each model in logistic regression and random forest. However, there are two drawbacks in

using this approach. James et al. (2013), states that the validation set approach would,

firstly result in a highly variable test error rate depending on which records are assigned

randomly to the training set and testing set. Secondly, the validation set approach only
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uses the training set to train the model, due to the lower sample size the model is likely to

overestimate the test error rate for the model fit on the entire data set (James et al., 2013).

The way to address these two issues is to leverage the k-fold cross-validation technique.

The k-fold cross-validation method is a robust way in which to estimate the accuracy of a

model (James et al., 2013). The process would involve randomly splitting the training

set into k-folds, i.e, if k =5, there would be 5 k-folds. Then one of the folds is excluded,

and the model is trained on the remaining 4 k-subsets. Next, the model is tested on the

subset that was excluded, and the prediction error is recorded. This process is repeated

until each of the subsets has had a chance to be the test set. The prediction errors are

then averaged, to give us the performance metrics for the cross-validation.

k-fold CV with lower values ofk result in lower variance but higher bias, while higher

values of k leads to lower bias but higher variance (James et al., 2013). So the question

remains, how many folds is ideal for the research question at hand? James et al. (2013),

advises that classification with k-fold CV should be performed using k = 5, or k = 10.

The most advantage is computational and since the NIBRS dataset is quite large, it would

be advisable to use k=5.

Continuing the discussion from the previous section of class imbalance; in this paper, the

class imbalance method and k-fold CV are used in tandem in order to create an adjusted

case. The combination of these two methods would result in a better performance in

predicting for arrest in all violent crime, and the subsets by each offense type (aggravated

assault, sexual offense, robbery and simple assault).
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6 Results

This section will briefly explain how models are set up to predict the likelihood of arrest.

For each type of classification method, there will be five models - one for each of the four

violent crime offense types (aggravated assault, simple assault, sexual offense & robbery),

and one for modeling all violent crime. The unadjusted base case is implemented within

each model to predict the likelihood of arrest. Then using concepts of class imbalance and

cross-validation, the adjusted model is implemented. The key performance metrics are

discussed for the base and adjusted cases within each of the four offense types and overall

violent crime based on the outputs. Then, the predictors from the model are evaluated

for the importance they carry in predicting arrests.

6.1 Logistic Regression

The logistic regression method is appropriate in utilizing categorical and continuous

independent variables to analyze a dichotomous target variable such as arrest: no arrest

(0) or arrest (1). The outputs are leveraged to summarise the probability of arrest based

on each characteristic of the violent crime incident, after controlling for all other predictive

variables in the model.

Table A0.1 displays the coefficients from the five logistic regression models. The coefficients

show the direction and magnitude of that particular variable’s contribution to the likelihood

of arrest. The significance level is also recorded with *** indicating significance at <0.01

and ** indicating significance at <0.05. More importantly, In Table A0.2, the calculated

odds ratios from can be used to find the odds of arrest for each variable while controlling

for all other predictive variables.

6.1.1 All Violent Crime

Table 6.1: Performance Metrics for Logistic Regression - All Violent Crime

Sensitivity Specificity Accuracy AUC
Base Model 0.5769 0.6058 0.5944 0.6331
CV and Adjusted 0.6644 0.5222 0.5742 0.6327

In Table 6.1, the base logistic model predicting for arrests in all violent crimes yields
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an accuracy of 59.44%. The sensitivity metric of the base model shows that it can

predict 57.69% of the actual arrests, and specificity shows that can predict 60.58% of

the non-arrests for all violent crime incidents. The cross-validated adjusted model has a

higher sensitivity metric of 66.44% but a lower specificity metric of 52.22% and accuracy

of 57.42%. Figure 5.1 shows that for both the base and adjusted model, the AUC are

similar - 0.6331 and 0.6327, respectively. When looking at the adjusted model for all

violent crime incidents, all ten predictive variables were significant (p<0.05).

Odds ratios are reported based on the adjusted model. The odds ratios show that with

every incremental increase of 1 in the age of the offender, the odds of arrest decrease by

0.5 percent. This finding indicates that younger offenders are more likely to be arrested

for overall violent crime incidents than older offenders. Conversely, with every incremental

increase of 1 in the age of the victim, the odds of arrest increase by 0.7 percent, indicating

that incidents with older victims are more likely to result in an arrest than incidents with

younger victims. In terms of the impact of race, incidents with a white offender lead to

increased odds of arrest for all violent crime by 20 percent compared to black offenders,

net of other predictive variables. In instances with a white victim, the odds of arrest for

all violent crimes increased by 35 percent, compared to black victims. For incidents with

a male offender - the odds of arrest decreased slightly by 2 percent compared to females,

and for incidents with a male victim - the odds of arrest decreased by 9 percent than for

females.

Turning to the other characteristics of the offense and individuals involved, it is reported

that if the offender was a stranger to the victim, the odds of arrest decreased by 23

percent than if it was a known person. If the offender was reported to be using substances,

the odds of arrest increased by 84 percent than if the offender was not using substances.

Interestingly, the odds of arrest decreased by 20 percent if the offender was armed with a

deadly weapon. For violent crime incidents that took place at night, the odds of arrest

increased by 9 percent, compared to incidents during the day. Lastly, taking aggravated

assault as the reference, the odds of being arrested for sexual offenses was decreased by

about 79 percent, decreased by 65 percent for robbery, and decreased by 32 percent for

simple assault.
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6.1.2 Subset by Offense Type

Aggravated Assault

Table 6.2: Performance Metrics for Logistic Regression - Aggravated Assault

Sensitivity Specificity Accuracy AUC
Base Model 0.6961 0.4579 0.5580 0.6179
CV and Adjusted 0.8258 0.3031 0.5870 0.6206

In Table 6.2, the base logistic model predicting arrests in aggravated assault incidents

yields an accuracy of 55.80%. The sensitivity metric of the base model shows that it can

predict 69.61% of the actual arrests, and specificity shows that it can predict 45.79% of

the non-arrests for aggravated assault incidents. The cross-validated adjusted model has a

higher sensitivity metric of 82.58% but a lower specificity metric of 30.31%. The accuracy,

however, improved over the base model to 58.70% and the AUC from Figure A0.4 show

that both the base and adjusted model are similar, 0.6179 and 0.6206. The coefficient

table for the adjusted aggravated assault model shows that 9 out of 10 variables were

significant. The one variable that was not significant was the age of the offender.

Odds ratios from the adjusted model indicate that with an incremental increase of 1 in

the age of the victim, the odds of arrest increased by 0.8 percent. For the race-specific

variables, it is reported that the odds of arrest for an aggravated assault involving a

white offender increased by 19 percent compared to black offenders. Whereas the odds of

arrest involving a white victim result in a 40 percent increase compared to black victims.

Sex-specific predictors indicate that odds of arrest for male offenders were lowered by

13 percent, and for male victims, it was lowered by 14 percent than for female offenders

and victims. Other predictive variables indicate that the odds of arrest was lowered by

43 percent if the offender was a stranger to the victim, and increased by 75 percent if

the offender was using substances. The use of a deadly weapon in the incident reduced

the odds of arrest by 21 percent compared to no deadly weapon use and odds of arrest

increased by 12 percent if the aggravated assault took place in the nighttime compared to

daytime.

Sexual Offense
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Table 6.3: Performance Metrics for Logistic Regression - Sexual Offense

Sensitivity Specificity Accuracy AUC
CV and Adjusted 0.9401 0.0713 0.4091 0.5438

The base logistic regression classifier for sexual offenses failed to provide predictions for

both arrests and non-arrests. Instead, it classified all sexual offense incidents as non-arrests.

This finding is due to a significant class imbalance in the dataset, where only 21 percent

of incidents lead to arrests.Hence, excluding the base model from the logistic regression

analysis is the best option. On the other hand, the adjusted model that was treated for

class imbalance and executed using cross-validation was able to provide some predictive

value; albeit poor. In Table 6.3, the adjusted logistic regression model predicting arrests in

sexual offense incidents yields an accuracy of 41%. While the sensitivity is high - 94.01%

and the model can predict actual arrests correctly, the model has a poor specificity of only

7.13%. Given that the model is worse than random guessing in predicting for non-arrests,

it makes little sense to examine the coefficients and log-odds extracted from this model.

Robbery

Table 6.4: Performance Metrics for Logistic Regression - Robbery

Sensitivity Specificity Accuracy AUC
Base Model 0.0029 0.9955 0.7425 0.6277
CV and Adjusted 0.5277 0.6376 0.6281 0.6147

The base model logistic regression classifier performed poorly compared to the cross-

validated adjusted model for robbery. From Table 6.4, the base model yields an accuracy

of 74.25% and specificity of 99.55%. This finding means that the base model can predict

non-arrests almost perfectly. However, the model performs poorly on sensitivity as it can

correctly predict arrests in 0.29% of all robbery incidents. On the other hand, the adjusted

model performs better as the sensitivity and specificity are both >50%. It can predict

52.77% of the actual arrests and predict 63.76% of the non-arrests for robbery incidents.

The AUC for the base model was 0.6277, and for the adjusted model, it was 0.6147, which

is pretty similar. From the coefficients table A0.1 six of the ten predictors were significant

(p<0.05) in the adjusted robbery logistic regression model. These variables are: Age of

offender, Offender Not Black, Victim Not Black, Offender Stranger, Offender Substance

Use, Deadly Weapon.
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Odds ratios extracted from Table A0.2 for the adjusted robbery model show that with

each incremental increase in age of the offender, the odds of arrest increase by 0.6 percent.

The odds of arrest for robbery are also increased by 43 percent for incidents with white

offenders and by 33 percent for incidents with white victims. Instances in which offenders

are strangers lead to a decreased odds of arrest by 44 percent. If the offender was using

substances, the odds of arrest increased by 73 percent, and if there was a deadly weapon

involved, the odds of arrest decreased by 15 percent. Lastly, the time of day was significant

in the base model but is not in the adjusted model.

Simple Assault

Table 6.5: Performance Metrics for Logistic Regression - Simple Assault

Sensitivity Specificity Accuracy AUC
Base Model 0.4456 0.6896 0.5719 0.6001
CV and Adjusted 0.5827 0.5669 0.5736 0.6016

From Table 6.5, the base model yields an accuracy of 57.19%, sensitivity of 44.56%, and

specificity of 68.96%. This finding means that the base model can predict non-arrests

higher than actual arrests. The base model’s specificity is worse than pure guessing and

needs to be adjusted. On the other hand, the adjusted model performs better as the

sensitivity and specificity are both >50%. It can predict 58.27% of the actual arrests

and predict 56.69% of the non-arrests for simple assault incidents. The accuracy of the

adjusted model is also slightly better than the base model with 57.36%. The AUC for the

adjusted model was 0.6016 and for the base model, it was 0.6001; which is also slightly

better. From the coefficients table A0.1, eight of the nine predictors were significant

(p<0.05) in the adjusted robbery logistic regression model. The variable Deadly Weapon

was removed from the analysis as there were no instances of deadly weapon use in simple

assault incidents. The significant variables are Age of Offender, Age of Victim, Offender

Not Black, Victim Not Black, Victim Male, Offender Stranger, Offender Substance Use,

Time of Day - Night time.

Odds ratios extracted from Table A0.2 for the adjusted simple assault model shows that

with each incremental increase in age of the offender, the odds of arrest decrease by 0.6

percent, and with each incremental increase in age of victim, the odds of arrest increase by

0.9%. The odds of arrest for simple assault are also increased by 21 percent for incidents
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with white offenders and by 34 percent for incidents with white victims. In simple assault

incidents where the victim is a male, the odds of arrest decrease by 10%. Instances in

which offenders is a stranger lead to a decreased odds of arrest by 19 percent. If the

offender was using substances, the odds of arrest increased by 92 percent. Lastly, the time

of day was significant in the adjusted model leading to a 9% increase in odds of arrest for

night-time incidents.

6.2 Random Forest

The random forest classification algorithm employs decision trees and bootstrapping

methods to predict if a violent crime incident would lead to an arrest or no arrest.

Unlike the logistic regression modeling and its coefficients, it is not possible to track the

significance or the magnitude of the odds of arrest. Instead, the random forest outputs

the variable importance plot. The importance of a variable to the arrest outcome is

determined by the mean decrease in the Gini measure, averaged across all trees. The

ranking of each variable’s mean decrease in Gini would indicate as to which of the variables

are most important for the likelihood of arrest that particular violent crime.

6.2.1 All Violent Crime

Table 6.6: Performance Metrics for Random Forest - All Violent Crime

Sensitivity Specificity Accuracy AUC
Base Model 0.4577 0.5486 0.5001 0.6128
CV and Adjusted 0.6795 0.5402 0.5962 0.6593
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Figure 6.1: Variable Importance - All Violent Crimes

Table 6.6 displays the random forest performance metrics for the base and adjusted models

predicting arrest in all violent crimes. The base model had a poor sensitivity score of

lower than 50% (45.77%). The sensitivity of the base model was 45.86%, and the accuracy

was 50.01%. The base model performed just slightly better than random guessing. The

adjusted model, which adjusted for class imbalance and applied cross-validation methods,

performed better. Compared to the base model, the adjusted model yielded a sensitivity

of 67.95%, specificity of 54.02% and an accuracy of 59.62%. The AUCs obtained from the

ROC plot (Figure A0.8) show that the adjusted model (0.6593) was higher than the base

model (0.6128).

Figure 6.1 shows the variable importance for all violent crime incidents in the base and

adjusted models. The variables are sorted according to the highest mean decrease in Gini

averaged across all trees. The variable importance for the adjusted model predicting for

arrests in all violent crime indicates that the UCR offense code (Sexual Offense) had the

highest importance, followed by the Age of the Victim and Use of Substances (Yes) by

the offender. On the lower end of importance are the UCR offense code for simple assault,

Time of Day (Night-time) and the offenders use of a Deadly Weapon.

6.2.2 Subset by Offense Type

Aggravated Assault
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Table 6.7: Performance Metrics for Random Forest - Aggravated Assault

Sensitivity Specificity Accuracy AUC
Base Model 0.7269 0.4653 0.6230 0.5961
CV and Adjusted 0.5990 0.6013 0.6004 0.6001

Figure 6.2: Variable Importance - Aggravated Assault

Table 6.7 displays the random forest performance metrics for the base and adjusted models

predicting arrest in aggravated assault incidents. The base model has a relatively high

sensitivity score of 72.69% while the specificity was poor at 46.53% (less than 50%). The

base model yielded an accuracy of 62.30%. In comparison, the adjusted model yielded a

lower sensitivity of 59.90%, but higher specificity of 60.31% and an accuracy of 60.04%.

The AUCs obtained from the ROC plot (Figure A0.9), show that the adjusted model

(0.6001) was slightly higher than the base model (0.5961).

Figure 6.2, shows the variable importance for aggravated assault incidents in the base and

adjusted models. The variable importance for the adjusted model predicting for arrests in

aggravated assault instances indicates that the Age of the Victim and Age of the Offender

had the highest importance , followed by Substance Use by the offender and Race of the

Victim (Not Black). On the lower end of importance are the Sex of the Offender (Male),

use of Deadly Weapon (Yes) by the offender, and Time of Day (Night-time).

Sexual Offense

Table 6.8: Performance Metrics for Random Forest - Sexual Offense

Sensitivity Specificity Accuracy AUC
Not Adjusted 0.0025 0.9997 0.7760 0.5011
CV and Adjusted 0.6021 0.5590 0.6002 0.6001
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Figure 6.3: Variable Importance - Sexual Offense

Table 6.8 displays the random forest performance metrics for the base and adjusted models

predicting for arrest in sexual offense incidents. The base model has a very low sensitivity

score of 0.25% while the specificity was almost perfect at 99.9%. The base model yielded

an accuracy of 77.60%. In comparison, the adjusted model yielded a better sensitivity

of 60.21%, and a lower specificity, (but still acceptable) of 55.90% and an accuracy of

60.02%. The AUCs obtained from the ROC plot (Figure A0.10), show that the adjusted

model (0.6001) was higher than the base model (0.5011).

Figure 6.3, shows the variable importance for sexual offense incidents in the base and

adjusted models. The variable importance for the adjusted model predicting for arrests

in sexual offense instances indicates that the Age of the Offender and Age of the Victim

had the highest importance , followed by Time of Day (Night time) and the Relationship

(Stranger). On the lower end of importance are Use of Substances by Offender (Yes), Sex

of the Offender (Male), use of Deadly Weapon (Yes) by the offender.

Robbery

Table 6.9: Performance Metrics for Random Forest - Robbery

Sensitivity Specificity Accuracy AUC
Not Adjusted 0.0324 0.9872 0.7329 0.510
CV and Adjusted 0.6886 0.4957 0.6719 0.658
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Figure 6.4: Variable Importance - Robbery

Table 6.9 displays the random forest performance metrics for the base and adjusted models

predicting for arrest in robbery incidents. The base model has a very low sensitivity score

of 3.24% while the specificity was almost perfect at 98.72%. The base model yielded an

accuracy of 73.29%. In comparison, the adjusted model yielded a better sensitivity of

68.86%, but a poor specificity (lower than 50%) of 49.57%. The accuracy of the adjusted

model was 67.19%. The AUCs obtained from the ROC plot (Figure A0.11), show that

the adjusted model (0.658) performed better than the base model (0.510).

Figure 6.4, shows the variable importance for robbery incidents in the base and adjusted

model. The variable importance for the adjusted model predicting for arrests in robbery

instances indicates that the Age of the Victim and Age of the Offender had the highest

importance, followed by the Relationship (Stranger), and Sex of the Victim (Male). On

the lower end of importance are the Race of Offender (Not Black), Sex of the Offender

(Male), use of substances (Yes) by the offender.

Simple Assault

Table 6.10: Performance Metrics for Random Forest - Simple Assault

Sensitivity Specificity Accuracy AUC
Not Adjusted 0.5681 0.6285 0.5994 0.5983
CV and Adjusted 0.6108 0.5907 0.5997 0.6008
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Figure 6.5: Variable Importance - Simple Assault

Table 6.10 displays the random forest performance metrics for the base and adjusted

models predicting arrest in simple assault incidents. The base model has a sensitivity

score of 56.81%, while the specificity is 62.85%. The base model yielded an accuracy of

59.94%. The adjusted model yielded a slightly better sensitivity of 61.08%, but a slightly

worse specificity of 59.07%. The accuracy of the adjusted model was 59.97%, which is

almost the same as the base model. The AUCs obtained from the ROC plot (Figure

A0.12), show that the adjusted model (0.6008) performed slightly better than the base

model (0.5983).

Figure 6.5, shows the variable importance for robbery incidents in the base and adjusted

model. The variable importance for the adjusted model predicting for arrests in robbery

instances indicates that the Age of the Victim and Age of the Offender had the highest

importance, followed by the use of substances (Yes) by the offender, and Race of the

Victim (Not Black). On the lower end of importance is the Sex of the Victim (Male),

Relationship (Stranger), and Time of Day (Night-time).

6.3 Comparison of Classification Methods

Table 6.11, is a summary of the adjusted performance metrics from the models. Overall,

the random forest classifier performs better than the logistic regression classifier for

aggravated assault, sexual offenses, simple assault, and overall grouping of all violent

crimes. The adjusted random forest metrics are better than the adjusted logistic regression

metrics by observing the sensitivity, specificity, and accuracy for these subsets. However,
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Table 6.11: Comparing Performance Metrics from Adjusted Models for All Violent
Crime and Offense Types

Sensitivity Specificity Accuracy AUC

All Violent Crime Logistic Regression 0.6644 0.5222 0.5742 0.6331
Random Forest 0.6795 0.5402 0.5962 0.6593

Aggravated Assault Logistic Regression 0.8258 0.3031 0.5870 0.6206
Random Forest 0.5990 0.6013 0.6004 0.6001

Sexual Offense Logistic Regression 0.9401 0.0713 0.4091 0.5438
Random Forest 0.6021 0.5590 0.6002 0.6001

Robbery Logistic Regression 0.5277 0.6376 0.6281 0.6147
Random Forest 0.6886 0.4957 0.6719 0.6580

Simple Assault Logistic Regression 0.5827 0.5669 0.5736 0.6016
Random Forest 0.6108 0.5907 0.5997 0.6008

the adjusted logistic regression classifier performs better for the crime of robbery, although

it has a lower Accuracy and AUC than the adjusted robbery random forest model.
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7 Discussion

Discovering which of the characteristics of the offender, victim, and situational factors

impact the likelihood of arrest could put to rest biased and preconceived notions about

who commits violent crime and who is affected by it. In this thesis, I leveraged two

classification methods to study the impact of these characteristics on arrest in all violent

crime incidents, as well as, by subsets of offense type. In this section, I will be providing

an answer to the research question, and comparing the findings to the literature review.

Lastly, there will be a discussion on the limitations of this study, the data, and this type

of analysis.

7.1 Likelihood of Arrest for Violent Crimes

The classification models were built to predict for arrests to answer the research question

of which which demographic and situational characteristics of a violent crime incident

contribute to a higher likelihood of arrest. Looking at the overall instances of violent

crimes, the AUC and accuracy of the adjusted random forest model (0.6593, 59.62%)

are slightly better than the AUC and accuracy of the adjusted logistic regression model

(0.6331, 57.42%). Additionally, the sensitivity and specificity metrics for the random forest

model (0.6795, 0.5402) are slightly better than the sensitivity and specificity metrics from

the adjusted logistic regression model (0.6644, 0.5222). These results prove that both

these classifiers have a certain degree of predictive power.

In the adjusted logistic regression model, if the offender’s race was white rather than black,

the odds of arrest increase for aggravated assault, simple assault, robbery and overall

all violent crime. This result was statistically significant. However, this association was

not significant for sexual offenses. Similarly, the D’Alessio and Stolzenberg (2003) study

using logistic regression found that the odds of arrest for white offenders was statistically

higher than black offenders for aggravated assault, simple assault, robbery. The authors

also conclude that similar to this thesis, the association was not statistically significant

for the crime of rape (a type of sexual offense). The results from this thesis and the

D’Alessio and Stolzenberg (2003) study are contrary to the reporting of mainstream news

which exaggerate rates of black individuals offending (Ghandnoosh, 2014). Empirically,
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it can be concluded that mainstream news depict black offenders in a negative light

while the research says that white offenders are actually more likely to be arrested for

committing violent crimes. If the victim’s race was white rather than black, the odds of

arrest increase significantly for the aggregate of all violent crime, in addition to aggravated

assault, robbery and simple assault. This association was found to be not significant

for sexual offenses. The D’Alessio and Stolzenberg (2003) study, found similar results

where the odds of arrest for incidents involving white victims were higher for aggravated

assault, simple assault, and robbery. The difference however was that in the D’Alessio

and Stolzenberg (2003) study only simple assault was found to be statistically significant;

aggravated assault and robbery incidents were not significant.

In the adjusted logistic regression model, if the offender’s sex was male rather than female,

the odds of arrest decrease for aggravated assault and overall all violent crime. This result

was statistically significant. However, this association was not significant for robbery

and simple assault. Similarly, the Stolzenberg and D’Alessio (2004) study using logistic

regression found that the odds of arrest for female offenders was statistically higher than

male offenders for aggravated assault. The authors also found that female offenders had a

significantly lower odds of arrest for simple assault, and the association was not significant

for robbery incidents. If the victim’s sex was male rather than female, the odds of arrest

decrease significantly for the aggregate of all violent crime, in addition to aggravated

assault, robbery and simple assault. Furthermore, the Stolzenberg and D’Alessio (2004)

study found similar results where the odds of arrest for incidents involving male victims

were statistically higher for aggravated assault and simple assault but not statistically

higher for incidents of robbery.

The age of the offenders and victim also played a role in the likelihood of arrest. The

variable importance plots obtained from the adjusted random forest models indicate

that the age of the offender and victim are both one of the most important variables

in determining the outcome of arrest. Using the adjusted logistic regression model, the

likelihood of arrest decreases as the age of the offender increases for the aggregate of all

violent crimes, as well as simple assault. This observation was statistically significant.

Meanwhile the likelihood of arrest in robbery incidents increases as the age of the offender

increases. Additionally, as the age of the victim increases, so does the likelihood of arrest.
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This can be explained by the fact that younger victims of violent crimes might be less

likely to report the incident to law enforcement.

The likelihood of arrest was decreased significantly for all violent crime, and three of the

four subsets of violent crime (aggravated assault, sexual offenses, and robbery) if the

offender was using of a deadly weapon. It should be noted that no instance of simple

assault involved the use of a deadly weapon. This result was matched in the D’Alessio

and Stolzenberg (2003) study, where the authors also found that the use of a deadly

weapon actually decreased significantly the odds of arrest. One potential reasoning for this

could be that the recollection of the offender by the victim was not reliable, as the victim

was preoccupied by the potential danger posed by the deadly weapon. If the reported

characteristics of the offender by the victim is incorrect due to the presence of a deadly

weapon, it would most likely lead to the outcome of no arrest. Relationship between the

offender and victim impacted the likelihood of arrests for all violent crimes, and in the the

subset of offense types: aggravated assault, simple assault and robbery in the adjusted

logistic regression models. There was a significant negative association for odds of arrest

if the offender was a stranger to the victim. This finding would not be surprising as the

victim would have a lower recall for an offending stranger’s demographic characteristics,

than if the offending person was known to the victim. These findings also agree with the

D’Alessio and Stolzenberg (2003) study where the likelihood of arrest was significantly

reduced if the offending person was a stranger for incidents of aggravated assault, simple

assault, and robbery.

Examining the impact of Offender Substance Use, the adjusted logistic regression model

in this thesis shows that the odds of arrests increase significantly for the aggregate of

all violent crime, in addition to the the following types of offenses: aggravated assault,

robbery and simple assault. This finding is also consistent with the work of D’Alessio and

Stolzenberg (2003) and Stolzenberg and D’Alessio (2004).

A unique contribution that this thesis provides is the odds of arrest within each subset

of violent crime. The adjusted logistic regression model for all violent crime shows that

the odds of being arrested for sexual offenses was decreased by about 79 percent, in

comparison to the reference (aggravated assault). This finding is backed up by the results

of the adjusted random forest model for all violent crime. It is observed that the UCR
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Offense code for sexual offenses was the most important variable in determining arrest via

the mean decrease in Gini measure.

Another unique contribution that this thesis makes is the addition of one other predictive

variable in predicting for arrests: Time of Day. The time of day (night-time) was significant

in increasing the odds of arrest for the aggregate of all violent crimes, in addition to

the following subsets of offenses: aggravated assault and simple assault. In the adjusted

random forest model for aggravated assault, Time of day was the third most important

variable whereas for the adjusted random forest model for simple assault, Time of Day was

the least important variable in determining arrest via the mean decrease in Gini measure.

7.2 Limitations

It is important to point out that the NIBRS data is not the exact representation of all

crime that takes place in the United States. This is because, only half of the violent crimes

in the US are actually reported to authorities (Gramlich, 2020), and the data is subject

to reporting bias as it is collected through the voluntary reporting of local-level agencies

(Pepper and Petrie, 2003). This means that my analysis is looking at a sliver of crime that

is reported to the local-level reporting agencies which as to then submitted to the FBI

for reporting (FBI, 2014). In the Data section, I explain that a significant disadvantage

of the data set is that of the 18,489 local-level agencies in the country only about 6520

agencies sent in their data to the NIBRS 2014. The NIBRS 2014 is only representative of

93,330,000 individuals, where the population of America exceeds 318 million individuals

(FBI, 2014).

Additionally, predictions can be fundamentally biased as the research design leverages

data from offenders to predict the arrests and not from conviction data. This means that

although an arrest is made for a violent crime incident, there is no way to link it to a

conviction or an acquittal. We do not have the data to inherently prove that one gender or

race commits more crime, only that these incidents might be a) reported more frequently,

or b) are arrested more often compared to other groups.

Lastly, the two classification methods used report the impact of the predictive variables

on the outcome of arrest differently. The logistic regression model is able to output

coefficients and odds ratios to quantify the likelihood of arrest. On the other hand, the
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random forest model is only able to rank the importance of all predictive variables for

each of the individual models.
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8 Conclusion

The main objective of the thesis was to investigate demographic and situational

characteristics of violent crime incidents for their impact on likelihood of arrest in America.

The focus was to develop empirical evidence instead of relying on biases and preconceived

notions, or skewed policing algorithms about who commits crime, and who is impacted by

it.

The models that were created leveraged logistic regression and random forest methods

and they provided some predictive value in classification of arrests. The models for the

aggregate of all violent crime, as well as the subsets of offense types had a good predictive

power with an accuracy of greater than 50%. Additionally, adjusted models were built to

address class imbalance and leveraged cross-validation methods. Using odds ratios from

the logistic regression results, and the variable importance plots from the random forest -

likelihood of arrest was ascertained.

The results indicate that generally the likelihood of arrest increases under certain conditions.

These conditions are: in incidents where the race of the offender is white, in incidents

where the race of the victim is white, in incidents where the offender is a female (for

aggravated assault instances), and in incidents where if the victim of a violent crime is a

female. Generally, the likelihood of arrest decreases as the age of the offender increases,

and the likelihood of arrest increases as the age of the victim increases. The likelihood

of arrest decreases for incidents where the offender is armed with a deadly weapon, and

where the offender and victim are strangers. Additionally, the likelihood of arrest increases

for all violent crimes if the incident takes place at night time compared to day time, and

in incidents where the offender is using substances.

Some of the limitations of the study were that the NIBRS dataset may not be representative

of all violent crime that takes place in America. This is due to the low proportion of

local-level reporting agencies reporting their data to the FBI. One unique contribution of

this paper is that it leverages Time of Day as one of the predictive variable, which had

not been used in the literature that was reviewed for this paper.
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Appendix

Figure A0.1: Participation by State, NIBRS 2014

Figure A0.2: Linear vs. Logistic Regression
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Figure A0.3: ROC Curves for Logistic Regression - Base and Adjusted Models (All
Violent Crime)

Figure A0.4: ROC Curves for Logistic Regression - Base and Adjusted Models
(Aggravated Assault)
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Figure A0.5: ROC Curve for Logistic Regression - Adjusted Model (Sexual Offense)

Figure A0.6: Comparing ROC Curves for Logistic Regression - Base and Adjusted
Models (Robbery)
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Figure A0.7: Comparing ROC Curves for Logistic Regression - Base and Adjusted
Models (Simple Assault)

Figure A0.8: ROC Curve for Random Forest - Base and Adjusted Models (All Violent
Crime)
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Figure A0.9: ROC Curve for Random Forest - Base and Adjusted Models (Aggravated
Assault)

Figure A0.10: ROC Curve for Random Forest - Base and Adjusted Models (Sexual
Offense)
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Figure A0.11: ROC Curve for Random Forest - Base and Adjusted Models (Robbery)

Figure A0.12: ROC Curve for Random Forest - Base and Adjusted Models (Simple
Assault)
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Table A0.1: Logistic Regression Coefficients predicting the probability of arrest by type
of violent crimes, 2014
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Table A0.2: Log-odds predicting the probability of arrest by type of violent crimes, 2014
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