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2 Introduction

This doctoral thesis consists of three essays on empirical corporate finance and is submitted

to the Department of Finance at the Norwegian School of Economics in partial fulfillment of the

requirements for the completion of the degree of Doctor of Philosophy at NHH.

These three essays explore three important areas in empirical corporate finance. The first pa-

per investigates how product market competition affects firm liquidity choice. The second paper

studied the corporate bond default in China in the machine learning approach. The third paper

studied how government regulation on the IPO market (Pricing Cap) affects the firm information

and investment flow.

While the topic may differ among themselves, these three papers use multiple state-of-art sta-

tistical methods. The first paper may be linked to liquidity risk and its hedging. The second paper

highlights the importance of firm liquidity risk management and focuses on the Chinese corporate

bond market. My third paper tries to connect firm behavior with the regulation in financial market

and shed light on the unique Chinese market. The last two papers focus on Chinese economics and

shed light on the financial market and the stability of the second-largest economy in the world.

2.1 Competition and the Use of Credit Lines

Competition in the product market continuously shapes corporate financial decisions, among

which liquidity management is of particular relevance. The general finding of the literature is that

cash offers greater strategic value as competition intensifies, and therefore firms facing more in-

tense competition increase their cash holdings. But cash is only one source of corporate liquidity.

The other major source of corporate liquidity credit lines provided by banks are used by over 65%

of U.S. public firms. For these firms, the amount of available credit lines is as large as the amount

of cash holdings. According to Federal Reserve data, in the last decade (2010 to 2019) the aggre-

gate amount of committed commercial credit lines by U.S. banks is even larger than the amount

of outstanding commercial loans. Thus, credit lines are a significant component of corporate liq-

uidity and represent more than 50 % of bank commercial lending. Yet we know little about how

competition affects firms’ use of credit lines or how competition affects the relative importance of
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cash and credit lines as liquidity sources. We attempt to fill this void in this study. Competition

increases the strategic benefits of having a credit line but also increases the difficulty of obtaining

a line. What is the net effect of competition on credit line usage? Using a comprehensive sample

of U.S. public firms from 2002 to 2019, we find that competition reduces the use of credit lines.

Competition not only reduces the absolute usage of credit lines but also the relative usage when

compared with cash holdings. The economic significance of competition is comparable to that of

known determinants of credit line usage, such as cash flow level and asset tangibility.

To mitigate this endogeneity concern, we use import tariff rates as an instrument and apply

a Two-Stage Least Squares (2SLS) regression. We use extra import tariffs imposed by Donald

Trump and his administration as exogenous shocks and apply a propensity score matching (PSM)

difference-in-difference framework for analysis to ascertain causality. Both methods are state-of-

art statistical techniques for identification and are widely used in finance. In addition, Our paper

may be the first paper using Trump tariff retaliation as the exogenous shock for product market

competition.

This study contributes to the literature on how product market competition affects corporate

liquidity management. Previous works in this literature mostly focus on cash holdings and largely

overlook another equally important source of liquidity – credit lines. Empirical evidence shows

that competition increases corporate cash holdings because cash provides greater strategic value

in a more competitive environment (e.g., Bolton and Scharfstein, 1990; Haushalter, Klasa, and

Maxwell, 2007; Frésard, 2010; Hoberg, Phillips, and Prabhala, 2014). Extant theory also suggests

a positive effect of competition on credit line usage because credit lines offer obvious competitive

advantages (e.g., Maksimovic, 1990; Martin and Santomero, 1997), but our evidence shows the

opposite. This seeming inconsistency is not driven by firms’ reduced demand for credit lines, but

rather by banks’ restricted supply of credit lines to firms facing intense competition. Our findings

point to the need for more theoretical study on the effect of competition on the supply side of credit

lines. The results also seem to be inconsistent with the traditional wisdom that treats cash and credit

lines as perfect substitutes (e.g., Holmström and Tirole, 1998). Our findings suggest that on the

demand side, cash and credit lines could be substitutes; but on the supply side, they are certainly

not. Cash as unconditional liquidity is under the full control of firms, while the equilibrium holding
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of credit lines is conditional also on banks’ supply. This finding is consistent with the notion that

credit lines are contingent liquidity (e.g., Sufi, 2009; Nikolov, Schmid, and Steri, 2019).

Our findings on credit lines also have implications for the relation between competition and

cash holdings. As competition intensifies, firmswant to hold more cash because the strategic

advantages of cash increase. But firms alsohave torely more on cash as a liquidity source be-

cause credit line supply becomes more restricted. So, the accessability of alternative liquidity

sources may also be a determinant of corporate cash holdings. This has the potential to help us

better understand the determinants of cash holdings (e.g., Kim, Mauer, and Sherman, 1998; Opler,

Pinkowitz, Stulz, and Williamson, 1999). By studying alternative corporate liquidity sources in a

unified framework, we also extend Almeida, Campello, Cunha, and Weisbach (2014).

Furthermore, our findings point to a further dimension that differentiates credit lines and cash

holdings as a corporate liquidity source. Sufi (2009) argues that firms prefer credit lines over cash

when they are less likely to violate cash-flow-based financial covenants. Lins, Servaes, and Tufano

(2010) find that cash and credit lines are held for different purposes: credit lines to fund future

investment opportunities, whereas cash to buffer future cash flow shortfalls. Acharya, Almeida,

and Campello (2012) show that firms with high asset betas hold more cash relative to credit lines

because it is more costly for them to obtain credit lines from banks. We add to this literature by

showing that competition reduces the use of credit lines relative to cash as a corporate liquidity

source.

Finally, our findings add to the extensive literature on the interactions between product markets

and various corporate financial policies or outcomes, including cost of debt (Valta, 2012), capital

structure (e.g., Brander and Lewis, 1986; Phillips, 1995; Campello, 2003; MacKay and Phillips,

2005), and product strategies (e.g., Chevalier and Scharfstein, 1996; Dasgupta and Titman, 1998;

Khanna and Tice, 2005; Phillips and Sertsios, 2013). Specifically, we add to this literature by

showing how competition affects corporate liquidity management.

2.2 Modelling of Chinese Corporate Bond Default —A Machine Learning Approach

China’s corporate bond market has grown exponentially over the past decade, increasing from

1.89 trillion RMB in 2009 to 32.9 trillion RMB in 2019. At the end of 2019, the corporate bond
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market accounted for 33.2% of China’s bond market. According to statistics from the Wind Eco-

nomic Database, 58 major issuers in China’s corporate bond market defaulted before 2017, involv-

ing 113 defaulted bonds, with a balance of 37.992 billion RMB. From 2017 to 2019, the number

of defaulted issuers increased to 103. This involved 425 defaulted bonds, and the balance of newly

defaulted bonds reached 343.083 billion RMB. The reasons for the surge in defaults are as fol-

lows. After 2017, because of the impact of intense regulation and a deleveraging policy, Chinese

enterprises’ financing channels narrowed, the credit risk of firms relying on rolling financing con-

tinued to increase, and default events emerged at an accelerating pace. It is a challenge for highly

leveraged firms to repay their principal and interest amid deterioration of the external finance en-

vironment, which has triggered the largest default wave of corporate bonds in China.

Our primary focus is predicting corporate bond defaults in China. Corporate bond defaults have

been widely studied. Research can be sorted into three main categories: structure models, reduced-

form models, and macroeconomic and/or accounting-based models. The structure credit model

emerged from the options pricing theory of Black and Scholes (1973) and Merton (1973) and

has been extended1. The structure model framework identifies key factors driving corporate bond

value. The reduced-form model assumes that corporate bond defaults satisfy a Poisson distribution,

and uses the default strength index to measure the default risk. (Jarrow and Turnbull, 1995; Duffie

and Singleton, 1997, 1999). Another reduced-form model assumes that the probability of credit

rating conversion follows the Markov process and constructs a credit rating transfer matrix to

predict the default rate of debt (Jarrow, Lando, and Turnbull, 1997). Both the structure and reduced-

form models predict the probability of future credit defaults under a specific theoretical framework.

The advantage of these models lies in their minimal dependence on historical default data and their

good foresight. However, these models have two disadvantages. First, they rely heavily on the

validity of the assumptions. Second, the structure model relies on asset price data, which might not

be available for non-listed firms. Other studies have focused on macroeconomic and accounting-

based models. One stream of literature2 evaluates how credit risk represents systematic risk in the

1See Black and Cox (1976); Geske (1977); Leland (1994, 2004); Longstaff and Schwartz (1995); Collin-Dufresne
and Goldstein (2001), and Goldstein, Ju, and Leland (2001)

2The research includes Fama and French (1993); Dichev (1998); Chava and Jarrow (2004); Vassalou and Xing
(2004); Campbell, Hilscher, and Szilagyi (2008).
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market. Beaver (1966); Altman (1968); Ohlson (1980), and Beaver, McNichols, and Rhie (2005)

evaluate how earnings and accounting ratios (reflecting the sales, expenses, growth, and liquidity

of a firm, which indicate the macroeconomic and business environments of the firm) predict the

default of corporate bonds.

The primary objective of most models, such as structural, reduced-form, or macroeconomic and

accounting models, is to explain corporate bond defaultswithin sample, and they often emphasize

causal inference. Our objective is different: we aim to develop a model that can accurately predict

corporate bond defaultsout of sample(i.e., a prediction problem). Satchidananda and Simha (2006)

show that the problems of causal inference and prediction, although related, are fundamentally

different. Specifically, causal inference modeling aims to minimize the bias resulting from model

misspecification to obtain the most accurate representation of the underlying theory. In contrast, the

objective of predictive modeling seeks to minimize the out-of-sample prediction error, that is, the

combination of the bias and estimation variance resulting from using a sample to estimate model

parameters. Although causal inference represents mainstream social science research, Kleinberg,

Ludwig, Mullainathan, and Obermeyer (2015) show that many interesting prediction problems

are neglected in the extant business and economics literature. Our models can effectively predict

rare events with a small number of input variables and have better performance than traditional

default risk models, such as structure or accounting models. Machine learning (ML) has been

widely used in risk modeling, risk assessment, and risk prediction in recent decades. According

to Altman, Marco, and Varetto (1994), combining traditional models, such as logit and probit

regression models, significantly improves default predictability. In addition, ML model is powerful

to detect non-linear relationship among variables. The ML technique is useful for improving model

accuracy, especially when the credit market’s complexity increases. Although ensemble learning

has been successfully applied in many other fields ((Zhou, 2012)), ours is the first study to apply

the method to a finance setting with a severe class imbalance problem, namely, rarity of corporate

bond default . Whether ensembling models outperform traditional models is an empirical question.

Our results suggest that ensemble learning, if properly used, is more powerful than SVM or KSVM

for the purpose of corporate bond default prediction.

Second, we adopt models first using multiple ML models for feature engineering, which pick
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up the most important features (the so-called “importance index”) to predict the default risk and

then perform logistic regression. The benefit of this type of model is that it perfectly combines the

prediction power of complicated machine learning models (e.g., bagging or boosting models) with

the economic intuition of the logistic model, which allows us to infer from the models.

Finally, we further compared our result with the traditional credit risk model. Because of data

availability, we analyze the corporate default based on Merton (1974)’s and KMV model and show

that our method outperforms traditional structure models.

2.3 Market smart: How firms respond to the IPO P/E price-cap regulations in China

Since the 1978 economic reform, China has gradually liberalized its economy. In 1992, the

Chinese government started to develop a "socialist market economy." Unlike countries such as

Poland, former Czechoslovakia, and Russia, which underwent rapid reforms according to compre-

hensive plans, China has enacted a step-by-step evolutionary reform by providing state-imposed

market-like incentives, with different sectors having different reform speeds. As the manufactur-

ing sector is more resilient to external shocks and has less government intervention, its reform

was completed early. The large-scale privatization of state-owned enterprises (SOEs) began in the

mid-1990s, as part of the broad economic reforms outlined in the ninth and tenth five-year plans.

Gan (2009) estimate that between 1995 and 2005, firms with an aggregate 11.4 trillion RMB in

assets were privatized in China, comprising two-thirds of China’s SOEs and state assets. Further,

owing to a high unemployment rate, most firms in China have been operating based on market-like

incentives. On the other hand, the financial sector, which is more fragile and reformed more con-

servatively, is heavily regulated in China. Thus, the coexistence of market forces and government

interventions in China allows researchers to investigate how the market helps firms minimize the

impact of government intervention and how firms respond to government regulation.

In this study, I examine this question by focusing on price caps. The China Securities Reg-

ulatory Commission (CSRC) has set regulatory guidelines on the price-to-earnings (P/E) ratio of

companies that plan to go public. Before 2009 and after 2012, the CSRC applied a guideline that

made it unlikely for companies with a P/E ratio greater than 23 to be approved by the regulator,

with all industries being subject to a homogenous price-cap limitation. This regulation provides an
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exogenous shock to firms that intend to go public.

A key feature of China’s approval-based public listing system that enables causal identification

is that firms have little ability to time the initial public offering (IPO) market. Normally, IPO ap-

proval takes two to three years. Once approved, firms take several months to complete the final

steps. In addition, unlike the US, withdrawal from the IPO market is associated with heavy sunk

costs in the approval process. Thus, public listing in China serves as a strong signal to investors

that the firm is eligible to pass multi-layer government regulation and has good profitability and

earnings quality for at least three years. Therefore, instead of withdrawing from an IPO, firms are

more likely to issue IPOs with losses to be compensated from the seasoned equity offering (SEO)

market. Firms are unlikely to acknowledge the date the government imposed the price cap and

jumps the queue of listing in advance to escape price-cap regulations. In addition, the implemen-

tation of the price cap is directly decided by the CSRC based on the IPO market conditions; thus,

firms have little ability to influence price caps. Public equity is an especially important source

of financing in China because alternative financing is limited, and public markets provide liquid-

ity for early investors and entrepreneurs. Moreover, bank credit in China tends to typically favor

SOEs or mature firms with good credit records. Although Chinese venture capital and private eq-

uity (VC/PE) are growing quickly, they remain less mature than their counterparts in the United

States during the period investigated in this study. Financing under regulations became the most

important channel of external financing for the majority of listed firms.

Although firm financing is inevitably associated with higher costs, firms may act strategically

to try to minimize the negative impact of pricing cap regulation in the IPO market. There are two

direct negative impacts of pricing cap regulation. Firstly, a pricing cap reduces the required rate

of return in the IPO market. Compared to a non-pricing cap period, firms are more likely to use

alternative financing with lower costs or higher returns during a pricing cap period. As a result,

in this context, firms may try to minimize ownership dilution during their IPOs while seeking for

alternative, less costly financing options such as seasoned equity offering (SEO) and corporate

bond/loan financing. Firms also adjust their financial reporting; firms affected by the pricing cap

anticipate that their IPOs will be influenced by the pricing cap, which reduces their incentive to

manage earnings before the IPO and increases their incentive to manage earnings before the SEO.
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Second, regulatory literature indicates that price regulation in the capital markets may postpone

price discovery. Firms affected by the pricing cap are more likely to be associated with higher

information asymmetry. As a counteraction, firms may increase self-disclosure during their IPOs

to reduce the negative impact of the regulations.

I find consistent evidence that firms are likely to realize a positive abnormal return in the post-

IPO market indication that its price is understated ; additionally, I find that this phenomenon disap-

pears in the SEO market, indicating that the pricing cap distorts the stock price and hinders pricing

efficiency in the short-term. Firms retain shares in IPOs and accelerating the speed and increase its

amount of its SEO issuance or seeking alternative financing such as bank loan or corporate bond.

The pricing cap also impacts whether affected firms are incentivized to manage their earnings well;

firms actively engaged in information disclosure will increase their transparency.

Does this policy have long-term impacts on the cost of borrowing, the attractiveness of IPOs,

and investment activity? Surprisingly, I find that the pricing cap policy, overall, does not affect

borrowing costs, the willingness to go public, or firm investment . The probability of a price

cascade in the first month after an IPO is also reduced. Overall, the results indicate that these

regulations can be circumvented by the firm or the manager’s strategic actions and that regulation

can effectively reduce the short-term probability of a price cascading effect for an IPO.

This paper sheds light on financial market regulation in the IPO market and its impact on firm

investment information flow and further extends government regulation research. Traditionally, it

is difficult to isolate the impact of government regulation and firm behavior. My paper may be

the first study using the exogenous shock "pricing cap regulation" to identify the regulation and its

impact on firms. I apply a Dif-in-Dif analysis and further supplement a robustness test using the

PSM Dif-in-Dif framework.
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Abstract

Credit lines and cash holdings are the two main sources of corporate liquidity.

Theory predicts that when facing more intense competition, a firm should demand

more liquidity to strengthen its competitive position against rivals. We find that in

contrast to the widely documented evidence that competition increases cash holdings,

competition significantly reduces firms’ use of credit lines. This finding is robust to

alternative measures of competition as well as exogenous variation in competition.

Further analysis suggests that the negative effect of competition on credit line usage is

mainly driven by banks’ restricted credit supply, rather than firms’ reduced demand.

Competition induces negative pressures on firm performance, making it more difficult

to obtain credit lines from banks.
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1 Introduction

Competition in the product market continuously shapes corporate financial decisions, among

which liquidity management is of particular relevance. After all, cash is king, and a firm goes

bankrupt when running out of cash. The general finding of the literature is that cash offers greater

strategic value as competition intensifies, and therefore firms facing more intense competition in-

crease their cash holdings.1 But cash is only one source of corporate liquidity. The other major

source of corporate liquidity – credit lines provided by banks – are used by over 65% of U.S. public

firms. For these firms, the amount of available credit lines is as large as the amount of cash hold-

ings. According to Federal Reserve data, in the last decade (2010 to 2019) the aggregate amount

of committed commercial credit lines by U.S. banks is even larger than the amount of outstanding

commercial loans.2 Thus, credit lines are a significant component of corporate liquidity and repre-

sent more than 50% of bank commercial lending. Yet we know little about how competition affects

firms’ use of credit lines or how competition affects the relative importance of cash and credit lines

as liquidity sources. We attempt to fill this void in this study.

Theoretical and empirical evidence almost unequivocally shows that more intense competition

leads to higher cash holdings. Similar intuition should also apply to credit lines, especially con-

sidering that credit lines arguably offer more efficient liquidity insurance than cash holdings (e.g.,

Holmström and Tirole, 1998). Studying the specific context of competition, Maksimovic (1990)

and Martin and Santomero (1997) offer theoretical predictions that firms facing more intense com-

petition shouldincreasethe use of credit lines. However, a fundamental difference between cash

holdings and credit lines is that cash is internal liquidity that is unconditionally available to the

firm. In contrast, the availability of credit lines is conditional on the supply of credit lines by banks

(e.g., Sufi, 2009; Acharya, Almeida, and Campello, 2013). Because a credit line exposes a bank to

significant risks of adverse selection and moral hazard, the bank will engage in extensive screening

of potential borrowers and employ sophisticated contracts to protect itself. Therefore financially

1For example, see Bolton and Scharfstein (1990), Haushalter, Klasa, and Maxwell (2007), Frésard (2010), and
Hoberg, Phillips, and Prabhala (2014).

2The Federal Reserve publishes data on U.S.-charted depository institutions’ off-balance-sheet items, which in-
clude committed but unused C&I loan amount. The Fed also publishes outstanding C&I loan amount in its Table
H.8. Between 2010 and 2019, the amount of “unused C&I loan commitments” was 15% higher than the amount of
outstanding C&I loans.
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weak firms, for example those with low operating cash flow, are less likely to secure a credit line

commitment. Since a main effect of competition is reduced profit margin, it is plausible that more

intense competition willdecrease the supplyof credit lines and hence reduce the use of credit lines.

Thus, competition increases the strategic benefits of having a credit line but also increases the

difficulty of obtaining a line. What is the net effect of competition on credit line usage? Using a

comprehensive sample of U.S. public firms from 2002 to 2019, we find that competition reduces

the use of credit lines. A one-standard-deviation increase in competition intensity reduces the

amount of undrawn credit relative to assets by 1.8 percentage points (ppt) or 23% of the sample

mean, and reduces undrawn credit as a proportion of total corporate liquidity by 6.5 ppt or 19% of

the sample mean. That is, competition not only reduces the absolute usage of credit lines but also

the relative usage when compared with cash holdings. The economic significance of competition

is comparable to that of known determinants of credit line usage, such as cash flow level and asset

tangibility. This baseline result is robust to alternative measures of competition, different data

sources of credit line usage, and different samples and sample periods. In Figure 1, we plot the

dynamics of credit line usage as competition changes. For firms in the lowest competition-intensity

quartile, the amount of credit lines represents over 60% of total liquidity (the sum of cash holdings

and undrawn lines). As competition intensifies, the amount of credit lines decreases and eventually

drops below 50% of total liquidity.

Can we draw a causal inference from the negative correlation between competition intensity

and credit line usage? The answer hinges on whether the variation in our competition measures

are exogenous. Our first competition measure is the Herfindahl–Hirschman Index (HHI). HHI

is measured at the industry level and is largely exogenous to individual firms. A limitation of

HHI is that it is static and backward-looking. Our second measure of competition is product

marketFluidity, constructed by Hoberg, Phillips, and Prabhala (2014). Based on textual analysis of

business descriptions in 10-K filings,Fluidity measures the intensity of change in a firm’s product

space. HigherFluidity means greater threats in the product market.Fluidity is defined at the firm

level, so it more closely captures inter-firm competition dynamics than HHI does; butFluidity

is partly influenced by a firm’s own actions and could be partly endogenous. To mitigate this

endogeneity concern, we use import tariff rates as an instrument forFluidity (Li and Zhan, 2018).
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Lower tariff rates reduce barriers of entry for foreign competitors and hence raise competition

intensity. At the same time, it is difficult to conceive how tariff rates can affect corporate liquidity

management other than through the competition channel. Therefore, tariff rates as an instrumental

variable satisfy both the relevance condition and the exclusion-restriction condition. Two-Stage

Least Squares (2SLS) analysis confirms the baseline results. We use extra import tariffs imposed

by Donald Trump and his administration as exogenous shocks to ascertain causality . During

Trump’s presidency, the government policy does not have a predictable pattern and consider as a

surprise to the company. On January 23, 2018, Trump had imposed tariffs on solar panels produced

outside the United States, and the Office of the U.S. Trade Representative announced tariffs on

washing machines. On March 1, 2018, Trump announced his intention to impose a 25% tariff

on steel and a 10% tariff on aluminum imports. The import tariff shock served as a positive

demand shock for producing solar panels, washing machines, steel, and the aluminum industry.

The increased demand for those industries, at least in the short run, reduces competition intensity.

This reduced competition intensity should increase the use of credit lines. We test this prediction

using a difference-in-differences (DiD) regression. The results show that treated firms have more

credit lines after tariff shock and rely more on credit lines as a liquidity source.

Taken together, the empirical findings suggest that when facing more intense competition, firms

adjust their liquidity management strategy: they rely less on credit lines and more on cash holdings.

To our knowledge, we are the first to provide evidence on the effect of competition on credit line

usage. Unlike cash holdings that can be deployed at a firm’s sole discretion, credit line usage

reflects the equilibrium of demand by firms and supply by banks. Our baseline evidence implies

that competition decreases banks’ supply of credit lines more than it increases firms’ demand,

resulting in a negative net effect of competition on credit line usage.

We perform several tests to directly examine how competition affects the supply and demand

channels of credit lines. First, it is well documented in the literature that asset tangibility increases

the supply of credit by banks (e.g., Almeida and Campello, 2007). But there is no obvious reason

that tangibility should affect a firm’s demand for credit. Therefore, if the negative relation between

competition and credit line usage is attenuated by asset tangibility, it is evidence that competi-

tion affects the supply channel of credit lines. Second, growth opportunities increases a firm’s
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demand for credit lines (e.g., Lins, Servaes, and Tufano, 2010), but should not significantly affect

the supply because banks are mostly care with the stability of cash flow, not the growth of cash

flow. Therefore, if the negative relation between competition and credit line usage is attenuated

by growth opportunities, it is evidence that competition affects the demand channel of credit lines.

Third, lower levels of cash flow and higher levels of cash flow volatility should increase a firm’s

demand for credit lines but make banks more wary of supplying credit lines (Sufi, 2009). Thus,

how the negative relation between competition and credit line usage varies with cash flow level

and cash flow volatility shall tell us whether the demand channel or the supply channel dominates.

We implement a conditional-test framework by adding an interaction term between competition

and one of the conditioning variables mentioned above. The conditional tests deliver several inter-

esting findings. The negative effect of competition on credit line usage is less pronounced for firms

with higher asset tangibility, consistent with a supply channel effect. In contrast, higher growth

opportunities does not attenuate the negative effect of competition on credit line usage, suggesting

that the demand channel does not exert a significant effect. In addition, the negative effect of com-

petition on credit line usage is more negative for firms with lower cash flow and higher cash flow

volatility, suggesting that the supply channel effect dominates the demand channel effect. Taken

together, these findings suggest that competition reduces credit line usage not because firms de-

mand lower credit lines when facing more intense competition, but rather that banks restrict credit

line supply to these firms.

This study contributes to the literature on how product market competition affects corporate

liquidity management. Previous works in this literature mostly focus on cash holdings and largely

overlook another equally important source of liquidity – credit lines. Empirical evidence shows

that competition increases corporate cash holdings because cash provides greater strategic value

in a more competitive environment (e.g., Bolton and Scharfstein, 1990; Haushalter, Klasa, and

Maxwell, 2007; Frésard, 2010; Hoberg, Phillips, and Prabhala, 2014). Extant theory also suggests

a positive effect of competition on credit line usage because credit lines offer obvious competitive

advantages (e.g., Maksimovic, 1990; Martin and Santomero, 1997), but our evidence shows the

opposite. This seeming inconsistency is not driven by firms’ reduced demand for credit lines, but

rather by banks’ restricted supply of credit lines to firms facing intense competition. Our findings
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point to the need for more theoretical study on the effect of competition on the supply side of credit

lines. The results also seem to be inconsistent with the traditional wisdom that treats cash and credit

lines as perfect substitutes (e.g., Holmström and Tirole, 1998). Our findings suggest that on the

demand side, cash and credit lines could be substitutes; but on the supply side, they are certainly

not. Cash as unconditional liquidity is under the full control of firms, while the equilibrium holding

of credit lines is conditional also on banks’ supply. This finding is consistent with the notion that

credit lines are contingent liquidity (e.g., Sufi, 2009; Nikolov, Schmid, and Steri, 2019).

Our findings on credit lines also have implications for the relation between competition and

cash holdings. As competition intensifies, firmswant to hold more cash because the strategic

advantages of cash increase. But firms alsohave torely more on cash as a liquidity source be-

cause credit line supply becomes more restricted. So, the accessability of alternative liquidity

sources may also be a determinant of corporate cash holdings. This has the potential to help us

better understand the determinants of cash holdings (e.g., Kim, Mauer, and Sherman, 1998; Opler,

Pinkowitz, Stulz, and Williamson, 1999). By studying alternative corporate liquidity sources in a

unified framework, we also extend Almeida, Campello, Cunha, and Weisbach (2014).

Furthermore, our findings point to a further dimension that differentiates credit lines and cash

holdings as a corporate liquidity source. Sufi (2009) argues that firms prefer credit lines over cash

when they are less likely to violate cash-flow-based financial covenants. Lins, Servaes, and Tufano

(2010) find that cash and credit lines are held for different purposes: credit lines to fund future

investment opportunities, whereas cash to buffer future cash flow shortfalls. Acharya, Almeida,

and Campello (2012) show that firms with high asset betas hold more cash relative to credit lines

because it is more costly for them to obtain credit lines from banks. We add to this literature by

showing that competition reduces the use of credit lines relative to cash as a corporate liquidity

source.

Finally, our findings add to the extensive literature on the interactions between product markets

and various corporate financial policies or outcomes, including cost of debt (Valta, 2012), capital

structure (e.g., Brander and Lewis, 1986; Phillips, 1995; Campello, 2003; MacKay and Phillips,

2005), and product strategies (e.g., Chevalier and Scharfstein, 1996; Dasgupta and Titman, 1998;

Khanna and Tice, 2005; Phillips and Sertsios, 2013). Specifically, we add to this literature by
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showing how competition affects corporate liquidity management.

The rest of the paper is organized as follows. Section 2 outlines the research question, the

methodology, and the identification strategy. Section 3 describes the data, sample, and variables.

Section 4 presents our baseline results, robustness tests, and endogeneity checks. Section 5 exam-

ines whether the baseline effect is the result of competition reducing the demand for credit lines or

restricting the supply of credit lines. Finally, section 6 concludes.

2 Research Question, Methodology, and Identification

2.1 The Relation between Competition and Credit Line Usage

In the past several decades, cash holdings of U.S. publicly listed firms have increased to as

much as 22% of their book assets. Much attention has been paid to why firms hold so much

cash, and the precautionary motive is argued as one of the most important drivers (e.g., Opler,

Pinkowitz, Stulz, and Williamson, 1999; Bates, Kahle, and Stulz, 2009; Duchin, Gilbert, Harford,

and Hrdlicka, 2017). Cash holdings represent a safeguard against the inability to obtain financing

when valuable investment opportunities arise, in particular when there are significant frictions

in financial markets (e.g., Almeida, Campello, and Weisbach, 2004). A strand of the literature

further shows that product market competition can be one reason for precautionary savings because

competition induces negative pressures on firm performance and increases financially constraints,

e.g., see the theoretical study by Bolton and Scharfstein (1990) and empirical studies by Haushalter,

Klasa, and Maxwell (2007), Frésard (2010), and Hoberg, Phillips, and Prabhala (2014).3

But cash is only one source of corporate liquidity. The other important source of liquidity is

credit lines provided by banks. How does competition affect the use of credit lines? First, competi-

tion affects the demand for credit lines. It is widely accepted that competition increases the demand

for cash holdings. Similar arguments underlie the theory of credit lines, which views credit lines as

option-like cash equivalents (e.g., Arnoud, Thakor, and Udell, 1987; Shockley and Thakor, 1997;

Arnoud, Thakor, and Udell, 1987). Maksimovic (1990) outlines in a Cournot competition model

3Chi and Su (2016) provide theoretical and empirical evidence that competition increases the strategic value of
cash. Also see Bates, Chang, and Chi (2018) for evidence in the 1990s.
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that the availability of a credit line lowers expansion costs and increases the the severity of a firm’s

threat against rivals. Thus, credit lines enhance a firm’s strategic position against rivals, and there-

fore competition increases the use of credit lines. Martin and Santomero (1997) show that credit

lines allow a firm to capture valuable investment opportunities with speed and secrecy before rivals

do. Competition makes investment opportunities more short-lived and therefore should increase

firms’ demand for credit lines. In sum, these theories argue that competition increases the demand

for credit lines. We call this theincreased demand channel.

Second, the literature has largely ignored the supply-side effect of competition on the use of

credit lines. While cash as internal or unconditional liquidity is under the full discretion of firm

managers, lines of credit as external or contingent liquidity are conditional on banks’ supply. Firms

draw down credit lines if and only if they think credit lines are the least costly financing source,

for example, during the 2007-2009 financial crisis when other sources of financing were largely

exhausted (Ivashina and Scharfstein, 2010). Therefore, credit lines expose a bank to significant

risks of adverse selection and moral hazard (Avery and Berger, 1991; Shockley and Thakor, 1997),

as well as liquidity risk (Acharya, Almeida, and Campello, 2013; Ippolito, Peydró, Polo, and Sette,

2016; Ippolito, Almeida, Orive, and Acharya, 2019). To mitigate these risks, the bank will engage

in extensive screening of potential borrowers and employ sophisticated contracts to protect itself.

Therefore financially weak firms, for example those with low operating cash flow, are less likely to

secure a credit line commitment (Sufi, 2009). Since a main effect of competition is reduced profit

margins, more intense competition should reduce the supply of credit lines by banks and hence

reduce the equilibrium use of credit lines. We call this therestricted supply channel.

Collectively, competition can have both positive and negative effects on the use of credit lines

through different economic channels. It may increase credit line usage through theincreased

demand channel, but may decrease credit line usage through therestricted supply channel. The net

effect will depend on the relative strength of these channels and is ultimately an empirical question,

which we examine next.
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2.2 Baseline Model

2.2.1 Specification

To examine how competition affects firms’ credit line usage, we use the following specification:

Credit Line Usagei,t = α + β ∙ Competitioni,t + Γ ∙ Xi,t + θi + ηt + εi,t (1)

The dependent variable,Credit Line Usage, is one of the variables measuring the use of credit

lines. Note that the portion of a credit line that has been drawn has already been converted to either

internal liquidity or other assets, and hence is not external liquidity any more. Therefore, we focus

on the amount of undrawn credit lines. The independent variable of interest,Competition, is one

of the measures of product market competition. We have a list of firm and industry characteristics

as control variables (X) as well as industry and year fixed effectsθ andη. We describe variable

construction in the following sections and summarize them in Table 2. Depending on the measure

of credit line usage, we employ different estimation methods. For example, we estimate a Probit

model whenCredit Line Usageis a binary variable indicating whether the firm has undrawn credit

lines.

2.2.2 Measuring Credit Line Usage

Following the literature (e.g., Sufi, 2009; Acharya, Almeida, and Campello, 2013), our main de-

pendent variables include: (1)HasLine, (2) Undrawn_Assets, and (3)Undrawn_TotLiq. HasLine

is a dummy that equals one if a firm has undrawn credit at the end of the year, and zero other-

wise.4 Undrawn_Assetsis the amount of undrawn credit, scaled by the value of book assets.Un-

drawn_TotLiqis the amount of undrawn credit scaled by total corporate liquidity (TotLiq), defined

as the sum of undrawn credit and cash holdings. This last variable captures the relative importance

of credit lines vs. cash as a source of corporate liquidity.

4 Our definition ofHasLineis slightly different from Sufi (2009), who definesHasLineas a dummy that equals
one if a firm has lines of credit, no matter whether the line has been drawn or not. We change the definition in order
to capture the use of firms’ external liquidity –undrawncredit. As argued, drawn credit has been converted to internal
liquidity or other assets, and is hence not external liquidity any more. It is worth emphasizing that when we follow
Sufi’s definition, we obtain very similar results.
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2.2.3 Measuring Competition

We employ several measures of competition that have been used in the literature. The first

measure is the Herfindahl–Hirschman Index (HHI), which is defined as the sum of squared market

shares of each firm and has long been used in economics, finance, and management. The lower the

HHI, the less concentrated the industry, and hence the more intense the competition. We construct

sales-based HHI for each 3-digit-SIC industry as follows:

HHI =
N∑

i=1

[
Salei

∑N
i=1 Salei

]2

=
N∑

i=1

s2
i (2)

whereSalei is the sales of firmi, and hencesi = Salei∑n
i=1 Salei

is the market share of firmi in the 3-

digit SIC industry. HHI is defined at the industry level, so it assumes that every firm in the industry

faces the same level of competition intensity. HHI is an inverse measure of competition. To ease

interpretation, we define an inverse HHI:HHIInv = − HHI. HigherHHIInv means more intense

competition.

Our second measure of competition is product market fluidity (Fluidity), developed by Hoberg,

Phillips, and Prabhala (2014). Based on textual analysis of business descriptions in 10-K filings,

Fluidity is the dot product between the words used in a firm’s business description and the change

in the words used in its rivals’ business descriptions. When rivals change their business descrip-

tions to be more similar to the firm’s, the overlap in word usage increases, andFluidity increases.

BecauseFluidity captures the “change” in rivals’ word usage relative to the firm’s word usage, it is

a dynamic measure of competition intensity at the firm level and is relatively exogenous to firm’s

own choices. The literature shows that higherFluidity leads to lower dividend payout and higher

cash holdings (Hoberg, Phillips, and Prabhala, 2014), higher value of cash (Chi and Su, 2016), as

well as higher stock market crash risk (Li and Zhan, 2018). As product description likely precedes

real market actions,Fluidity is forward-looking and is hence called product market “threats” in

these previous studies. TheFluidity measure is defined at the firm level and more closely captures

inter-firm competition dynamics.

We use two more competition measures in robustness checks. The first is an HHI measure
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where industries are classified not by SIC but by the text-based network industry classification

(TNIC) (Hoberg and Phillips, 2016). TNIC groups firms into various industries based on textual

analysis of each firm’s product description. Relative to SIC-based HHI where industry classifi-

cation is fairly static, TNIC-based HHI is dynamic because industry grouping changes over time.

The second measure isPctComp, a measure of competition based on how extensively the manage-

ment discusses competition in the 10-K filings (Li, Lundholm, and Minnis, 2013). The more the

management discusses competition in 10-K filings, the higher thePctComp, and the greater the

competition intensity.

2.2.4 Control Variables

We construct a list of control variables that are widely used in the empirical literature on credit

line usage (e.g., Sufi, 2009; Acharya, Almeida, and Campello, 2013). Firm size is measured by

the natural logarithm of book value of non-cash assets (logAssets). Following Sufi (2009), we

use non-cash assets, instead of total assets, when scaling the control variables. Firm age is mea-

sured by the natural logarithm of the number of years since IPO (logFirmAge). Arguably, larger

and older firms build deeper relationship with banks and are more likely to use credit lines. As

a profitability measure,CashFlowis defined as operating income before depreciation divided by

non-cash assets. We capture firms’ growth opportunities by the market-to-book ratio (M2B), cal-

culated as the sum of the market value of equity and book value of total debt, divided by non-cash

assets. Research and development investment captures innovation, which helps a firm to escape

from competition. Similar to Chan, Lakonishok, and Sougiannis (2001), we define R&D Capital

(RDC) as the accumulated R&D expenses in the past four years, using a 25% annual depreciation

rate, scaled by non-cash assets.Networthis a measure of firm leverage calculated as cash-adjusted

net equity, scaled by total non-cash assets.Tangibility is the ratio of net PP&E to non-cash assets

and is a proxy for the size of assets that can be pledged as collateral. All else equal, a firm with

higher tangibility is more likely to obtain a line of credit from banks. We control for two volatil-

ity measures. Cash flow volatility,CFVol, is the standard deviation of firm EBITDA in the past

four quarters, scaled by non-cash assets. Industry sales volatility,IndSaleVol, is the (3-digit SIC)

industry median value of the standard deviation of firm sales in the past four quarters, scaled by

non-cash assets. Finally, we includeNonSP500, a dummy indicator that equals one for firms not
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in the S&P500 Index.

2.3 Identification – Instrumental Variable Approach

Various papers have used import tariff rates to capture competition intensity (e.g., Frésard,

2010; Valta, 2012; Xu, 2012). Xu (2012) uses tariff rates as an instrument for import penetration,

and Li and Zhan (2018) use tariff rates as an instrument forFluidity.5 Lower tariff rates reduce

barriers of entry for foreign competitors and hence raise competition intensity. At the same time,

it is difficult to conceive how tariff rates can affect corporate liquidity management other than

through the competition channel. Therefore, tariff rates as an instrumental variable forFluidity

satisfy both the relevance condition and the exclusion-restriction condition.6

3 Data, Sample, and Summary Statistics

3.1 Data and Sample Selection

We obtain credit line data from the S&P Capital IQ - Capital Structure database. Capital IQ’s

credit line data start as early as 1995, but the data before 2002 are sporadic. For example, before

2001, only about 2% firms are shown to have a credit line. The number jumps to 32% in 2001,

65% in 2002, and stays fairly stable in the following years. To ensure data quality, we start our

sample period from 2002. The sample ends in 2017 because our key measure of product market

competition,Fluidity, is available up to 2017.

We merge Capital IQ with CRSP-Compustat Merged (CCM) database, and construct our full

sample with the following steps. First, we retain only US-based firms, and remove all regulated

(Standard Industrial classification (SIC) 4900-4949) and financial industries (SIC 6000-6999).

Second, we drop observations if total assets are missing or less than US$ 1 million, if cash holdings

are negative, or if total assets are smaller than the amount of cash holdings. With this step, we re-

5They also use exchange rates as another instrumental variable. Constrained by the availability of credit line data,
our sample period is from 2002 to 2017, which is a more recent period than their sample period. For our sample
period, exchange rates are a weak instrument forFluidity.

6Alternatively, the literature uses large reductions in import tariff rates as exogenous shocks of competition (e.g.,
Frésard, 2010; Valta, 2012; Bharath and Hertzel, 2019). Most large reductions in U.S. import tariff rates occurred
in 1980s and 1990s. During our sample period from 2002 to 2017, there are few significant reductions that we can
employ as exogenous shocks.
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move tiny firms as well as firms with erroneous cash holdings data relative to total assets. Finally,

we drop observations with missing information on the variables of interest or the control variables.

The full sample has 47,765 firm-year observations for 6,511 unique firms between 2002 and 2019.

We are also interested in a subsample of firms with undrawn credit lines (whereHasLine=1), which

consists of 36,350 firm-year observations for 4,917 unique firms. All variables are winsorized at

the 1st and 99th percentiles to reduce the effect from extreme outliers.7

3.2 Credit Line Usage by Year

To provide an overview of the key corporate-liquidity variables, we first report in Table 3 the

annual means of these variables. The far-right column reports the time series averages. Panel A is

for the full sample, and Panel B is for the subsample of firms that have a credit line.

Panel A shows that throughout the sample period, about 76% of firms have a credit line. This

percentage is fairly stable over time, with a peak of 81% in 2013 and a trough of 70% in 2002. On

average, the size of credit lines is about 14% the size of firm assets, of which 4% is drawn credit

and 10% is undrawn credit. That is, undrawn credit is almost three times as large as the amount

of drawn credit. This undrawn credit is about 42% of firms’ total liquidity and 74% of firms’ total

debt.

Moving on to Panel B where we consider only firms with a credit line, it becomes clear that

credit lines are an even more important liquidity source for these firms. On average, the size of

undrawn credit is 13% the size of total assets, versus cash at 13%. Undrawn credit lines represent

55% of total liquidity. Relative to the amount of outstanding debt, the amount of undrawn credit

lines is two and a half times as large. The literature has paid much attention to corporate cash

holdings, but these statistics suggest that credit lines are an equally important source of corporate

liquidity.

7We further winsorizeNetworthandCashFlowat the 5th and 99th percentiles, and M2B and RDC at 1st and 95th
percentiles, because of their extremely skewness.
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3.3 Summary Statistics

Table 4 reports detailed summary statistics on liquidity variables, competition measures, and

control variables. All unscaled variables, e.g., total assets and credit line amounts, are inflation-

adjusted to 2010 USD using the Headline CPI published by the Bureau of Labor Statistics. Again,

in Table 4, Panel A is for the full sample, and Panel B is for the subsample of firms that have a

credit line. TheNonSP500indicator in Panel A shows that 87% of observations are not in the

S&P500 index, suggesting that our sample consists of a wide spectrum of firms in the economy.

We will focus our discussion on Panel B which contains firms that have credit lines. First, the

amount of undrawn credit (Undrawn) has a mean of US $325.48 million and a median of 83.56

million. Although the mean ofUndrawn is smaller than that of cash holdings, i.e.,Cash(359),

the median ofUndrawnis slightly higher than that ofCash(54.68). In the data, a disproportion-

ally large amount of aggregate cash is held by a small group of large firms, such as Apple and

Alphabet, and therefore cash is more positively skewed than undrawn credit. Second, the ratios

of cash and undrawn credit to total assets show a similar pattern: for the mean,Cash_Assetsand

Undrawn_Assetsare paramount (13% vs. 13%); for the median,Undrawn_Assetsis larger (10%

vs. 8%). The ratio of undrawn credit to total liquidity,Undrawn_TotLiq, is fairly normally dis-

tributed, with a mean of 55% and a median of 57%. These figures again show the importance of

credit lines as a source of corporate liquidity. Third, this subsample of observations have lower

Fluidity and higherHHI, indicating that firms with credit lines face lower competition. This is

consistent with our main hypothesis that competition decreases the use of credit lines as a liquidity

source. Finally, firms with credit lines are relatively larger (higherAssets), older (higherFirmAge),

and more profitable (higherCashFlow). Compared with the full sample, these firms also have

lower market-to-book ratio (M2B, 1.98 vs. 2.74) and lower R&D capital (RDC, 0.08 vs. 0.16). To

the extent thatM2B andRDC measures investment opportunities, both figures seem inconsistent

with the survey findings of corporate CFOs (Lins, Servaes, and Tufano, 2010) that credit lines are

mainly used to finance future investment opportunities.
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4 Competition and Credit Line Usage

4.1 Univariate Results

Our first main research question is how competition affects the use of (undrawn) credit lines in

corporate liquidity management. As argued in Section 2, the effect of competition on credit line

usage depends on two opposite drivers and is unclear ex ante. Before employing more sophisticated

methodology, we first take a look at the univariate relationship between competition and credit line

usage through a simple figure.

We plot in Figure 1 the average ratios of undrawn credit to total liquidity (Undrawn_TotLiq)

and book assets (Undrawn_Assets) across the four competition quartiles. We consider only the sub-

sample of firms that have undrawn credit lines (i.e.,HasLine=1). In Panel A, we use inverse HHI

(HHIInv) to measure competition. AsHHIInv or competition intensity increases from the lowest

quartile to the highest quartile, the undrawn-credit-to-total-liquidity ratio decreases monotonically

from about 60.2% to about 45.0% (the left scale). The difference (15.2 percentage points) is one

fifth of the sample average undrawn-credit-to-total-liquidity ratio (0.42). Similarly, the undrawn-

credit-to-assets ratio also monotonically decreases from 13.5% to 11.2% (the right scale). The

difference (2.3 percentage points) is about 23% of the sample average (0.10).

In Panel B, we useFluidity to measure competition. UnlikeHHI that is defined at the industry

level and therefore all firms in an SIC-year cohort have the sameHHI value,Fluidity is defined at

the firm-level and has greater cross-sectional variation. The figure shows that as Fluidity increases,

credit line usage monotonically decrease. Specifically, the undrawn credit-to-total liquidity ratio

decreases from 61.2% for the highestFluidity quartile to 52.0% for the lowest quartile, while the

ratio of undrawn credit-to-assets drops from 14.2% to 11.5%. The magnitudes of the decreases

seem economically large. To summarize, the univariate results show that competition decreases

the use of credit lines in corporate liquidity management.

15



4.2 Baseline Tests

4.2.1 HHI and Credit Line Usage

We next employ more rigorous techniques to examine our research question. A spoiler warning

is that the results from fancier econometrics confirm the findings of Figure 1. To start, we use sales-

based HHI at the 3-digit-SIC level as a measure of product market competition and run Equation

(1). Table 5 reports the marginal effects of the regressions.

We first run a Probit regression in Column (1) to examine whether changes in HHI affect the

probability of having a credit line. The dependent variable isHasLine, and the explanatory vari-

able of interest is inverse HHI (HHIInv). We control a large set of firm characteristics as well as

industry and year fixed effects. The result shows a significant decrease in credit line usage when

HHIInv increases, i.e., when competition intensifies. This decrease is economically large. For a

one-standard-deviation increase inHHIInv, the probability of having a credit line decreases by 2.0

percentage points. Putting this number into context, a one-standard-deviation increase inCash-

Flow raises the probability of having a line by 22 percentage points, and a one-standard-deviation

increase inTangibility increase the probability by 1 percentage point. Cash flow and tangibility

are among the most important determinants of corporate borrowing capacity (e.g., Almeida and

Campello, 2007; Sufi, 2009). The economic significance of competition suggests that competition

is another important determinant of credit line usage.

In Columns (2) and (3), we employ Tobit models to examine whether HHI affects the amount of

undrawn credit lines. We run Tobit regressions because more than one third of observations have

zero undrawn credit, mostly because they do not have a credit line.8 The dependent variable in

Column (2) is the ratio of undrawn-credit-to-assets, and in Column (3) the ratio of undrawn-credit-

to-total-liquidity. The results in both columns suggest that as competition increases, the amount of

undrawn credit decreases. The result in Column (3) shows that as competition intensifies, credit

line becomes a less prominent liquidity source relative to cash holdings. The regression coeffi-

cients exhibit high statistical significance and are economically large. For example, a one-standard

deviation increase inHHIInv raises the undrawn-credit-to-total-liquidity ratio by 1.8 percentage

8OLS regressions produce qualitatively similar results.
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points, which is approximately a 4% increase relative to the sample mean (42%).

Columns (4) to (6) of Table 5 repeat the regressions in the first three columns but replace the

continuousHHIInv with a HighHHIInv dummy that equals one ifHHIInv is above sample median

and zero otherwise. The results are consistent with the first three columns. As competition in-

tensifies, firms are less likely to use credit lines, and the amount of undrawn credit significantly

declines as a proportion of assets or total liquidity. Using a dummy variable also eases interpre-

tation of the economic magnitude. If a firm transitions from a below-median competition envi-

ronment to an above-median competition environment, the probability of having a line is lower

by 5 percentage points, the undrawn-credit-to-assets ratio is lower by 2 percentage points, and the

undrawn-credit-to-total-liquidity ratio is lower by 9 percentage points. These magnitudes seem

economically significant in the context of the respective sample means of 76%, 10%, and 42%.

Overall, the results in Table 5 consistently show that credit line usage decreases as competition

intensifies. As argued earlier, competition can increase the demand for credit lines but can also

reduce the supply. The empirical evidence shows that the net effect of competition is negative,

implying that restricted supply dominates increased demand.

Across different specifications, the coefficient estimates for the control variables are relatively

stable in terms of signs and significance levels, and are generally consistent with extant literature.

Similar to Sufi (2009) and Acharya, Almeida, and Campello (2013), we find that firms’ credit

line usage is positively associated with firm size (logAssets), age (logFirmAge), and profitability

(CashFlow), but negatively associated with market-to-book (M2B). Asset tangibility also has a

positive coefficient, consistent with asset tangibility increasing firms’ borrowing capacity. Cash

flow volatility and industry sales volatility mostly have negative coefficients, consistent with the

explanation that volatile operating performance makes it more difficult for firms to obtain credit

lines. Finally, firms not in the S&P 500 Index (NonSP500) have higher credit line usage – likely

because these firms have less access to the capital market and therefore need to rely more on bank

financing.
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4.2.2 Fluidity and Credit Line Usage

To capture competition dynamics at the firm level, we employFluidity as the competition mea-

sure and re-run the regressions in Table 5. The results are in Table 6 and are very consistent with

those in Table 5. As competition intensifies (Fluidity increases), firms are less likely to have a credit

line, and the amount of undrawn credit decreases as a proportion of assets or total liquidity. Across

all columns,Fluidity or HighFluidity is highly significant witht-stats above 8. The economic

magnitudes are remarkably large. According to Column (1), a one-standard-deviation increase in

Fluidity decreases the probability of having a credit line by 3.9 percentage points. The economic

magnitudes are 4.4 forCashFlowand 1 forTangibility. Similar calculation for the other five spec-

ifications in the table also confirms thatFluidity is an important determinant of credit line usage.

The coefficient estimates in Columns (2) and (3) imply that a one-standard-deviation increase in

Fluidity decreases theUndrawn_Assetsratio by 1.4 percentage points and theUndrawn_TotLiq

ratio by 5.6 percentage points.

The findings onUndrawn_TotLiqin Columns (3) and (6) warrant further elaboration. The

effect of Fluidity in both columns is highly significant witht-stat around 10. Based on Column

(6), firms with above-medianFluidity on average have an undrawn-credit-to-total-liquidity ratio

that is 5 percentage points higher than firms with below-medianFluidity. The difference is about

7.9% of the sample mean. While competition reduces the likelihood of having a credit line and the

amount of undrawn line relative to assets, theUndrawn_TotLiqregressions tell us that competition

reduces the relative importance of credit line vs. cash in corporate liquidity management. It is not

obvious ex ante why this is the case. In extant theory, competition increases both cash and credit

lines because both offer competitive advantages. Conversely, if competition makes it more difficult

for a firm to obtain a line, it is not clear how competition makes it easier to accumulate more cash.

We will explore this intriguing question in later sections.

4.3 Robustness Checks

We perform an extensive set of robustness checks on our baseline findings and summarize

the results in Table 8. Specifically, we check whether our baseline findings are robust to alterna-

tive measures of competition, different sub-samples, and different sub-periods. These robustness
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checks include the same set of control variables and fixed effects as earlier. But for brevity, we

tabulate only the coefficients on the competition variables.

First, we use two alternative competition measures in Panels A and B of Table 8. The first

measure isTNIC HHI, a Herfindahl–Hirschman Index for industries defined using the text-based

network industry classification (TNIC), developed by Hoberg and Phillips (2016). The SIC-based

industry classification is static, and most firms stay in the same industry over time. TNIC is a dy-

namic classification, based on product descriptions in annual 10-K filings. The second measure is

PctComp, a measure of competition based on management’s discussion of competition in their 10-

K filings, developed by Li, Lundholm, and Minnis (2013). They show that the measure is related

to diminishing marginal returns in the future. The two alternative measures generate consistent

results that competition reduces firms’ credit line usage, and the effect is highly significant both

statistically and economically.

Second, we replicate our baseline tests using data from Sufi (2009). The credit line data for our

baseline tests are from the Capital IQ database, with a long sample period of 2002-2017. While

Capital IQ contains comprehensive information about firms’ capital structure, the literature reports

that the credit line information in Capital IQ is not always accurate (e.g., Mathers and Giacomini,

2016). Sufi (2009) hand-collects a sample of credit line usage with 1,380 firm-year observations

for 294 unique firms between 1997 and 2003. His sample mostly precedes our sample period and

thus provides the opportunity of an out-of-sample test. On average, 72% of his sample firms have

a credit line, and for these firms, the undrawn credit averages at 10% of total assets and 44% of

total liquidity. These summary statistics are slightly higher than those of our sample. We use Sufi’s

sample to re-run our regressions of Table 6 and report the results in Panel C of Table 8. Despite the

small sample size, we obtain highly significant results that are consistent with our main findings.

It is worth noting that the coefficient estimates ofFluidity are much larger than those in Table 6,

with all coefficients doubling in size.

Third, Ivashina and Scharfstein (2010) show that an extraordinarily high level of credit-line

drawndowns occurred during the 2007-2009 financial crisis. To test whether our baseline findings

are significantly affected by this crisis period, we exclude observations of 2007-2009 and re-run the

regressions. The results in Panel D shows that the results are nearly identical to those in Table 6. In
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un-tabulated tests, we check the robustness of our baseline results for various subperiods between

2002 and 2017. It turns out that our baseline results are robust to any subperiod of 2002-2017 so

long as the number of observations in the subperiod is sufficiently large.

Fourth, product market competition is arguably more relevant for manufacturing industries than

other industries. We thus focus only on manufacturing industries and redo our baseline regressions

in Panel E. Across all columns, competition remains highly significant with larger coefficient esti-

mates.

Fifth, in Capital IQ, some observations that showing missing credit line information may ac-

tually have a line, but the information is not recorded in Capital IQ. To test whether our baseline

results are robust to this potential database error, we keep only observations that have non-missing

credit line information (i.e., HasLine = 1) and rerun the baseline tests in Panel F. Again, we find

consistent results.

Finally, Mathers and Giacomini (2016) report that the credit line data in Capital IQ have better

quality for firms that are (1) smaller, (2) with non-investment grade credit ratings, (3) more prof-

itable, or (4) have lower market-to-book ratios. We run our baseline tests for each of these four

subsets of firms and obtain consistent results. For brevity, we report in Panel G only the regression

results using non-investment grade firms. Although the numbers of observation are much smaller

than our baseline tests, the negative coefficients onFluidity remain highly significant.

4.4 Instrumental Variable Regression

We have documented a robust and negative association between competition and credit line

usage, but this association could be endogenous. The causal inference from competition to credit

line usage hinges on whether the variation in our competition measures is exogenous. HHI is

measured at industry level and is mostly exogenous to individual firms. Fluidity is influenced by

changes in rivals’ product description and changes in a firm’s own product description, so it may

be partly endogenous. Before delving into the solution for endogeneity, it is worth contemplating

the potential cause of endogeneity and the expected direction of bias.

Endogeneity can be caused by reverse causality or omitted correlated variables. As for reverse
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causality, it is possible that greater liquidity provided by credit lines allows a firm to quickly capture

investment opportunities and to differentiate their products from rivals’ products, i.e., making the

product market more “fluid.” In this scenario, the baseline coefficient estimate onFluidity would

have been biased towards a positive sign (from the currently reported negative sign). Therefore, if

we mitigate this reverse-causality-induced bias, the coefficient estimate onFluidity will be more

negative. Note, however, while this reverse causality may bias the estimate on whether a firm has a

line or the line size relative to asset size, it is not clear how it will bias the estimate on the relative

size between line and cash (i.e., the undrawn-to-total-liquidity regression). That is, it is not clear

how the relative size between line and cash should reverse-cause product market fluidity. This note

also applies to potential endogeneity caused by omitted correlated variables, which we discussed

next.

The most plausible omitted variable is that a firm, anticipating competition pressure and the

negative effect on performance, obtains more credit lines to shore up its liquidity and simulta-

neously differentiates its products from rivals, making the product market more “fluid.” If the

already-included control variables on performance cannot adequately account for this effect, the

baseline coefficient estimate onFluidity would have been biased towards a positive sign (from the

currently reported negative sign). Therefore, if we mitigate this omitted variable bias, the coef-

ficient estimate onFluidity will be more negative. In sum, if we adequately mitigate potential

endogeneity, whether it is caused by reserve causality or omitted variables, the coefficient estimate

onFluidity will be more negative.

As discussed in Section 2.3, we use import tariff rates as an instrument forFluidity. We calcu-

late tariff rates following Frésard and Valta (2016) and Schott (2010).9 Our tariff rates data are at

the 4-digit SIC level for manufacturing industries (SIC 2000 to 3999) from 2002 to 2017.

We report the results of two-stage least squares (2SLS) regressions in Table 9. Specifically, we

redo all regressions of Table 6 using tariff rates as an instrument forFluidity. Columns (4) and (8)

report the first-stage regressions, and Columns (1)-(3) and (5)-(7) of report the second-stage results.

9Data on the MFN duty rates are from The United States International Trade Commission (USITC) database, while
U.S. imports data are from Schott (2008). We merge the two data sets and calculate import-weighted tariff rates for
every 8-digits harmonized (HS) industry.
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As expected, the first-stage regressions show that tariff rates are significantly negatively related to

Fluidity or HighFluidity. Diagnostic tests confirm that tariff rates are a strong instrument. Across

all second-stage regressions,Fluidity andHighFluidity have a significantly negative coefficient,

consistent with the baseline results.

Compared with the coefficient estimates onFluidity in the baseline regressions, the estimates

in 2SLS regressions are more negative, confirming the expected direction of potential endogeneity

biases. It is reassuring that 2SLS mitigates the endogeneity bias and confirms the findings of

the baseline regressions. But we readily acknowledge that without a truly exogenous experiment

that randomly changes competition intensity, we cannot definitively infer causality running from

competition to credit line usage.

4.5 Nature Experiment

To further ascertain causality, we use extra import tariff imposed by Donald Trump and his

administrative as an exogenous shocks. During Trump’s presidency, the government policy do

not have a predictable pattern and consider as a surprise to the company. On January 23, 2018,

Trump had imposed tariffs on solar panels produced outside the United States, and the Office of

the U.S. Trade Representative announced tariffs on washing machines. On March 1, 2018, Trump

announced his intention to impose a 25% tariff on steel and a 10% tariff on aluminum imports.

The import tariff shock served as a positive demand shock for industries producing solar panels,

washing machines, steel and aluminum. The increased demand for those industry, at least in the

short run, reduces competition intensity. This reduced competition intensity should increase the

use of credit lines. We test this prediction using a difference-in-differences (DiD) regression. For

each year from 2002 to 2019, we match each firm producing solar panels, washing machines, steel

and aluminum (the treatment group, SIC 3633, 3674, 1011, 3312-3317, 3321-3325, 3334, 3341,

3351-3357, 3363, 3365) with a firm in another service-oriented industry (the "control" group, SIC

3312-3399, 1011-1099, 3631-3639, and 3671-3679 excluding the SIC code in treatment group).

We perform a one-to-one propensity-score matching using the control variables in our regression.

We conduct the match without replacement, and the maximum difference in the propensity score

allowed for a match is 1%. This results in a sample of 173 firm-years, in which 93 firm-years
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treated firms are matched with 80 firm-years with controlled firms.

Our matched sample satisfies three important validity criteria (see e.g., Fang, Tian, and Tice

(2014)). First, in Panel A of Table 11, we run a Probit model using the original sample and the

matched sample. The post-match regression in Column (2) shows that majority of the control

variables are statistically insignificant after matching. Second, as shown in Panel B, there is no

difference in the propensity score between observations in treatment group and those in control

group. Third, as shown in the lower part of Panel C, the differences in firm controls are mostly

insignificant.

We designate 2016-2017 as pre-event years and 2018-2019 as post-event years. The final sam-

ple has 87 firm-year pairs and 173 firm-year observations. For various credit-line measures, we

compared the average of treated group and controlled group. Figure 2 plots the treatment-control

differences by year. The figure show that on average firm in the control group are more likely

to have credit line before Trump imposed extra import tariff. Control group maintained a stable

credit line level before and after Donald Trump imposed extra import tariff. Treated firms (firm

producing solar panels, washing machines, steel and aluminum) have similar credit line tendency

before Donald Trump imposed extra import tariff and significantly increase its undrawn credit line

level after Trump imposed extra import tariff. The figure show that our result fulfilled the parallel

trend assumption.

Table 7 reports the Dif-in-Dif regression result. Treat is an indicator variable equal to one if

firm produce solar panels, washing machines, steel and aluminum, and zero for control firms. Post

is an indicator variable equal to one for post-2018, and zero for pre-2018. The coefficient estimates

on Treat×Post measure the effects of tariff shock imposed by Trump administrative. Consistent

with the plots in Figure 2, the regression results show that post tariff shock, treated firms have more

credit lines, and rely more on credit lines as a liquidity source. To ensure that the Dif-in-Dif results

are not because of chance, we conduct placebo tests for years before 2018. That is, we randomly

pick a year outside the Trump tariff shock window, and implement the same Dif-in-Dif test. These

placebo tests do not show any statistically significant result.

Collectively, the empirical findings suggest a causal link between product market competition
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and corporate liquidity management. Confirming extant evidence in the literature that competition

increases cash holdings, we present new evidence that competition reduces firms’ use of credit

lines as a liquidity source.

5 Cross-sectional Heterogeneity

We have documented empirically that competition reduces credit line usage, suggesting that

overall, restricted supply dominates increased demand. The supply and demand effects are inter-

twined and difficult to disentangle.10 But as challenging as it is, in this section we attempt to shed

some light on the supply vs. demand effects. For example, one question we ask is that while extant

theory predicts a positive demand effect, is this positive demand effect empirically significant?

To explore these questions, we identify several firm characteristics that should ex ante affect the

supply of or the demand for credit lines. We employ these firm characteristics as conditioning

variables, that is, we interact them with the competition measure in the credit-line regressions.

Coefficient estimates on the interaction terms will tell us the strength of the supply effect or the

demand effect.

5.1 Asset Tangibility

Previous studies (e.g., Almeida and Campello, 2007; Sufi, 2009) show that higher asset tan-

gibility raises firms’ borrowing capacity because tangible assets can be more easily pledged as

collateral. But there is no obvious reason that tangibility should affect a firm’s demand for credit.

As competition intensifies, firms with higher borrowing capacity should face less restricted supply

of credit lines. Therefore, if the negative relation between competition and credit line usage is

attenuated by asset tangibility, it is evidence that competition affects the supply channel of credit

lines.

To implement this test, we add to the specifications in Table 6 an interaction term between

Fluidity andHighTang, an indicator variable that equals one for firms with above-median asset

tangibility. Regression results are in Table 13. The coefficient estimate of the interaction termFlu-

10Similarly, the literature on the transmission of monetary policies faces difficulty in separating the demand channel
and the supply channel. See for example Kashyap and Stein (2000) for more details.
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idity×HighTangcaptures the difference of the competition effect between firms with above- and

below-median tangibility. In all specifications, this estimate is significantly positive, indicating

that asset tangibility indeed attenuates the negative effect of competition on credit line usage. The

effect is also economically large. For example, according to Column (3), the effect ofFluidity for

firms with below-median tangibility is twice as large as that for firms with above-median tangibil-

ity. As it is unlikely that asset tangibility affects a firm’s demand for credit lines, the conditional

tests in Tables 13 show the importance of the supply channel.

5.2 Growth Opportunities

Survey results of CFOs suggest that firms hold credit lines mainly to fund investment opportu-

nities. Theory suggests that facing intense competition, firms’ demand for credit lines should be

even stronger because they need to capture the investment opportunities before their rivals do. At

the same time, there is no convincing reason that growth opportunities should significantly affect

the supply of credit lines because banks are mostly concerned with the stability, not the growth,

of cash flow. Therefore, if the negative relation between competition and credit line usage is at-

tenuated by growth opportunities, it is evidence that competition affects the demand channel of

credit lines. To implement this test, we interact competition with growth opportunities, measured

by firms’ R&D capital and market-to-book ratio.

The regression results are in Table 14. In Panel A, we add to our baseline regressions an inter-

action term betweenFluidity andHighRDC, which equals one for firms with above-median R&D

capital (RDC), and zero otherwise. Coefficient estimates on the interaction terms are significantly

negative. That is, rather than attenuating the negative effect of competition, higher R&D actually

exacerbates the negative effect. The conditional effects are also economically large. For example,

the result in Column (3) suggests that the marginal effect of competition among high R&D firms is

almost four times as large as the effect among low R&D firms. In Panel B, we replaceHighRDC

by HighM2B, an indicator variable for whether a firm has above–median market-to-book ratio in

the previous year. Coefficient estimates on the interaction terms are small and not statistically sig-

nificant. As a whole, results in this table is inconsistent with the prediction that competition should

increase the demand for credit lines.
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5.3 Cash Flow Level and Cash Flow Volatility

Sufi (2009) shows that the level and volatility of operating cash flow are important determinants

of credit line usage. A higher level of cash flowreduces a firm’s demandfor external liquidity and

hence the demand for credit lines. At the same time, a higher level of operating cash flow makes the

firm a safer borrower andincreases banks’ supplyof credit lines. If we interact competition with

cash flow, the coefficient estimate on the interaction term will tell whether competition mostly

affects the demand channel or the supply channel: apositive interaction term will suggest that

competition mostly affects the supply channel; anegativeinteraction term the demand channel.

To implement this test, we add to the specifications in Table 6 an interaction term between

Fluidity andHighCF, a dummy that equals one for firms with above-medianCashFlowin the pre-

vious year, and zero otherwise. The results are in Panel A of Table 15. The coefficient estimate on

Fluidity×HighCF is significantly positive in Column (1) and (3), and marginally positive in Col-

umn (2) (t-stat = 3.04). As discussed above, the positive interaction terms suggest that competition

affects credit line usage mostly through the supply channel, consistent with the findings from asset

tangibility.

Compared with cash flow level, cash flow volatility should have the opposite effect on credit

line usage. A firm with higher cash flow volatility should have a greater demand for credit lines,

but will be less likely to obtain a line. Therefore, if we introduce an interaction term with compe-

tition, the coefficient estimate will tell whether competition mostly affects the demand channel or

the supply channel. Here, the interpretation of the interaction term is exactly the opposite of when

interacting competition with cash flow level: anegativeinteraction term will suggest that competi-

tion mostly affects the supply channel; apositiveinteraction term the demand channel. The results

are in Panel B of of Table 15.HighCFV in a dummy indicator that equals one for firms with

above-median cash flow volatility in the previous year, and zero otherwise. Coefficient estimates

on the interaction term all have a negative sign and are statistically significant in Columns (2) and

(3), again suggesting that competition affects credit line usage mostly through the supply channel.

One concern with the above test is that competition and cash flow may be endogenously deter-

mined because the first-order effect of competition is to reduce profit margin and operating cash

26



flow. Competition may also increase cash flow volatility. We note thatFluidity is a forward-looking

measure while cash flow level and cash flow volatility are lagged by one year, which to some extent

mitigates this concern.

6 Conclusion

The literature on product market competition and corporate liquidity has mostly focused on one

source of liquidity, cash holdings, while largely overlooked another important source of liquidity,

credit lines provided by banks. We extend this literature by studying how competition affects the

usage of credit lines. Similar to the prediction about cash holdings, extant theory predicts that com-

petition increases the use of credit lines, which will help firms with constrained internal liquidity to

mitigate competition-induced under-investment (e.g., Maksimovic, 1990; Martin and Santomero,

1997; Lins, Servaes, and Tufano, 2010). Our empirical findings, however, show that competi-

tion decreases, rather than increases, the use of credit lines. This finding is robust to alternative

measures of competition and exogenous variation in competition. Further cross-sectional analysis

suggests that the reduction in credit line usage is driven by restricted supply by banks, rather than

reduced demand by firms. Our results support the notion that competition induces negative pres-

sure on firm performance, making it more difficult for firms to obtain credit lines. In this respect,

we add to the studies that highlight the contingency nature of credit lines as a source of corporate

liquidity (e.g., Sufi, 2009; Nikolov, Schmid, and Steri, 2019).
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Panel A: Inverse HHI as a Measure ofCompetition

Panel B: Fluidity as a Measure ofCompetition

Figure 1:Univariate Results - Undrawn Credit across Competition Quartiles

This figure plots the ratio of undrawn credit lines to total liquidity (Undrawn_TotLiq, left scale) or total assets

(Undrawn_Assets, right scale) across the four quartiles of competition, measured by Inverse HHI (HHIInv)

in Panel A andFluidity in Panel B. The figure shows that as competition increases, bothUndrawn_Assetsand

Undrawn_TotLiqdecrease. The sample includes only firms that have undrawn credit lines (i.e.,HasLine=1).

There are 30,024 firm-year observations for 4,277 publicly traded U.S. firms during 2002-2019.
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(a) Propensity Score (b) Trump Tariff Policy and Having Credit Line

(c) Trump Tariff Policy and Undrawn_Asset (d) Trump Tariff Policy and Undrawn_TotLiq

Figure 2:DID Results Credit Line in Trump Tariff Policy

This figure shows the treatment-control group differences of key variables (HasLine, Undrawn_Assets, and

Undrawn_TotLiq) and the propensity score in our Dif-in-Dif sample from 2015 to 2019. The event year is

2018. Trump passed memorandum and imposing extra imposed tariffs on solar panels, washing machines,

steel and aluminum on January 23 and March 1.
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Table 1:Variable Definitions

The table defines the variables used in our analyses and lists their data sources: CIQ = S&P Capital IQ, CCM

= Compustat-CRSP merged, HP= Hoberg-Phillips Data Library. Tariff rates are constructed following

Frésard and Valta (2016) and Schott (2010). All dollar-denominated variables are inflation-adjusted to 2010

value.

Variable Definition Source

A. Variables of Interest

HasLine Indicator that the firm has undrawn credit lines CIQ

Undrawn Undrawn amount of credit lines in millions $US CIQ

Undrawn_Assets Undrawnscaled by assets,[Undrawn/at] CIQ, CCM

Drawn Drawn amount of credit line in millions $US CIQ

Drawn_Assets Drawnscaled by assets,[Drawn/at] CIQ, CCM

TotLiq Cash + Undrawn credit line,[Undrawn/(che + Undrawn)] CIQ, CCM

Undrawn_TotLiq Undrawnscaled by total liquidity,[Undrawn/ (che + Undrawn)] CIQ, CCM

TotLine_TotLiq (Drawn + Undrawn)/(Undrawn + Cash) CIQ, CCM

Undrawn_Debt Undrawnscaled by total debtUndrawn/(dltt + dlc) CIQ, CCM

Cash Cash and short-term investments in millions $US,che. CIQ

Cash_Assets Cashscaled by assets,[che/at] CCM

Fluidity Product market fluidity from Hoberg, Phillips, and Prabhala (2014) HP

HighFluidity Indicator that the firm has above medianFluidity in current year HP

HHI Sales-based Herfindahl Index for each 3-digit-SIC industry CCM

HHIInv Inverse HHI, or -1× HHI CCM

HighHHIInv Indicator that the firm has above medianHHIInv in current year CCM

TariffRate Natural logarithm of import tariff rates for each 4-digit-SIC manufacturing indus-

try

B. Control Variables

Assets The book value of non-cash assets in millions $US,[at − che] CCM

logAssets Natural logarithm ofAssets CCM

FirmAge Year difference between IPO and the current year

logFirmAge Natural logarithm ofFirmAge CCM

CashFlow EBITDA scaled by non-cash assets,[ebitda /(at − che)] CCM

CFVol The standard deviation ofoibdpq/(atq − cheq) in the past 4 quarters CCM

M2B (Total debt + market value of equity) scaled by non-cash assets,

[(dltt + dlc + prccq ∗ csho)/(at − che)]

CCM

NetWorth (Total non-cash assets – total liability) scaled by non-cash assets,

[(at − che − lt)/(at − che)]

CCM

RD R&D expenses in millions $US,xrd CCM

RDC Accumulated R&D expenses in the past four year using a 25% annual depre-

ciation rate, scaled by non-cash asset[(RDt−1 + 0.75RDt−2 + 0.5RDt−3 +

0.25RDt−4)/(at − che)]

CCM

Tangibility Net PP&E scaled by non-cash assets,[ppent/(at − che)] CCM

IndSaleVol The 3-digit-SIC industry median value of standard deviation ofsaleq/(atq−cheq)

in the past 4 quarters

CCM

NonSP500 Indicator equal to 1 for firms not in the S&P500 Index CCM
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(...continued from the previous page)

Variable Definition Source

C. Other Variables

HighCF Indicator that the firm has above medianCashFlow CCM

HighCFV Indicator that the firm has above medianCFVol CCM

HighM2B Indicator that the firm has above medianM2B CCM

HighRDC Indicator that the firm has above medianRDC CCM

HighTang Indicator that the firm has above medianTangibility CCM

Rated Indicator that the firm has a S&P long-term debt rating CCM

Governance Indicator that the firm has above median governance index CCM
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Table 2:Treatment and Control group of Trump Tariff Shock

The table shows the 4 digit SIC code that affected by the Trump tax retaliation policy and its categories

4-digit SIC Detailed Information Treatment Control1 Control2Control3

3633 Household Laundry Equip-

ment

Yes

3674 Semiconductors and Related

Devices (solar cells)

Yes

3334 Primary Production of Alu-

minum

Yes

3341 Secondary Smelting and Re-

fining of Nonferrous Metals

Yes

3363 Aluminum Die-Castings Yes

3365 Aluminum Founries Yes

1010-1019 Iron Ores Yes

3310-3319 Steel Works, Blast Furnaces,

and Rolling and Finishing

Mills

Yes

3320-3329 Iron and Steel Foundries Yes

3350-3359 Rolling, Drawing, and Ex-

truding of Nonferrous

Yes

3631-3632 & 3634-3639 Household Appliances Yes Yes Yes

3670-3673 & 3675-3679 Electronic Components And

Accessories

Yes Yes Yes

3320-3399 Primary Metal Industries Yes Yes Yes

1020-1099 Metal Mining Yes Yes Yes

3600-3630 & 3640-3699 Electronic And Other Elec-

trical Equipment And Com-

ponents, Except Computer

Equipment

Yes Yes

2000-3299 & 3400-3599 & 3700-3999 Manufacturing Yes
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Table 3:Summary Statistics for Key Dependent Variables by Year

This table reports annual means of the corporate liquidity variables. Panel A is for the full sample of 49,566
firm-year observations of 6,516 publicly traded firms. Panel B is for the subsample of firms with undrawn
credit lines (HasLine = 1), including 31,583 firm-year observations of 4,260 firms. All variable definitions
are in Table 2.

Year 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 Average

Panel A: The Full Sample (Obs:47,765)

HasLine 0.70 0.71 0.72 0.74 0.75 0.76 0.78 0.77 0.78 0.80 0.81 0.81 0.80 0.78 0.79 0.79 0.76 0.69 0.76
Drawn_Assets 0.05 0.04 0.04 0.04 0.04 0.05 0.06 0.04 0.04 0.04 0.04 0.04 0.04 0.05 0.05 0.05 0.04 0.04 0.04
Undrawn_Assets 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.10 0.10 0.10 0.10 0.11 0.10 0.10 0.10 0.10 0.10 0.09 0.10
Cash_Assets 0.18 0.19 0.19 0.19 0.18 0.18 0.17 0.19 0.19 0.18 0.17 0.19 0.19 0.19 0.19 0.19 0.20 0.23 0.19
Undrawn_TotLiq 0.41 0.40 0.40 0.41 0.43 0.44 0.44 0.40 0.40 0.42 0.44 0.43 0.44 0.43 0.43 0.44 0.44 0.40 0.42
UndrawnDebt 0.85 0.96 0.99 1.03 0.94 0.89 0.81 0.87 0.92 0.76 0.68 0.67 0.60 0.51 0.47 0.44 0.43 0.310.74

Observations 2950 3109 2954 2858 2799 2744 2713 2682 2619 2524 2445 2459 2508 2544 2453 2409 23982597

Panel B: The Sub-sample with HasLine=1 (Obs:36,350)

HasLine 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Drawn_Assets 0.07 0.05 0.05 0.05 0.05 0.06 0.07 0.05 0.04 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05
Undrawn_Assets 0.13 0.12 0.12 0.13 0.13 0.12 0.12 0.12 0.13 0.12 0.13 0.13 0.13 0.13 0.13 0.13 0.13 0.12 0.13
Cash_Assets 0.12 0.13 0.13 0.13 0.12 0.12 0.12 0.14 0.14 0.14 0.13 0.14 0.14 0.13 0.13 0.13 0.12 0.11 0.13
Undrawn_TotLiq 0.59 0.57 0.56 0.56 0.58 0.58 0.56 0.52 0.52 0.53 0.54 0.54 0.54 0.55 0.55 0.56 0.57 0.58 0.55
UndrawnDebt 1.19 1.32 1.35 1.37 1.24 1.16 1.03 1.12 1.18 0.95 0.84 0.83 0.74 0.64 0.60 0.55 0.55 0.450.97

Observations 2073 2216 2124 2117 2098 2078 2104 2064 2038 2011 1985 1989 2014 1996 1929 1893 18291792
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Table 4:Summary Statistics for All Variables

This table reports descriptive statistics for the variables. Panel A is for the full sample. Panel B is for the
subsample of firms that have undrawn credit lines (i.e.,HasLine= 1). All variables are winsorized at the 1%
and 99%. All variable definitions are in Table 2.

Variable N mean sd p1 p25 p50 p75 p99

Panel A: The Full Sample

HasLine 47765 0.76 0.43 0.00 1.00 1.00 1.00 1.00
Undrawn 47765 247.7 521.9 0.00 0.38 31.56 213.1 2651
Drawn 47765 47.81 123.2 0.00 0.00 0.00 23.50 666
TotLine 47765 317.4 610.5 0.00 2.66 50.90 310.8 3002
Cash 47765 348.9 1020 0.05 9.30 48.84 206.3 7039
Undrawn_Assets 47765 0.10 0.10 0.00 0.00 0.07 0.14 0.45
Drawn_Assets 47765 0.04 0.09 0.00 0.00 0.00 0.05 0.43
Cash_Assets 47765 0.19 0.22 0.00 0.03 0.11 0.26 0.93
TotLine_Assets 47765 0.14 0.15 0.00 0.02 0.10 0.21 0.67
Undrawn_TotLiq 47765 0.42 0.35 0.00 0.01 0.41 0.74 0.99
TotLine_TotLiq 47765 0.47 0.36 0.00 0.09 0.49 0.82 1.00
UndrawnDebt 44101 0.74 1.20 0.00 0.02 0.28 0.79 5.59
Fluidity 47765 0.66 0.35 0.14 0.40 0.58 0.84 1.75
HHI 47765 0.17 0.15 0.03 0.06 0.12 0.21 0.84
HHIInv 47765 -0.17 0.15 -0.84 -0.21 -0.12 -0.06 -0.03
TNICHHI 42724 0.31 0.28 0.03 0.10 0.20 0.44 1.00
InvTNICHHI 42724 -0.31 0.28 -1.00 -0.44 -0.20 -0.10 -0.03
pctcomp 4802 0.36 0.30 0.03 0.16 0.27 0.46 1.53
Assets 47765 3069 9185 1.83 65.94 384.2 1736 55028
FirmAge 47765 19.93 15.79 2.00 8.00 15.00 27.00 62.00
CashFlow 47765 -0.01 0.49 -1.86 0.03 0.12 0.18 0.62
CFVol 47765 0.04 0.13 0.00 0.00 0.01 0.02 0.86
M2B 47765 2.74 3.26 0.34 0.96 1.48 2.77 13.89
NetWorth 47765 0.29 0.45 -1.31 0.18 0.39 0.56 0.87
Tangibility 47765 0.65 0.50 0.02 0.27 0.54 0.93 2.65
RDC 43627 0.16 0.34 0.00 0.00 0.00 0.12 1.30
NonSP500 47765 0.87 0.33 0.00 1.00 1.00 1.00 1.00
IndSaleVol 47765 0.02 0.02 0.00 0.02 0.02 0.03 0.09
logAssets 47765 5.84 2.31 0.61 4.19 5.95 7.4610.92

(continuing on the next page...)

38



(...continued from the previous page)

Variable N mean sd p1 p25 p50 p75 p99

Panel B: The Sub-sample withHasLine=1

HasLine 36350 1.00 0.00 1.00 1.00 1.00 1.00 1.00

Undrawn 36350 325.4 576.7 0.24 16.21 83.56 327.0 2651

Drawn 36350 60.12 134.9 0.00 0.00 1.23 45.47 666.9

TotLine 36350 413.1 668.7 0.75 25.28 129.0 474.0 3002

Cash 36350 381.1 1063 0.05 10.40 54.68 233.1 7315

Undrawn_Assets 36350 0.13 0.10 0.00 0.06 0.10 0.17 0.45

Drawn_Assets 36350 0.05 0.09 0.00 0.00 0.00 0.07 0.43

Cash_Assets 36350 0.13 0.14 0.00 0.03 0.08 0.18 0.66

TotLine_Assets 36350 0.18 0.14 0.00 0.08 0.14 0.24 0.67

Undrawn_TotLiq 36350 0.55 0.29 0.01 0.31 0.57 0.82 0.99

TotLine_TotLiq 36350 0.60 0.29 0.02 0.37 0.64 0.88 1.00

UndrawnDebt 33868 0.97 1.29 0.01 0.19 0.45 1.10 5.60

Fluidity 36350 0.60 0.32 0.14 0.37 0.54 0.76 1.61

HHI 36350 0.18 0.16 0.03 0.08 0.14 0.23 0.84

HHIInv 36350 -0.18 0.16 -0.84 -0.23 -0.14 -0.08 -0.03

TNICHHI 32704 0.33 0.29 0.03 0.11 0.22 0.46 1.00

InvTNICHHI 32704 -0.33 0.29 -1.00 -0.46 -0.22 -0.11 -0.03

pctcomp 3972 0.34 0.29 0.03 0.15 0.25 0.42 1.45

Assets 36350 3682 9858 6.75 150.8 641.8 2364 61435

logAssets 36350 6.41 2.03 1.91 5.02 6.46 7.77 11.03

FirmAge 36350 22.08 16.42 2.00 9.00 17.00 32.00 62.00

CashFlow 36350 0.11 0.23 -0.94 0.08 0.13 0.19 0.58

CFVol 36350 0.02 0.05 0.00 0.00 0.01 0.02 0.14

IndSaleVol 36350 0.03 0.02 0.00 0.02 0.02 0.03 0.09

M2B 36350 1.98 2.08 0.36 0.91 1.33 2.14 13.89

NetWorth 36350 0.36 0.32 -1.05 0.23 0.40 0.55 0.86

Tangibility 36350 0.64 0.47 0.03 0.27 0.54 0.91 2.19

RDC 33686 0.08 0.20 0.00 0.00 0.00 0.05 1.30

NonSP500 36350 0.85 0.36 0.00 1.00 1.00 1.001.00

39



Table 5: Baseline Results: HHI and Credit Lines

This table reports the marginal effects from regressions of credit line usage on competition. Competition
is measured by the sales-based Herfindahl Index (HHI ) at the 3-digit SIC level. We run a Probit regression
in Columns (1) and (4), where the dependent variable isHasLine, a dummy that equals one if the firm has
undrawn lines of credit, and zero otherwise. The rest columns report the results of Tobit regressions, where
the dependent variable in Columns (2) and (5) is the ratio of undrawn credit to assets (Undrawn_Assets),
and in Columns (3) and (6) is the ratio of undrawn credit to firm total liquidity (Undrawn_TotLiq), defined
as the sum of undrawn credit and cash.HHIInv is the inverse HHI and equals to -1×HHI. HighHHIInv is a
dummy equal to one ifHHIInv is above the sample median. Both higherHHIInv andHighHHIInv indicate
more intense competition. All regressions control for year and industry fixed effects. In parentheses are
t-stats based on robust standard errors adjusted for heteroskedasticity and firm-level clustering. ***,**, and
* denote statistical significance at the 1%, 5%, and 10% levels. All variable definitions are in Table 2.
Variables of interest are in boldface.

(1) (2) (3) (4) (5) (6)

HasLine Undrawn_Assets Undrawn_TotLiq HasLine Undrawn_Assets Undrawn_TotLiq

HHIInv -0.13*** -0.03*** -0.12***
(-4.73) (-3.65) (-4.23)

HighHHIInv -0.05*** -0.02*** -0.09***
(-4.73) (-6.69) (-9.41)

CashFlow 0.11*** 0.09*** 0.21*** 0.11*** 0.09*** 0.20***
(13.13) (18.24) (15.73) (12.65) (18.04) (15.31)

Tangibility 0.02** 0.01*** 0.01 0.02** 0.01*** 0.01
(2.28) (2.82) (1.23) (2.31) (2.91) (1.39)

logAssets 0.04*** 0.01*** 0.05*** 0.04*** 0.01*** 0.05***
(20.61) (6.03) (16.58) (19.44) (6.08) (16.76)

NetWorth 0.02** 0.01*** 0.05*** 0.02** 0.01*** 0.05***
(2.01) (3.38) (4.24) (1.97) (3.41) (4.29)

M2B -0.01*** -0.00*** -0.04*** -0.01*** -0.00*** -0.04***
(-9.45) (-8.22) (-21.55) (-9.15) (-7.77) (-20.95)

IndSaleVol -0.34 0.23** -1.06*** -0.28 0.24** -1.05***
(-1.18) (2.26) (-3.17) (-0.98) (2.34) (-3.15)

CFVol -0.01 -0.01 -0.06 -0.01 -0.01 -0.05
(-0.41) (-0.52) (-1.27) (-0.26) (-0.41) (-1.11)

logFirmAge 0.02*** 0.01*** 0.02*** 0.03*** 0.01*** 0.02***
(7.66) (5.25) (4.85) (7.52) (5.20) (4.76)

NonSP500 0.06*** 0.03*** 0.15*** 0.07*** 0.03*** 0.14***
(4.93) (8.26) (10.54) (4.90) (8.25) (10.59)

Year FEs Yes Yes Yes Yes Yes Yes
Industry FEs Yes Yes Yes Yes Yes Yes

N 47690 47765 47765 47690 47765 47765
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Table 6:Baseline Results: Fluidity and Credit Lines

This table reports the marginal effects from regressions of credit line usage on competition. Competition
is measured byFluidity. We run a Probit regression in Columns (1) and (4), where the dependent variable
is HasLine, a dummy that equals one if the firm has undrawn lines of credit, and zero otherwise. The rest
columns report the results of Tobit regressions, where the dependent variable in Columns (2) and (5) is the
ratio of undrawn credit to assets (Undrawn_Assets), and in Columns (3) and (6) is the ratio of undrawn credit
to firm total liquidity (Undrawn_TotLiq), defined as the sum of undrawn credit and cash.HighFluidity is a
dummy equal to one ifFluidity is above the sample median. All regressions control for year and industry
fixed effects. In parentheses aret-stats based on robust standard errors adjusted for heteroskedasticity and
firm-level clustering. ***,**, and * denote statistical significance at the 1%, 5%, and 10% levels. All
variable definitions are in Table 2. Variables of interest are in boldface.

(1) (2) (3) (4) (5) (6)

HasLine Undrawn_Assets Undrawn_TotLiq HasLine Undrawn_Assets Undrawn_TotLiq

Fluidity -0.11*** -0.04*** -0.16***
(-10.68) (-10.06) (-11.17)

High Fluidity -0.05*** -0.02*** -0.08***
(-8.93) (-8.84) (-11.00)

CashFlow 0.09*** 0.08*** 0.18*** 0.10*** 0.09*** 0.20***
(11.07) (16.96) (13.88) (12.39) (17.75) (14.93)

Tangibility 0.02** 0.01*** 0.01 0.02** 0.01*** 0.01
(2.29) (2.93) (1.36) (2.13) (2.76) (1.16)

logAssets 0.05*** 0.01*** 0.05*** 0.05*** 0.01*** 0.05***
(22.45) (7.38) (18.27) (21.61) (6.74) (17.60)

NetWorth 0.01 0.01*** 0.04*** 0.01* 0.01*** 0.04***
(1.61) (3.14) (3.98) (1.95) (3.31) (4.17)

M2B -0.01*** -0.00*** -0.03*** -0.01*** -0.00*** -0.03***
(-7.92) (-6.89) (-19.90) (-8.68) (-7.46) (-20.57)

IndSaleVol -0.23 0.23** -1.07*** -0.18 0.24** -1.02***
(-0.82) (2.22) (-3.24) (-0.64) (2.39) (-3.07)

CFVol 0.00 -0.00 -0.04 -0.01 -0.01 -0.06
(0.09) (-0.14) (-0.82) (-0.44) (-0.56) (-1.33)

logFirmAge 0.02*** 0.01*** 0.01*** 0.02*** 0.01*** 0.02***
( 5.52) (3.33) (2.67) (6.38) (4.13) (3.45)

NonSP500 0.08*** 0.04*** 0.15*** 0.07*** 0.03*** 0.15***
(5.48) (8.77) (11.16) (5.19) (8.53) (10.91)

Year FEs Yes Yes Yes Yes Yes Yes
Industry FEs Yes Yes Yes Yes Yes Yes

N 47690 47765 47765 47690 47765 47765
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Table 7:Baseline Results: Total Line

This table reports the marginal effects from regressions of credit line usage on competition. Competition
is measured byFluidity and inverseHHI. We run a Tobit regression, where the dependent variable in odd
columns is the ratio of total credit line (Undrawn+ Drawn) to assets (TotLine_Assets), and in even columns
is the ratio of total credit line (Undrawn+ Drawn) to firm total Liquidity (Undrawn+ Drawn+Cash). High-

Fluidity andLowHHI is a dummy equal to one ifFluidity is above the sample median orHHI is below the
sample median. All regressions control for year and industry fixed effects. In parentheses aret-stats based
on robust standard errors adjusted for heteroskedasticity and firm-level clustering. ***,**, and * denote
statistical significance at the 1%, 5%, and 10% levels. All variable definitions are in Table 2. Variables of
interest are in boldface.

(1) (2) (3) (4) (5) (6) (7) (8)
Assets TotLiq Assets TotLiq Assets TotLiq Assets TotLiq

HHIInv -0.04*** -0.12***
(-3.08) (-4.14)

Low_HHI -0.03*** -0.09***
(-6.42) (-9.25)

Fluidity -0.05*** -0.17***
(-7.88) (-11.47)

High Fluidity -0.03*** -0.09***
(-8.06) (-11.25)

CashFlow 0.11*** 0.19*** 0.11*** 0.19*** 0.10*** 0.17*** 0.11*** 0.18***
(16.83) (14.75) (16.60) (14.33) (15.65) (12.75) (16.30) (13.87)

Tangibility 0.01 0.00 0.01 0.00 0.01 0.00 0.00 0.00
(1.07) (0.07) (1.16) (0.22) (1.17) (0.22) (1.03) (0.00)

LogAssets 0.00 0.04*** 0.00 0.04*** 0.00 0.04*** 0.00 0.04***
(0.28) (13.27) (0.32) (13.43) (1.40) (15.01) (0.93) (14.31)

NetWorth -0.01** 0.01 -0.01** 0.01 -0.01*** 0.01 -0.01*** 0.01
(-2.56) (1.13) (-2.57) (1.15) (-2.80) (0.83) (-2.66) (1.03)

M2B -0.01*** -0.04*** -0.01*** -0.04*** -0.01*** -0.04*** -0.01*** -0.04***
(-13.41) (-24.66) (-13.01) (-24.11) (-12.26) (-23.02) (-12.70) (-23.70)

IndSaleVol -0.01 -1.30*** -0.00 -1.29*** -0.01 -1.32*** 0.00 -1.27***
(-0.04) (-3.96) (-0.01) (-3.95) (-0.07) (-4.06) (0.02) (-3.89)

CFVol -0.04* -0.05 -0.03 -0.05 -0.03 -0.03 -0.04* -0.06
(-1.70) (-1.11) (-1.61) (-0.96) (-1.46) (-0.70) (-1.77) (-1.19)

LogFirmAge 0.01** 0.02*** 0.00** 0.02*** 0.00 0.01 0.00 0.01**
(2.30) (3.85) (2.22) (3.74) (0.75) (1.53) (1.24) (2.33)

NonSP500 0.06*** 0.15*** 0.05*** 0.15*** 0.06*** 0.15*** 0.06*** 0.15***
(9.69) (10.72) (9.67) (10.78) (10.09) (11.36) (9.93) (11.10)

Year FEs Yes Yes Yes Yes Yes Yes Yes Yes
Industry FEs Yes Yes Yes Yes Yes Yes Yes Yes

N 47765 47765 47765 47765 47765 47765 47765 47765
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Table 8: Baseline Results: Robustness Check

This table reports the marginal effects from regressions replicating those in Tables 5 and 6 while employing
alternative competition measures, sub-samples, and sub-periods. In Panels A and B, we measure competition
by the TNIC HHI and PctComp. Panel C uses the data set of Sufi (2009). Panel D excludes the 2007-2009
financial crisis period. Panel E includes only manufacturing firms. Panel F keeps only those firms that have
undrawn credit lines (i.e., those withHasLine= 1). All regressions include the set of control variables as in
Tables 5 and 6, as well as year and industry fixed effects. In parentheses aret-stats based on robust standard
errors adjusted for heteroskedasticity and firm-level clustering. ***,**, and * denote statistical significance
at the 1%, 5%, and 10% levels. All variable definitions are in Table 2.

(1) (2) (3) (4) (5) (6)

HasLine Undrawn_Assets Undrrawn_TotLiq HasLine Undrawn_Assets Undr._TotLiq

PanelA: UsingTNIC HHI asanAlternative Measureof Competition

InvTNICHHI -0.05*** -0.02*** -0.11***
(-4.44) (-4.30) (-7.20)

LowTNICHHI -0.04*** -0.01*** -0.06***
(-6.03) (-5.53) (-8.11)

N 42657 42724 42724 42657 42724 42724

PanelB: UsingPctCompasanAlternative Measureof Competition

PctComp -0.06*** -0.02** -0.08***
(-2.64) (-2.43) (-2.63)

HighPctComp -0.04*** -0.01 -0.05***
(-2.87) (-1.61) (-3.63)

N 4715 4802 4802 4715 4802 4802

PanelC: Using Sufi (2009)’s Data

Fluidity -0.50 -0.11** -0.31***
(-1.14) (-2.53) (-2.65)

High Fluidity -0.24 -0.03 -0.07
(-0.87) (-0.76) (-0.90)

N 225 225 224 225 225 224

PanelD: Excludingthe2007-2009 FinancialCrisis Period

Fluidity -0.11*** -0.04*** -0.16***
(-10.56) (-10.11) (-11.08)

High Fluidity -0.05*** -0.02*** -0.08***
(-8.55) (-8.65) (-10.84)

N 39562 39626 39626 39562 39626 39626

(continuing on the next page...)
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(...continued from the previous page)

(1) (2) (3) (4) (5) (6)

HasLine Undrawn_Assets Undrawn_TotLiq HasLine Undrawn_Assets Undrawn_TotLiq

PanelE: Manufacturing Firms

Fluidity -0.18*** -0.08*** -0.31***

(-12.75) (-12.61) (-15.52)

High Fluidity -0.08*** -0.04*** -0.15***

(-9.75) (-10.34) (-12.80)

N 23964 24019 24019 23964 24019 24019

PanelF: Keeping Firms thatHave Credit Lines (HasLine=1)

Fluidity -0.02*** -0.09***

(-5.47) (-7.41)

High Fluidity -0.01*** -0.05***

(-5.11) (-8.17)

N 36350 36350 36350 36350

PanelG: Non-Investment Grade Firms

Fluidity -0.65*** -0.02*** -0.13***

(-5.41) (-2.84) (-5.14)

High Fluidity -0.33*** -0.02*** -0.07***

(-4.73) (-4.03) (-5.35)

N 8204 8562 8562 8204 8562 8562
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Table 9:Addressing Endogeneity: Tariff Rates as An Instrumental Variable (MLE)

This table reports the 2SLS result of using tariff rates as an instrument for product market fluidity.TariffRate
is import tariff rates for manufacturing firms (SIC 2000-3999) at the 4-digit-SIC level during 2002-2017.
All regressions control for year and industry fixed effects. In parentheses aret-stats based on robust standard
errors adjusted for heteroskedasticity and firm-level clustering. ***,**, and * denote statistical significance
at the 1%, 5%, and 10% levels. All variable definitions are in Table 2. Variables of interest are in boldface.

(1) (2) (3) (4) (5) (6) (7) (8)

2nd Stage 1st Stage 2nd Stage 1stStage

HasLine Undrawn_Assets Undrawn_TotLiq Fluidity HasLine Undrawn_Assets Undrawn_TotLiqHighFluidity

Fluidity -1.93*** -0.15*** -0.54***
(-3.79) (-2.98) (-4.20)

High Fluidity -1.28*** -0.08** -0.35***
(-4.62) (-2.50) (-4.36)

TariffRates -6.55*** -9.71***
(-8.13) (-8.82)

ExchangeRate 1.24*** 3.93***
(2.82) (4.83)

CashFlow 0.10 0.05*** 0.10*** -0.16*** 0.24*** 0.06*** 0.14*** -0.11***
(0.87) (4.47) (3.38) (-11.64) (3.11) (7.62) (6.58) (-7.40)

Tangibility -0.02 0.00 -0.03 -0.02 -0.00 0.00 -0.02 -0.02
(-0.28) (0.33) (-1.35) (-1.51) (-0.03) (0.62) (-1.00) (-1.18)

logAssets 0.20*** 0.01*** 0.04*** 0.03*** 0.17*** 0.00** 0.03*** 0.03***
(9.11) (2.59) (5.47) (8.37) (8.90) (2.10) (5.30) (5.14)

NetWorth -0.04 0.00 -0.01 -0.04*** 0.06 0.01 0.01 0.01
(-0.56) (0.03) (-0.66) (-2.95) (1.02) (1.05) (0.52) (0.55)

M2B -0.02 -0.00** -0.03*** 0.02*** -0.02* -0.00*** -0.03*** 0.02***
(-1.00) (-2.16) (-6.70) (11.11) (-1.65) (-3.29) (-8.29) (10.31)

IndSaleVol -2.23 -0.25 -3.62*** 0.07 -2.44 -0.25 -3.68*** -0.31
(-0.79) (-0.98) (-4.71) (0.14) (-0.89) (-0.94) (-4.72) (-0.35)

CFVol -0.08 -0.03 -0.02 -0.00 -0.15 -0.03 -0.06 -0.04
(-0.42) (-1.18) (-0.33) (-0.10) (-0.80) (-1.45) (-0.76) (-1.44)

logFirmAge 0.04 0.00 0.01 -0.08*** 0.05 0.00 0.02 -0.09***
(0.63) (0.31) (1.05) (-10.30) (0.99) (1.00) (1.62) (-8.93)

NonSP500 0.17 0.02** 0.10*** 0.04* 0.11 0.02** 0.09*** 0.01
(1.41) (2.47) (3.65) (1.73) (0.95) (2.17) (3.26) (0.42)

Year FEs Yes Yes Yes Yes Yes Yes Yes Yes
Industry FEs Yes Yes Yes Yes Yes Yes Yes Yes

N 11380 11507 11507 11380 11380 11507 11507 11380
Hensen J 14.39(0) 2.50 (0.11) 9.65 (0) 2.76(0.09) 8.82(0.00) 1.32(0.25)
Wald Chi2 34.69(0) 39.59 (0) 58.30 (0) 44.23(0) 31.18 (0) 60.77(0)
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Table 10:Propensity Score Matching: Trump Tariff Policy

This table provides quasi-natural experiment evidence for U.S. firms over the sample period 2002-2019
using Tariff increasing by Trump administrative as exogenous shock. For each observation of treated firm,
we match an observation with a controlled firm in the same year, employing a propensity-score-matching
approach. In Panel A, we report results from Probit regressions used to calculate the propensity scores for
the matching procedure, where the dependent variable is a dummy equals to 1 if firm is in the treated group
and 0 if firm is in the control group 1. Columns (1) and (2) respectively show marginal effects for the full
sample before matching and the sub-sample with matched observations. Panel B displays the distribution of
propensity scores from the regression in Column (2) of Panel A. Panel C compares credit line usage between
treated firm vs. controlled firms. ***, **, and * indicate significance at the 1are defined in Appendix II.

Panel A: Pre-Match and Post-Match Probit Regression
(1) (2)

Pre-Match Regression Post-Match Regression

CashFlow -0.16 -0.85*
(-0.58) (-1.68)

Tangibility 0.15 -0.77**
(0.72) (-2.25)

LogAssets 0.13 0.05
(1.62) (0.50)

NetWorth 0.14 -0.07
(0.54) (-0.15)

M2B 0.11*** -0.10
(3.56) (-1.37)

IndSaleVol -90.05*** -23.38***
(-4.36) (-2.64)

CFVol -0.73 0.06
(-1.05) (0.08)

logFirmAge -0.34** 0.36*
(-2.29) (1.67)

NonSP500 -0.27 0.62
(-0.81) (1.24)

Year FEs Yes Yes
Industry FEs Yes Yes

N 812 173

Panel B: Estimated Propensity Score Distributions

Propensity Score N mean sd p1 p25 p50 p75 p99

Control 80 0.53 0.20 0.17 0.40 0.51 0.65 1.00
Treated 93 0.48 0.17 0.18 0.36 0.45 0.58 0.88
Total 173 0.50 0.19 0.18 0.37 0.49 0.590.89

(continuing on the next page...)
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(...continued from the previous page)

Panel C: Difference in Credit Line Usage and Other Firm Characteristics
Treatment Control

Difference
N Mean SD N Mean SD

HasLine 80 0.838 0.37 93 0.763 0.43 0.074
Undrawn_Assets 80 0.110 0.10 93 0.105 0.10 0.005
Undrawn_TotLiq 80 0.375 0.29 93 0.403 0.32 -0.028

Firm controls:
CashFlow 80 0.076 0.36 93 0.050 0.26 0.026
Tangibility 80 0.742 0.49 93 0.697 0.44 0.045
LogAssets 80 6.295 2.36 93 6.624 1.67 -0.329
NetWorth 80 0.345 0.34 93 0.414 0.32 -0.070
M2B 80 3.460 3.76 93 1.749 1.27 1.712***
IndSaleVol 80 0.020 0.01 93 0.018 0.00 0.002*
CFVol 80 0.028 0.13 93 0.014 0.02 0.014
LogFirmAge 80 2.848 1.01 93 3.260 0.67 -0.412***
NonSP500 80 0.813 0.39 93 0.935 0.25-0.123**
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Table 11:Quasi-natural Experiment: Trump Tariff Policy

This table examines how Trump’s tariff policy affects competition’s effect on credit line usage.Treat is a
dummy that equals one if the firm is in treatment group after applying the propensity score matching.Post
is a dummy equals one if current fiscal year is 2018 or 2019, and 0 if current fiscal year is 2016 or 2017. All
regressions control for year and industry fixed effects. In parentheses aret-stats based on robust standard
errors adjusted for heteroskedasticity and firm-level clustering. ***,**, and * denote statistical significance
at the 1%, 5%, and 10% levels. All variable definitions are in Table 2. Variables of interest are in boldface.

(1) (2) (3)
HasLine Undrawn_Assets Undrawn_TotLiq

Treat× Post 0.44*** 0.15*** 0.40**
(3.40) (3.10) (2.45)

Treat -0.30*** -0.08*** -0.27***
(-4.07) (-2.85) (-3.90)

CashFlow 0.05 0.05 0.09
(0.62) (1.07) (0.71)

Tangibility -0.07 -0.06** -0.17***
(-1.18) (-2.31) (-3.06)

LogAssets 0.06*** 0.01 0.04*
(3.11) (1.40) (1.79)

NetWorth -0.12 -0.02 -0.06
(-1.59) (-0.64) (-0.68)

M2B -0.02 0.00 -0.04**
(-1.05) (0.70) (-2.48)

IndSaleVol 6.58 2.19*** 4.23**
(0.50) (3.47) (2.22)

CFVol -0.69 -1.03* -2.74*
(-0.57) (-1.81) (-1.74)

LogFirmAge -0.02 -0.02 -0.03
(-0.41) (-1.29) (-0.88)

NonSP500 0.00 0.07*** 0.07
(0.01) (2.62) (0.92)

Year FEs Yes Yes Yes
Industry FEs Yes Yes Yes

N 173 173 173
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Table 12:Placebo Test: Trump Tariff Policy

This table examines how Trump’s tariff policy affects competition’s effect on credit line usage using random
assigned shock.Treat is a dummy that equals one if the firm is in treatment group after applying the
propensity score matching.Placebo1is a dummy equals one if fiscal year is 2004 or 2005, and 0 if current
fiscal year is 2002 or 2003.Placebo2is a dummy equals one if fiscal year is 2012 or 2013, and 0 if current
fiscal year is 2014 or 2015. All regressions control for year and industry fixed effects. In parentheses are
t-stats based on robust standard errors adjusted for heteroskedasticity and firm-level clustering. ***,**, and
* denote statistical significance at the 1%, 5%, and 10% levels. All variable definitions are in Table 2.
Variables of interest are in boldface.

(1) (2) (3)

HasLine Undrawn_Assets Undrawn_TotLiq

Treat× Placebo1 -0.12 -0.03 -0.04
(-0.36) (-0.98) (-0.49)

Treat -0.92*** -0.06*** -0.25***
(-3.59) (-2.59) (-3.39)

Controls Yes Yes Yes
Year FEs Yes Yes Yes
Industry FEs Yes Yes Yes

N 173 173 173

Treat× Placebo2 -0.03 -0.03 -0.04
(-0.36) (-0.98) (-0.49)

Treat -0.24*** -0.06*** -0.25***
(-3.59) (-2.59) (-3.39)

Controls Yes Yes Yes
Year FEs Yes Yes Yes
Industry FEs Yes Yes Yes

N 332 332 332
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Table 13:Cross-sectional Heterogeneity: Asset Tangibility

This table examines how asset tangibility affects competition’s effect on credit line usage.HighTangis a
dummy that equals one if the firm has above-medianTangibility, and zero otherwise. All regressions control
for year and industry fixed effects. In parentheses aret-stats based on robust standard errors adjusted for
heteroskedasticity and firm-level clustering. ***,**, and * denote statistical significance at the 1%, 5%, and
10% levels. All variable definitions are in Table 2. Variables of interest are in boldface.

(1) (2) (3)

HasLine Undrawn_Assets Undrawn_TotLiq

Fluidity ×HighTang 0.08*** 0.04*** 0.18***
(5.25) (6.10) (8.40)

Fluidity -0.15*** -0.06*** -0.24***
(-11.77) (-11.65) (-14.27)

HighTang -0.03*** -0.02*** -0.09***
(-3.20) (-3.63) (-6.11)

CashFlow 0.09*** 0.08*** 0.19***
(11.41) (17.36) (14.61)

logAssets 0.04*** 0.01*** 0.05***
(21.07) (7.15) (18.31)

NetWorth 0.01* 0.01*** 0.05***
(1.88) (3.34) (4.53)

M2B -0.01*** -0.00*** -0.03***
(-7.92) (-6.82) (-19.86)

IndSaleVol -0.26 0.22** -1.09***
(-0.91) (2.16) (-3.28)

CFVol 0.01 0.00 -0.03
(0.31) (0.03) (-0.63)

logFirmAge 0.02*** 0.01*** 0.01***
(5.74) (3.71) (2.87)

NonSP500 0.07*** 0.03*** 0.15***
(5.34) (8.62) (11.01)

Year FEs Yes Yes Yes
Industry FEs Yes Yes Yes

N 47690 47765 47765
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Table 14:Cross-sectional Heterogeneity: Investment Opportunities

This table examines how growth opportunities affect competition’s effect on credit line usage. Growth
opportunities are measured by R&D capital (RDC) in Panel A and market-to-book ratio (M2B) in Panel B.
HighRDC is a dummy that equals one if the firm has above-median R&D capital in the previous year, and
zero otherwise. HighM2B is a dummy that equals one if the firm has above-median M2B in the previous
year, and zero otherwise. All regressions control for year and industry fixed effects. In parentheses are
t-stats based on robust standard errors adjusted for heteroskedasticity and firm-level clustering. ***,**, and
* denote statistical significance at the 1%, 5%, and 10% levels. All variable definitions are in Table 2.
Variables of interest are in boldface.

(1) (2) (3)

HasLine Undrawn_Assets Undrawn_TotLiq

PanelA: R&D Intensity

Fluidity × HighRD -0.65*** -0.07*** -0.27***
(-6.99) (-9.38) (-10.96)

Fluidity -0.13 -0.01 -0.01
(-1.63) (-1.03) (-0.74)

HighRD 0.14** 0.02*** 0.03
(2.01) (3.64) (1.54)

N 43414 43627 43627

PanelB: Market-to-book

Fluidity × HighM2B 0.00 -0.01* -0.02
(0.02) (-1.85) (-1.25)

Fluidity -0.11*** -0.04*** -0.17***
(-9.03) (-8.63) (-9.67)

HighM2B -0.04*** 0.00 -0.12***
(-4.25) (0.24) (-8.49)

N 47690 47765 47765
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Table 15:Cross-sectional Heterogeneity: Cash Flow and Cash Flow Volatility

This table examines how cash flow and cash flow volatility affect competition’s effect on credit line usage.
HighCF is a dummy that equals one if the firm has above-medianCashFlowin the previous year, and zero
otherwise.HighCFV is a dummy that equals one if the firm has above-median cash flow volatility in the
previous year and zero otherwise. All regressions control for year and industry fixed effects. In parentheses
aret-stats based on robust standard errors adjusted for heteroskedasticity and firm-level clustering. ***,**,
and * denote statistical significance at the 1%, 5%, and 10% levels. All variable definitions are in Table 2.
Variables of interest are in boldface.

(1) (2) (3)

HasLine Undrawn_Assets Undrawn_TotLiq

PanelA: Cash Flow

HighCF×Fluidity 0.03*** 0.02*** 0.11***
(2.62) (3.04) (6.03)

Fluidity -0.13*** -0.05*** -0.22***
(-11.31) (-10.99) (-12.84)

HighCF 0.06*** 0.04*** 0.05***
(5.24) (9.94) (3.76)

N 47690 47765 47765

PanelB: CashFlow Volatility

HighCFV×Fluidity -0.01 -0.02*** -0.04**
(-1.06) (-3.33) (-2.26)

Fluidity -0.10*** -0.03*** -0.14***
(-7.84) (-7.04) (-8.26)

HighCFV -0.01* 0.01 -0.04***
(-1.87) (1.30) (-3.55)

N 47690 47765 47765
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1. Introduction

China’s corporate bond market has grown exponentially over the past
decade, increasing from 1.89 trillion RMB in 2009 to 32.9 trillion RMB in 2019.
At the end of 2019, the corporate bond market accounted for 33.2 percent of
China’s bond market. According to statistics from the Wind Economic
Database, 58 major issuers in China’s corporate bond market defaulted before
2017, involving 113 defaulted bonds, with a balance of 37.992 billion RMB.
From 2017 to 2019, the number of defaulted issuers increased to 103. This
involved 425 defaulted bonds, and the balance of newly defaulted bonds
reached 343.083 billion RMB. The reasons for the surge in defaults are as
follows. After 2017, because of the impact of intense regulation and a
deleveraging policy, Chinese enterprises’ financing channels narrowed, the
credit risk of firms relying on rolling financing continued to increase, and
default events emerged at an accelerating pace. It is a challenge for highly
leveraged firms to repay their principal and interest amid deterioration of the
external finance environment, which has triggered the largest default wave of
corporate bonds in China.
Our primary focus is predicting corporate bond defaults in China. Corporate

bond defaults have been widely studied. Research can be sorted into three main
categories: structure models, reduced-form models and macroeconomic and/or
accounting-based models. The structure credit model emerged from the options
pricing theory of Black and Scholes (1973) and Merton (1973) and has been
extended.1 The structure model framework identifies key factors driving
corporate bond value. The reduced-form model assumes that corporate bond
defaults satisfy a Poisson distribution, and uses the default strength index to
measure the default risk (Jarrow and Turnbull, 1995; Duffie and Singleton,
1997, 1999). Another reduced-form model assumes that the probability of
credit rating conversion follows the Markov process and constructs a credit
rating transfer matrix to predict the default rate of debt (Jarrow et al., 1997).
Both the structure and reduced-form models predict the probability of future
credit defaults under a specific theoretical framework. The advantage of these
models lies in their minimal dependence on historical default data and their
good foresight. However, these models have two disadvantages. First, they rely
heavily on the validity of the assumptions. Second, the structure model relies on
asset price data, which might not be available for non-listed firms. Other studies
have focused on macroeconomic and accounting-based models. One stream of
literature2 evaluates how credit risk represents systematic risk in the market.
Beaver (1966), Altman (1968), Ohlson (1980) and Beaver et al. (2005) evaluate

1See Black and Cox (1976), Geske (1977), Leland (1994, 2012), Longstaff and Schwartz
(1995), Collin-Dufresne and Goldstein (2001) and Goldstein et al. (2001).

2The research includes Fama and French (1993), Dichev (1998), Chava and Jarrow
(2004), Vassalou and Xing (2004) and Campbell et al. (2008).
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how earnings and accounting ratios (reflecting the sales, expenses, growth and
liquidity of a firm, which indicate its macroeconomic and business environ-
ments) predict the default of corporate bonds.
The primary objective of most models, such as structural, reduced-form or

macroeconomic and accounting models, is to explain corporate bond defaults
within sample, and they often emphasise causal inference. Our objective is
different: we aim to develop a model that can accurately predict corporate bond
defaults out of sample (i.e., a prediction problem). Satchidananda and Simha
(2006) show that the problems of causal inference and prediction, although
related, are fundamentally different. Specifically, causal inference modelling
aims to minimise the bias resulting from model misspecification to obtain the
most accurate representation of the underlying theory. In contrast, the
objective of predictive modelling seeks to minimise the out-of-sample predic-
tion error, that is, the combination of the bias and estimation variance resulting
from using a sample to estimate model parameters. Although causal inference
represents mainstream social science research, Kleinberg et al. (2015) show that
many interesting prediction problems are neglected in the extant business and
economics literature. As shown in Table 1, the actual rate of corporate bond
defaults in 2 years is 0.51 percent, which is a rare event, and 70 percent of firms
are not publicly listed, suggesting that it usually does not have reliable public
information. Our models can effectively predict rare events with a small
number of input variables and have better performance than traditional default
risk models, such as structure or accounting models.
Machine learning (ML) has been widely used in risk modelling, risk

assessment and risk prediction in recent decades. According to Altman et al.
(1994), combining traditional models, such as logit and probit regression
models, significantly improves default predictability. Figini et al. (2017)
propose an ML technique for credit risk estimation. Khandani et al. (2010)
construct an ML nonlinear nonparametric forecasting model of consumer
credit risk, which significantly improves the model’s accuracy. Kim and Sohn
(2004) apply a neural network model and improve the classical credit scoring
models. Wang and Huang (2009) and Xu et al. (2014) use a neural network
model for risk assessment and risk forecasting. Yu (2011) shows that ML
technology helps assess the risk of complex projects. The ML technique is
useful for improving model accuracy, especially when the credit market’s
complexity increases.
This study uses two typical default risk ML models as benchmarks. The

linear support vector machine (SVM) model and kernel support vector machine
(KSVM) model with a financial kernel that maps raw financial data into a
broader set of ratios within the same year and changes in ratios across different
years. Our proposed default prediction model differs from both these
benchmark models in two key ways. First, we use ensemble learning, a state-
of-the-art ML paradigm, to predict corporate bond default. Although ensemble
learning has been successfully applied in many other fields (Zhou, 2012), ours is
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the first study to apply the method to a finance setting with a severe class
imbalance problem, namely, rarity of corporate bond default (see Table 1).
Whether ensembling models outperform traditional models is an empirical
question. Our results suggest that ensemble learning, if properly used, is more
powerful than SVM or KSVM for the purpose of corporate bond default
prediction.
Second, we adopt models first using multiple ML models for feature

engineering, which pick up the most important features (the so-called

Table 1

Default status categorised by listed status, ownership structure and Wind primary industry classifier

Default Non-default Default rate

Panel A: Default status within period

0.5 years 20 39,538 0.05%

1 year 59 39,499 0.15%

1.5 years 115 39,443 0.29%

2 years 202 39,356 0.51%

Panel B: Categorised by listed status

Non-listed 138 27,470 0.50%

Listed 64 11,886 0.54%

Panel C: Categorised by ownership structure

SOEs (Central) 8 4,339 0.18%

SOEs (Local) 22 24,559 0.09%

Public companies 6 580 1.02%

Collective enterprises 4 186 2.10%

Private enterprises 135 8,127 1.63%

Foreign-owned enterprises 8 573 1.37%

Foreign companies 4 318 1.24%

Chinese–Foreign equity joint ventures 15 485 3.09%

Other enterprises 0 189 0.00%

Panel D: Categorised by Wind primary industry classifier

Energy 23 1,415 1.60%

Information technology 21 1,550 1.33%

Consumption staples 16 1,316 1.20%

Material 38 4,492 0.84%

Consumer discretionary 19 3,401 0.55%

Utilities 9 2,257 0.39%

Industrials 67 17,854 0.37%

Financial 6 2,521 0.24%

Health care 1 913 0.10%

Real estate 2 3,590 0.06%

Telecommunication services 0 47 0.00%

The table shows the number of realised default and non-default cases, and the portion of

default cases over the sum of default and non-default cases after the announcement of semi-

annual accounting reports categorised by listed status, ownership structure, firm property,

and Wind primary industry classifier.
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‘importance index’) to predict the default risk and then perform logistic
regression. The benefit of this type of model is that it perfectly combines the
prediction power of complicated ML models (e.g., bagging or boosting models)
with the economic intuition of the logistic model, which allows us to draw
inferences from the models. Prediction power is defined as an area under the
receiver operating characteristics curve (AUC) of the receiver operating
characteristics (ROC) curve greater than 90 percent.
To compare the out-of-sample performance of different default prediction

models, we adopt two performance evaluation metrics. First, since default
status is a binary variable, we can measure the model performance by
constructing a confusion matrix and evaluate the models by its Accuracy,
Precision, Recall and F_Score. A detailed explanation of the criteria is provided
in Section 5. Second, we use the AUC of the ROC curve as a performance
evaluation metric. The AUC is equivalent to the probability that a randomly
chosen fraud observation will be ranked higher by a classifier than a randomly
chosen non-default observation will be ranked. The AUC for random guesses is
50 percent. Therefore, any reasonable default prediction model must have an
AUC higher than 50 percent, and any model with an AUC greater than 80
percent has good prediction power.
To put the performance evaluation of all fraud prediction models on an equal

footing, we require all models to start with a common set of raw financial data.
We used 27 financial ratios or normalised financial variables and 31 dummy
variables as the starting point to evaluate the performance of all default
prediction models.
This study uses bond data in China, namely, 2012–2017 semi-annual and

annual accounting information, for listed and non-listed firms, and predicts the
default risk 2 years after the publication of the accounting report. We first
report the out-of-sample performance results for the two benchmark models.
Using AUC as the performance evaluation metric, we find that the out-of-
sample performance of the two benchmark models is significantly better than
the performance of random guesses. The SVM yields an AUC of 88.72 percent,
and the KSVM model yields an AUC of 91.75 percent. Our models outperform
those of Barboza et al. (2017), whose SVM and KSVMmodels have an AUC of
66 and 90 percent and perform better than the logistic regression and GTBoost
models of Bracke et al. (2019).
The performance of the prediction models increases after we adopt

ensembling models. All ensembling models yield an AUC greater than 90
percent. We first show the result of boosting models, including AdaBoost
(ABC), gradient boosting classifier (GBC) and histogram gradient boost
(HGBC) models. The AUC of the ABC, GBC and HGBC models is 97.53,
94.83 and 94.96 percent, respectively, outperforming the benchmark models.
We then show the performance of the bagging models by combining a simple
learner, such as SVM, logistic regression and neural network with the
bagging classifier. All models have good prediction power. We apply a
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random forest (RF), an extra tree (ET) and two classical bagging models, and
the results show that by using the bagging model, the model’s prediction
power improves. The bagging model combined with a basic learner, such as
SVM, KSVM, multilayer perceptron (MLP) classifier and logistic regression
(LR), yields an AUC greater than 92 percent, which is higher than the AUC
of both benchmark models. The AUC of RF and ET is 97.65 and 96.69
percent, respectively, which is higher than the AUC of both benchmark
models. We apply multiple stacking models that combine the basic learner
(SVM, KSVM, LR and MLP). The model outperforms the baseline model.
We further investigate its performance by combining a stacking model with
boosting and bagging models. The final model that combines the stacking,
boosting and bagging models yields an AUC of 97.89 percent, indicating its
good prediction property.
We find that after using the boosting and bagging methods for feature

engineering, our models outperform the benchmark models. For instance, the
AUC obtained by combining ABC + logistic regression is 92.16 percent, that
by combining the GBC + logistic regression is 91.68 percent, that by combining
RF + logistic regression is 92 percent, and that by combining ET+ logistic
regression is 92.15 percent. Feature engineering provides an intuitive prediction
of what drives corporate bond defaults.
We further investigate the most important features that predict corporate

bond default using the importance index (for details on the method, see
Appendix I). We further investigate the most important features predicting
corporate bond defaults for publicly listed firms, non-listed firms, state-owned
enterprises (SOEs), foreign enterprises and firms before and after China’s
structural reform.
We further compared our result with the traditional credit risk model.

Because of data availability, we analyse the corporate default based on the
model of Merton (1974) and the KMV model (for details on the method, see
Appendix II) and show that our method outperforms traditional structure
models. The remainder of this study is organised as follows. Section 2 presents
the data, samples and variables. Section 3 presents the baseline results and
robustness tests. Section 4 concludes.

2. Empirical analysis

2.1. The measure of default risk

Default risk can be measured as a conditional expectation. Assuming that
there are n observed individuals, given a non-random vector xi, the probability
of a default event of the ith individual is

p xið Þ¼Pðyi ¼ 1jxiÞ¼Eðyi ¼ 1jxiÞ, (1)
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where yi is the state variable of the i
th individual concerning event and xi = {xi1,

xi2, . . ., xik} is a k-dimensional non-random observation vector that may affect
the occurrence of events.
ML algorithms for default rate prediction include SVM, KSVM, boosting,

bagging, stacking, and models combining boosting, bagging, and LR are used
to predict China’s credit bond issuers’ default rate and compare prediction
accuracy. We introduce the mechanism of these models in Appendix I.

2.2. Data and sample selection

We obtained 2012–2017 semi-annual and annual accounting information on
Chinese firms’ debt issuance to construct our explanatory variables. We
downloaded the information on listing status, ownership structure, industry
classifier and credit rating downgrade and constructed a data set of semi-
annual firms. Data were collected from the Wind Economic Database. A total
of 39,558 observations were obtained.
The explanatory variable is the default status of corporate bonds within a

specific period after the observation (financial report). The sample period runs
from July 2012 to December 2019 for the extrapolation prediction. We
calculated the default status of firms at 0.5, 1, 1.5 and 2 years. The default
status is a dummy that equals one if a firm cannot meet interest or principal
payments within the period, and zero otherwise. Panel A of Table 1 shows the
number of realised default and non-default cases and the proportion of default
cases over the sum of default and non-default cases after the announcement of
the semi-annual accounting report for 0.5, 1, 1.5 and 2 years. As the table
shows, the ‘within 2 years’ sample has the highest probability of default.
In this study, credit status in the next 2 years was selected as the prediction

variable. With the improvement of Chinese firms’ financial database and the
increasing number of default events, the default rate within 0.5–1 year can be
calculated to enrich the study’s structure. To capture the variables that affect
the change in firm credit status, this study calculated the default distribution
from three dimensions: listing status, ownership structure, and Wind primary
industry classifier (see Table 1).
Panel B of Table 1 shows the default status of listed and non-listed

companies. The sample number of non-listed companies is about double that of
listed companies, and the default rate of the former is almost the same as that
of the latter. Listed firms can obtain funds through stock issuance or stock-
pledge financing. Their liquidity and debt-paying ability are stronger than those
of non-listed firms, with a lower probability of credit default and sample data in
line with expectations. Therefore, we use ‘Listed’ as a proxy for firms’ access to
external finance. Panel C of Table 1 shows the sample default status by firm
type or ownership structure. Foreign-funded firms, private firms, collective
firms and other non-SOEs have higher default rates. Compared with SOEs,
non-SOEs have insufficient collateral to pledge, have poor financing capacity,
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and have higher probability of default. Panel D of Table 1 shows the industry’s
default status by industry at the first level (arranged by the default rate from
large to small). The default rate of firms in the energy, information technology,
consumer staples and materials industries is higher than that of firms in other
industries.

2.3. Input variables, summary statistics and samples

There are multiple reasons for corporate bond defaults. Goldstein and Pauzner
(2005), Wagner (2007), Gatev et al. (2009), Acharya and Viswanathan (2011),
Acharya et al. (2011), Gorton and Metrick (2012), He and Xiong (2012) and
Acharya and Mora (2015) show that credit risk and liquidity risk influence each
other and affect a bank’s stability. Liquidity risk includes market liquidity risk and
funding liquidity risk. Market liquidity risk refers to the possibility that an asset
cannot be repaid in full as scheduled when it matures. In this case, a firm may be
unable to meet the demand for repaying mature liabilities or for new investments,
which reflects the asset’s liquidity. Funding liquidity risk refers to the possibility
that a firmcannot obtain enoughcashflow in the future to repay thematuringdebt,
which reflects the firm’s financing ability. On the one hand, when the future
liquidity of assets worsens, or financing channels are blocked, firms have difficulty
refinancing, repayment of unmatured debts is at risk, and liquidity risk is
transmitted to credit risk. On the other hand, the increasing credit risk causes
financial institutions to reduce the asset valuation, increases the pressure of
financial institutions to redeemtheir liability, and increases firms’ liquidity risk.For
these reasons, we added five factors (Current Ratio, Acid Ratio, Cash Ratio, Cash
Ratio2 and WCL) that represent liquidity risk in our prediction models. The
definitions of the factors are presented in Table 2.
The trade-off theory of capital structure suggests that firms balance the costs

and benefits of debt to determine an optimal leverage ratio (Gorton and
Metrick, 2012). Leland (1994, 1998) Leland and Toft (1996) and Titman and
Tsyplakov (2007) show that the consequences of leverage ratios for default risk
and prices of defaultable bonds are significant. The trade-off theory of capital
structure shows that fluctuations in firms’ capital structure affect their value in
two ways. Increasing the ratio of debt capital is conducive to increasing firm
value. Financial constraints and agency costs limit the amount of debt
financing, and an excessive debt capital ratio increases the burden of future
interest payments. Weakening solvency causes firms to face higher credit risks.
This means that excessive financial leverage could jeopardise a firm’s solvency.
Therefore, firms have a higher probability of default. For these reasons, we
added 16 factors (Leverage, IBLiability, BSBTA, #IB, #SB, SR) related to firm
solvency risk and capital structure. The definitions of the factors are presented
in Table 2.
Merton (1974), Rendleman (1978), Acharya et al. (2006) and Asvanunt et al.

(2011) show that cash flow and value drive corporate bond defaults, which
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implies that business risk can affect the credit risk of firms. Business risk refers
to the possibility that firms’ future operating cash flow fluctuates because of
changes in the market environment or in production and operation activities,
thereby affecting their market value. When future profitability is unlikely to
generate sufficient operating cash flow, firms need to obtain funds to support
their daily operations and production by cashing in assets or financing. When
business risk is high, we would expect firms to prioritise their daily operations
to maintain liquidity. Firms may have higher liquidity pressure, which increases
their solvency pressure. For these reasons, we added 12 factors (OCF ratio, ICF
ratio, FCF Ratio, OCF Outflow, ICF Outflow, FCF Outflow, OPE, GrowthOR,
ROA, ORoA, ROE and InvTO) related to firm profitability, cash flow
management, and operational ability. The definitions of the factors are
presented in Table 2.
Credit ratings reflect firms’ future solvency. When a firm’s business situation

deteriorates, the rating company considers downgrading its credit ratings.
Therefore, Downgrade can be used as a forecasting indicator. This study used
credit rating information provided by the Wind database. We first converted
the credit rating from AAA, AA+, AA, AA−, A+, A, A−, BBB+, BBB, BBB−,
BB+, BB, BB−, B+, B, B−, CCC, CC and C into ordered integers ranging from
0 to 18; with greater numbers meaning worse credit rating. We then observed
whether the firm has a credit rating downgrading compared to the previous
year. For firms without a change in credit rating or that experience a credit
rating upgrade, Downgrade was set to 0. Downgrade was calculated as follows:

Downgrade¼maxfCreditRatingt�CreditRatingt�1, 0g: (2)

Figure 1 exhibits the histogram between credit rating downgrading and
default risk. The figure shows that the higher the order of credit rating
downgrades in the past year, the more likely the firm will default in the next
2 years. Therefore, this variable should be included in the prediction model.
Corporate bond defaults in China may depend largely on the financial status

of the local government. Some local SOEs have inferior performance and rely
heavily on local government financial support to repay their debt. Therefore, it
is important to consider macroeconomic factors, such as regional per capita
GDP, city construction investment bonds, and local government bonds.
Essentially, our models used 36 financial factors combined with multiple

ordered or dummy variables (e.g., downgrade, listed, ownership structure,
Wind primary industry classifier, and accounting report date dummy). The
total number of input variables is 69. Table 2 lists the factors and their
definitions, and Table 3 presents the summary statistics.
Firms with bond defaults behave differently from firms that satisfy the

continuing operations assumption. For example, the asset–liability ratio of
defaulting firms is larger than that of firms that continue to operate, and the
growth rate of their main business income can be negative. This study took the
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reciprocal of the current ratio and the acid ratio to highlight the short-term
solvency of defaulting firms. To avoid omitting any sample of non-defaulting
firms, we excluded only the extreme value sample of non-defaulting firms. After
removing the outliers, the numerical distribution of all the variables was close
to normal. The effective sample size is 39,558 firms, accounting for 89.89
percent of the original sample. The number of defaulting firms remains
unchanged. We further scaled all the variables to ensure that they fall in the
[0,1] interval using the following transformation:

Xscaled ¼ ðX�minðXÞÞ
ðmaxðXÞ�minðXÞÞ : (3)

To verify the prediction effect, 39,558 firm-year observations were randomly
sampled in the ratio of 7:3 to ensure that the within-group default rates of the
training and testing groups were similar. The sampling distribution is shown in
Table 4, Panel A.

3. Default risk prediction

3.1. Prediction accuracy of models

According to the model’s actual status and predicted status, we can show its
performance using a confusion matrix for a dichotomy problem. Table 5 shows
the format of the confusion matrix. TN denotes the number of firms correctly
classified as non-default firms. TP denotes the number of firms correctly

Figure 1 Default risk and credit downgrading.This figure shows a histogram of default risk and

credit downgrading. The y-axis indicates the probability of default. The x-axis is the level of credit

rating downgrading.
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Table 3

Summary statistics

Count Mean SD Min P25 P50 p75 Max

OPE 39,558 0.98 0.00 0.00 0.98 0.98 0.98 1.00

GrowthOR 39,558 0.22 0.09 0.00 0.18 0.20 0.24 1.00

ORoA 39,558 0.65 0.06 0.00 0.62 0.63 0.65 1.00

ROA 39,558 0.67 0.07 0.00 0.63 0.65 0.69 1.00

ROE 39,558 0.80 0.06 0.00 0.78 0.79 0.83 1.00

InvCurrentRatio 39,558 0.09 0.08 0.00 0.04 0.08 0.12 1.00

InvAcidRatio 39,558 0.08 0.07 0.00 0.03 0.06 0.09 1.00

InvTO 39,558 0.03 0.07 0.00 0.00 0.01 0.02 1.00

Leverage 39,558 0.55 0.17 0.00 0.44 0.57 0.68 1.00

WCL 39,558 0.58 0.24 0.00 0.39 0.59 0.78 1.00

IBLiability 39,558 0.52 0.22 0.00 0.36 0.52 0.69 1.00

Cash Ratio 39,558 0.03 0.04 0.00 0.01 0.02 0.03 1.00

Cash Ratio2 39,558 0.04 0.06 0.00 0.02 0.03 0.05 1.00

Listed 39,558 0.30 0.46 0.00 0.00 0.00 1.00 1.00

OCF Ratio 39,558 0.19 0.01 0.00 0.19 0.19 0.19 1.00

FCF Ratio 39,558 0.75 0.02 0.00 0.74 0.75 0.76 1.00

ICF Ratio 39,558 0.16 0.01 0.00 0.15 0.16 0.16 1.00

Downgrade 39,558 0.00 0.02 0.00 0.00 0.00 0.00 1.00

Local 39,558 0.19 0.19 0.00 0.08 0.14 0.23 1.00

GDPPC 39,558 0.42 0.23 0.00 0.21 0.40 0.59 1.00

City 39,558 0.32 0.20 0.00 0.16 0.26 0.43 1.00

SB13 39,558 0.00 0.01 0.00 0.00 0.00 0.00 1.00

SB35 39,558 0.00 0.02 0.00 0.00 0.00 0.00 1.00

SB57 39,558 0.00 0.01 0.00 0.00 0.00 0.00 1.00

SB710 39,558 0.00 0.02 0.00 0.00 0.00 0.00 1.00

SB10+ 39,558 0.00 0.01 0.00 0.00 0.00 0.00 1.00

BSBTA 39,558 0.00 0.01 0.00 0.00 0.00 0.00 1.00

#IB 39,558 0.01 0.02 0.00 0.00 0.00 0.00 1.00

#SB 39,558 0.00 0.01 0.00 0.00 0.00 0.00 1.00

SR 39,558 0.00 0.01 0.00 0.00 0.00 0.00 1.00

SB3TE 39,558 0.01 0.03 0.00 0.00 0.00 0.00 1.00

SB1TE 39,558 0.00 0.02 0.00 0.00 0.00 0.00 1.00

#SBTL 39,558 0.00 0.02 0.00 0.00 0.00 0.00 1.00

FCF Outflow 39,558 0.32 0.47 0.00 0.00 0.00 1.00 1.00

OCF Outflow 39,558 0.36 0.48 0.00 0.00 0.00 1.00 1.00

ICF Outflow 39,558 0.88 0.33 0.00 1.00 1.00 1.00 1.00

External Guarantee 39,558 0.13 0.33 0.00 0.00 0.00 0.00 1.00

Guarantee 39,558 0.02 0.13 0.00 0.00 0.00 0.00 1.00

Chinese–Foreign Equity Joint Ventures 39,558 0.01 0.11 0.00 0.00 0.00 0.00 1.00

SOEs (Central) 39,558 0.11 0.31 0.00 0.00 0.00 0.00 1.00

SOEs (Local) 39,558 0.61 0.49 0.00 0.00 1.00 1.00 1.00

Public ENTERPRISES 39,558 0.02 0.12 0.00 0.00 0.00 0.00 1.00

Foreign-Owned Enterprises 39,558 0.01 0.12 0.00 0.00 0.00 0.00 1.00

Foreign Enterprises 39,558 0.01 0.09 0.00 0.00 0.00 0.00 1.00

Private Enterprises 39,558 0.22 0.41 0.00 0.00 0.00 0.00 1.00

(continued)
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classified as default firms. FN denotes the number of firms misclassified as non-
default firms. FP denotes the number of firms misclassified as default firms.
Using the information in the confusion matrix, we calculate the Accuracy,

Precision, Recall, and F_Score of the model. Accuracy is a measure of the
proportion of the total sample that correctly predicts the outcomes, calculated
as:

Accuracy¼ TPþTN

TPþFPþTNþFN
: (4)

Precision measures the proportion of real defaults in a sample that predicts
defaults, calculated as:

Precision¼ TP

TPþFP
: (5)

Recall measures the proportion of real defaults that are predicted defaults in
the sample, calculated as:

Recall¼ TP

TPþFN
: (6)

F_score is the harmonic mean of the Recall and the Precision rates, which can
be used to compare the ML model’s prediction accuracy comprehensively; the
higher the value, the higher the prediction accuracy. The F_score formula is as
follows:

Table 3 (continued)

Count Mean SD Min P25 P50 p75 Max

Collective Enterprises 39,558 0.22 0.41 0.00 0.00 0.00 0.00 1.00

IT 39,558 0.04 0.20 0.00 0.00 0.00 0.00 1.00

Utilities 39,558 0.06 0.23 0.00 0.00 0.00 0.00 1.00

Health Care 39,558 0.03 0.16 0.00 0.00 0.00 0.00 1.00

Optional Consumption 39,558 0.09 0.28 0.00 0.00 0.00 0.00 1.00

Industrials 39,558 0.45 0.50 0.00 0.00 0.00 1.00 1.00

Real Estate 39,558 0.09 0.29 0.00 0.00 0.00 0.00 1.00

Consumer Staples 39,558 0.03 0.18 0.00 0.00 0.00 0.00 1.00

Material 39,558 0.11 0.32 0.00 0.00 0.00 0.00 1.00

Energy 39,558 0.04 0.19 0.00 0.00 0.00 0.00 1.00

Finance 39,558 0.06 0.24 0.00 0.00 0.00 0.00 1.00

The table shows the summary statistics for all the variables used in our analysis. All variables

are winsorised at 1 and 99 percent. The variables in our prediction model and their definitions

are shown in Table 2.
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FScore ¼ 2Precision∗Recall
PrecisionþRecall

: (7)

We depict the ROC curve whose y-axis is TPR (Recall) and x-axis is FPR,
calculated as:

Table 4

Default status categorised by training and testing sample

Default Sample size Default rate

Panel A: Training and testing sample (Total)

Training 131 27,690 0.47%

Testing 71 11,868 0.59%

Testing group proportion 30.00% 35.15%

Panel B: Training and testing sample (Pre-reform)

Training 14 7,714 0.18%

Testing 2 3,306 0.06%

Testing group proportion 12.50% 30.00%

Panel C: Training and testing sample (Post-reform)

Training 141 19,976 0.70%

Testing 45 8,562 0.52%

Testing group proportion 24.19% 30.00%

Panel D: Training and testing sample (SOE)

Training 22 20,249 0.11%

Testing 8 8,679 0.09%

Testing group proportion 26.67% 30.00%

Panel E: Training and testing sample (Non-SOE)

Training 106 7,441 1.40%

Testing 66 3,189 2.02%

Testing group proportion 38.37% 30.00%

Panel F: Training and testing sample (Listed)

Training 44 8,365 0.52%

Testing 22 3,585 0.61%

Testing group proportion 33.33% 30.00%

Panel G: Training and testing sample (Non-listed)

Training 95 19,325 0.49%

Testing 43 8,283 0.52%

Testing group proportion 31.16% 30.00%

Panel H: Training and testing sample (Foreign)

Training 19 982 1.90%

Testing 8 421 1.86%

Testing Group Proportion 29.63% 30.00%

Panel I: Training and testing sample (Non-foreign)

Training 125 26,708 0.47%

Testing 50 11,447 0.43%

Testing group proportion 28.57% 30.00%

The table shows the number of realised default and non-default cases, the default rate, and

tested group proportion within each sub-sample, training and testing groups.
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TPR Recallð Þ¼ TP

TPþFN
: (8)

FPR¼ FP

FPþTN
: (9)

We then calculate the area under the ROC curve (denoted as AUC). For a
given sample, we aim to maximise the proportion of firms that are correctly
predicted to default and to minimise the proportion of firms that are mistakenly
predicted to default but do not in reality. The higher the AUC, the better the
predicted performance of the model. The AUC shows the probability of the
model ranking a random positive category sample (default) on top of a random
negative category sample (non-default). The optimal ML model is selected by
combining AUC and Recall.

3.2. Ensembling model

The traditional model usually selects one of the basic ML models to fit the
data. This strategy may lead to problems if the best model is unknown. The
model may lose some of the information in the data through an arbitrary
selection of the models. To address this problem, we use the ensembling model
method. For example, buying a car entails multiple decision-making processes.
The purchaser can listen to friends’ suggestions, discuss the matter with an
expert, or use a search engine, and, by learning from different processes, finally
selects a car. The ensembling process is similar to this learning process. By
correctly assembling weak learning (friends’ suggestions, expert suggestions
and search engine recommendations) and learning from this process, the
purchaser can finally make a decision. By considering multiple models, the ML
model usually performs better than the traditional weak learning process,
because it considers the model uncertainty without losing information.
Table 6 shows the performance of the ensembling model and our benchmark

models. We first use the boosting and stacking models for analysis. The process

Table 5

Confusion matrix

Non-default in prediction Default in prediction

Non-default in reality TN FP

Default in reality FN TP

The table shows the format of the confusion matrix. TN denotes the number of firms

correctly classified as non-default firms. TP denotes the number of firms correctly classified as

default firms. FN denotes the number of firms misclassified as non-default firms. FP denotes

the number of firms misclassified as default firms.
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of AdaBoost assigns the same initial weight to each sample. After each round
of learner training, each sample’s weight is adjusted according to its
performance to increase the weight of the misclassified sample. In this way,
more attention can be paid to samples with mistakes in the past. According to
this process, learners are repeatedly trained and, finally, the weighted average
of the learner is computed. The model needs to be weighted. Therefore, the
SVM and neural network cannot be used as boosting models. Stacking
regression is an integrated learning technique that combines multiple regression
models with a meta-regressor. Moreover, each base regression model must use
the complete training set when training, and the output of each base regression
model in the integrated learning process becomes the input of the meta-
regressor as the meta-feature. The meta-regressor ensembles the meta-features
and uses them to predict the outcome. Panel A of Table 6 shows the model
performance of the boosting and stacking models and Figures 2 and 3 shows
their ROC curves.
All boosting models yield an AUC greater than 94 percent, which is far

greater than the AUC of 88.72 and 91.75 percent for the benchmark models.
The AUC of the ABC model is greater than 97 percent, indicating its good
prediction power. All stacking models yield an AUC greater than 94 percent,
which is greater than the AUC of 88.72 and 91.75 percent for the benchmark
models. We also observe that the higher the number of models added to the
stacking models, the higher the prediction power of the models. The final
stacking model yields an AUC of 97.89 percent by combining the SVM, MLP,
LR, KSVM, ABC, GBC, RF and ET models with a max voting classifier.

Figure 2 ROC curve of boosting models.This figure shows the ROC curve of the boosting models.

This figure shows the ROC curve of ABC, GBC, HGBC, and the benchmark SVM and KSVM

models. The y-axis indicates TPR (recall rate), which is the proportion of real defaults that are

predicted to default. The x-axis is the FPR, which is the proportion of non-default firms that are

falsely predicted as default firms. AUC is the area under the curve.
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We further consider using the bagging method to ensemble the models.
Typical bagging methods are the RF and ET, random sampling from the
training data set, training a different model separately, and ensembling all the
training outcomes when predicting the outcomes. Panel B of Table 6 shows the
model performance of bagging models and Figure 4 shows their ROC curves.
All bagging models have an AUC greater than 92 percent, which is greater

than the AUC of 88.72 and 91.75 percent for the benchmark models. The table
shows that in combination with the bagging classifier, the prediction power of
our benchmark models increases. The model that combines SVM with the
bagging classifier yields an AUC of 92.54 percent, and the model that combines
the KSVM with the bagging classifier yields an AUC of 93.58 percent. We
further test two bagging methods, RF and ET, which are based on the decision
tree (DT) and bagging models. The RF model yields an AUC of 97.65 percent,
and the ET model yielded an AUC of 96.69, indicating that it has good
predictive power for corporate bond defaults.

3.3. Feature engineering

Feature engineering allows us to extract important features from the original
data and to use them as inputs for multiple ML models. We use the ABC,
GBC, RF and ET models to extract important features and combine them with
an LR model. Our model is similar to a stacking model. The difference is that a
stacking model allows us to combine the output of multiple models. This model

Figure 3 ROC curve of max voting classifier (stacking) models.This figure shows the ROC curve

of the stacking model whose final prediction model is a max voting classifier. We use a max voting

classifier combined with SVM, KSVM, LR and MLP classifiers as our benchmark for stacking

models and further combined with the ABC, GBC, RF and ET models. The y-axis indicates TPR

(recall rate), which is the proportion of real defaults that are predicted to default. The x-axis is the

FPR, which is the proportion of non-default firms that are falsely predicted as default firms. AUC is

the area under the curve.
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can combine only one model with an LR model. However, our model allows us
to extract important features from the importance index, which provides
further insight into what predicts the default. Figure 5 shows the ROC curve,
and Table 7 shows the model performance.
The model combining ABC, GBC, RF and ET with the LR model performs

better than our benchmark SVM and KSVM models. All models yield an
AUC greater than 91 percent, indicating good prediction quality. Table 8
shows the top 10 important features of ML models for default prediction. The
ABC model places a heavy weight on secured bonds under 3 years/total equity,
while other influencing factors are not paramount with these factors. The
remaining three models rank InvTO, IBLiability, Leverage, WCL and ROA in
the top 10 important corporate bond default prediction factors covering
liquidity risk, capital structure and firm profitability. Two of the models rank
ROE, InvAcid Ratio and GDPPA in the top 10 important factors of corporate
bond default prediction, showing that macroeconomic factors have strong
power for default prediction.

3.4. Cross-sectional heterogeneity

3.4.1. Structural reform

In 2015, considering the over-leveraged situation for most industrial firms,
the Chinese government decided to cut excessive industrial capacity, reduce the
leverage of firms, lower corporate costs, improve the weaknesses of enterprises,

Figure 4 ROC curve of bagging models.This figure shows the ROC curve of the bagging and

benchmark models. This figure shows the ROC curve of the bagging classifier combined with SVM,

KSVM, LR, MLP and DT (RF and ET models) and the benchmark SVM and KSVM models. The

y-axis indicates TPR (recall rate), which is the proportion of real defaults that are predicted to

default. The x-axis is the FPR, which is the proportion of non-default firms that are falsely

predicted as default firms. AUC is the area under the curve.
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and start a supply-side structural reform. Our study investigates the structural
changes in corporate bond defaults before and after the supply-side structural
reform. Panel C of Table 4 shows the default status for the training and testing
groups of pre-reform firms.
We observe that the within-sample default rates are different between

training and testing samples. The testing group proportion of the default group
differs from that of the non-default group, and the testing group has only two
default observations, imposing a huge challenge for our ML model’s prediction
power. Regardless of the challenge, most of our ML models maintain good
performance. As shown in Panel A of Table 9 and Figure 6, the AUCs of all
our benchmark models and bagging models are greater than 91 percent.

Figure 5 ROC curve of boosting and bagging models combined with logistic regression.This

figure presents the ROC curve of the logistic regression model using the random forest for data

selection, the RF model, and KSVM model. The y-axis indicates TPR (recall rate), which is the

proportion of real defaults that are predicted to default. The x-axis is the FPR, which is the

proportion of non-default firms that are falsely predicted as default firms. AUC is the area under

the curve.

Table 7

Performance of feature engineering models

Prediction performance criteria SVM KSVM ABC+LR GBC+LR RF+LR ET+LR

Accuracy 0.82 0.76 0.82 0.81 0.82 0.82

Precision 0.03 0.02 0.03 0.03 0.03 0.03

Recall 0.79 0.90 0.86 0.89 0.86 0.87

F_Score 0.05 0.04 0.05 0.05 0.05 0.06

AUC 88.72% 91.75% 92.16% 91.68% 92.00% 92.15%

The table shows the predictive performance of logistic regression, after feature engineering by

the ABC, GBC, RF and ET models.
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Table 9

Performance of ensembling models for corporate bond default before and after structural reform

Ensembling method
Benchmark Boosting Bagging

Prediction performance criteria SVM KSVM ABC GBC RF ET

Panel A: Before structural reform

Accuracy 0.05 0.70 1.00 0.99 0.79 0.75

Precision 0.00 0.00 0.25 0.00 0.00 0.00

Recall 1.00 1.00 0.50 0.00 1.00 1.00

F_Score 0.00 0.00 0.33 0.00 0.01 0.00

AUC 93.30% 98.71% 74.95% 24.89% 91.21% 99.50%

Panel B: After structural reform

Accuracy 0.52 0.76 0.99 0.73 0.71 0.80

Precision 0.01 0.02 0.75 0.02 0.02 0.03

Recall 0.93 0.93 0.07 0.89 1.00 1.00

F_Score 0.02 0.04 0.12 0.03 0.03 0.05

AUC 84.46% 90.52% 97.53% 90.74% 96.97% 97.74%

Panel C: State-owned enterprises (SOEs)

Accuracy 0.00 0.68 1.00 0.90 0.78 0.73

Precision 0.00 0.00 0.00 0.00 0.00 0.00

Recall 1.00 0.88 0.00 0.50 1.00 0.88

F_Score 0.00 0.01 0.00 0.01 0.01 0.01

AUC 91.99% 92.35% 49.92% 71.46% 96.11% 87.74%

Panel D: Non-state-owned enterprises (Non-SOEs)

Accuracy 0.02 0.73 0.98 0.60 0.69 0.74

Precision 0.02 0.06 0.60 0.04 0.06 0.06

Recall 1.00 0.83 0.14 0.77 0.89 0.85

F_Score 0.04 0.11 0.22 0.07 0.11 0.12

AUC 81.15% 83.23% 91.16% 76.71% 88.40% 89.59%

Panel E: Listed

Accuracy 0.42 0.77 0.99 0.79 0.69 0.70

Precision 0.01 0.02 0.08 0.02 0.02 0.02

Recall 0.95 1.00 0.05 0.80 0.05 1.00

F_Score 0.02 0.05 0.06 0.04 0.03 0.04

AUC 93.68% 96.14% 52.33% 87.81% 94.18% 97.37%

Panel F: Non-listed

Accuracy 0.26 0.55 0.99 0.80 0.71 0.80

Precision 0.01 0.01 0.33 0.02 0.02 0.02

Recall 0.98 0.98 0.02 0.88 1.00 1.00

F_Score 0.01 0.02 0.04 0.04 0.03 0.05

AUC 88.85% 94.87% 97.15% 92.61% 97.65% 98.26%

Panel G: With foreign investment

Accuracy 0.29 0.79 0.98 0.85 0.72 0.78

Precision 0.03 0.08 0.46 0.11 0.06 0.08

Recall 1.00 1.00 0.75 1.00 1.00 1.00

F_Score 0.05 0.15 0.57 0.21 0.12 0.15

AUC 97.12% 99.30% 86.65% 97.44% 99.94% 100%

Panel H: Without foreign investment

(continued)
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The boosting model performance is less satisfactory, but the AUC of the
ABC model is greater than 70 percent. Considering that the intragroup default
rate and testing group proportion are imbalanced, the outcome is acceptable.
Panel A of Table 10 shows the importance index for our models for pre-reform
firms’ default prediction.
Four models ranked the OROA and OCF ratio, and three models ranked the

FCF ratio and ROE as important factors of corporate bond default. This shows
that operational risk and firm cash flow management were the key factors in
corporate bond default prediction before the structural reform. The two models
ranked the ICF ratio, ROA, IBLiability, Leverage, Downgrade, Cash Ratio,
SOE (Local) and City in the top 10 important factors of corporate bond
default. The results show that cash flow management, capital structure, credit
rating, liquidity risk, firm ownership and macroeconomic factors have strong
power to predict corporate bond default.
For post-reform firms, Panel D of Table 4 shows the default status for the

training and testing groups of pre-reform firms. The testing group proportion
and intragroup default status are similar. Additionally, as shown in Panel B of
Table 9 and Figure 6, all of our models have an AUC greater than 84 percent,
showing their good prediction power for corporate bond defaults.
We observe that the SVM and KSVM models perform well in the pre-reform

sample but less so in the post-reform period. On the contrary, the boosting
models perform well in the post-reform period, but less so in the pre-reform
period. This finding indicates that our benchmark performs well in tackling the
imbalance sample. Furthermore, in both the pre-reform and post-reform
samples, our bagging models RF and ET yield good results with an
AUC greater than 90 percent. This indicates that the bagging method may

Table 9 (continued)

Ensembling method
Benchmark Boosting Bagging

Prediction performance criteria SVM KSVM ABC GBC RF ET

Accuracy 0.58 0.78 0.97 0.76 0.78 0.84

Precision 0.01 0.02 0.10 0.02 0.02 0.02

Recall 0.98 0.86 0.72 0.88 0.92 0.94

F_Score 0.02 0.03 0.17 0.03 0.04 0.05

AUC 89.61% 90.31% 94.26% 90.77% 95.38% 96.36%

The table shows the predictive performance of multiple ensembling models. Panel A exhibits

the benchmark, boosting and stacking models. The boosting model includes the ABC, GBC

and HGBC models. The stacking model uses the SVM, MLPClassifier (MLP) with 1 hidden

layer, LR and KSVM models as the benchmark stacking model, and further adds ABC,

GBC, RF and ET to the stacking model. We combine the bagging classifier with the SVM,

KSVM, MLP, ABC and GBC models.
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have good universality and robustness for different samples. Panel B of
Table 10 shows the importance index for our models for post-reform firm
default prediction.
The three models rank IBLiability, InvTO and WCL among the top 10

important factors for corporate bond default. The results show that capital
structure, operational risk and liquidity risk are strong predictors of corporate
bond defaults in the post-reform period in China. The two models rank InvAcid
Ratio, Cash Ratio2, OROA, ICF Ratio, Leverage, Downgrade, GDPPA, Local
and Private Enterprises as the top 10 important factors of corporate bond
default prediction. The results show that liquidity risk, operational risk, cash
flow management, capital structure, credit rating, macroeconomic factors and
firm ownership structure have strong predictive power for corporate bond
defaults.

3.4.2. State-owned enterprises

China has the largest group of SOEs globally. As Table 1 shows, SOEs
comprise 66 percent of our sample. What is the difference between SOEs and
non-SOEs in terms of predicting default risk? Panel D of Table 4 shows the
default status for the training and testing groups of SOEs. The testing group
proportion and intragroup default status are similar. As shown in Panel C of
Table 9 and Figure 7, our benchmark models and bagging models all have an
AUC greater than 80 percent.

Figure 6 ROC curve of firms before and after structural reform.This figure shows the ROC curve

of the ABC, GBC, RF and ET models for firms before and after structural reform. The y-axis

indicates TPR (recall rate), which is the proportion of real defaults that are predicted to default. The

x-axis is the FPR, which is the proportion of non-default firms that are falsely predicted as default

firms. AUC is the area under the curve.
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The boosting model performance is less satisfactory, but the AUC of the
GBC model is greater than 70 percent. Considering that we had few sample
observations, the outcome is acceptable. Panel C of Table 10 shows the
importance index for our models for SOE default prediction.
Four models ranked IBLiability and Leverage among the top 10 important

factors for corporate bond default. The results show that capital structure is a
strong predictor of corporate bond defaults for SOEs in China. Three models
ranked ICF Ratio, OROA, ROE and FCF Ratio among the top 10 important
corporate bond default prediction factors. The results show that operational
risk and cash flow management have strong predictive power for corporate
bond defaults. The two models ranked BGBTA, Cash Ratio and GDPPA
among the top 10 important corporate bond default prediction factors. The
results show that liquidity risk, capital structure and regional development are
strong predictors of corporate bond defaults by SOEs in China.
For non-SOEs, Panel E of Table 4 shows the default status for the training

and testing groups of pre-reform firms. The testing group proportion and
intragroup default status are similar. Additionally, as shown in Panel D of
Table 9 and Figure 7, all our models have an AUC greater than 80 percent.
For both SOEs and non-SOEs, our bagging models RF and ET yield good

results with an AUC greater than 90 percent. This indicates that the bagging
method may have good universality and robustness for different samples.
Panel D of Table 10 shows the importance index for our models for post-
reform firm default prediction.
Three models ranked Cash Ratio2, Cash Ratio, WCL, ROE, InvTO and

Downgrade among the top 10 important corporate bond default prediction
factors for non-SOEs. The results show that non-SOE corporate bond defaults
may largely be explained by a lack of liquidity and poor firm performance. The
two models ranked SR, OROA, GrowthOR, InvCurrent Ratio and GDPPA
among the top 10 important corporate bond default prediction factors. The
results further strengthen the argument in this section, and show that regional
development and capital structure are strong predictors of corporate bond
default for non-SOEs in China.

3.4.3. Listed and non-listed firms

Our study investigates the default status of listed and non-listed firms.
Panel F of Table 4 shows the default status for the training and testing groups
of listed firms. The testing group proportion and intragroup default status are
similar. As shown in Panel E of Table 9 and Figure 8, our benchmark models
and bagging models all have an AUC greater than 90 percent.
The boosting model performance is less satisfactory, but the AUC of the

GBC model is 87.81 percent. Considering that there were few observations in
our sample, the outcome is acceptable. Panel E of Table 10 shows the
importance index for our models for predicting listed firms’ defaults.
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The three models ranked OCF Ratio, OROA, GrowthOR, IBLeverage and
WCL among the top 10 important corporate bond default prediction factors.
The results show that operational risk and cash flow management have strong
predictive power for listed firm defaults. The two models ranked Leverage,
InvAcid Ratio, Cash Ratio, Cash Ratio2, FCF ratio, ICF Ratio, ROE and
GDPPA among the top 10 important corporate bond default prediction
factors. The results show that liquidity risk, cash flow management, profitabil-
ity and regional development are strong predictors of corporate bond default
for listed firms in China.
For non-listed firms, Panel G of Table 4 shows the default status for the

training and testing groups of non-listed firms. The testing group proportion
and intragroup default status are similar. Additionally, as shown in Panel F of
Table 9 and Figure 8, all our models have an AUC greater than 80 percent.
For both the listed and non-listed samples, our bagging models RF and ET

yield good results with an AUC greater than 90 percent. The results indicate
that the bagging method may have good universality and robustness for
different samples. Panel F of Table 10 shows the importance index for our
models for non-listed firm default prediction.
The three models ranked Cash Ratio2, Cash Ratio, WCL, IBLeverage and

Leverage among the top 10 important corporate bond default prediction
factors for non-listed firms. The results show that non-listed firms’ corporate
bond defaults may largely be explained by a lack of liquidity and over-
leveraging. The two models ranked InvCurrent Ratio, InvAcid Ratio, GDPPA,
InvTO, ROA, ROE and GDPPA among the top 10 important corporate bond

Figure 7 ROC curve of enterprises with SOEs and non-SOEs.This figure shows the ROC curve of

the ABC, GBC, RF and ET models for SOEs and non-SOEs. The y-axis indicates TPR (recall rate),

which is the proportion of real defaults that are predicted to default. The x-axis is the FPR, which is

the proportion of non-default firms that are falsely predicted as default firms. AUC is the area

under the curve.
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default prediction factors. The results further strengthen the argument in this
section and show that regional development, firm profitability and operating
risk are strong predictors of corporate bond default for non-listed firms in
China.

3.4.4. Foreign and non-foreign firms

Our study investigates the default status of foreign and non-foreign firms.
Panel H of Table 4 shows the default status for the training and testing groups
of foreign firms. The testing group proportion and intragroup default status are
similar. As shown in Panel G of Table 9 and Figure 9, our benchmark models,
boosting and bagging models all have an AUC greater than 85 percent.
Additionally, our ET model yields a 100 percent AUC, suggesting that it
perfectly predicts corporate bond defaults of foreign firms in China.
Panel G of Table 10 shows the importance index for our models for foreign

firms’ default prediction. Four models ranked Cash Ratio2 among the top 10
important factors for corporate bond default prediction. The results show that
firm liquidity strongly predicts listed firms’ default. Three models ranked
InvTO, WCL and InvAcid Ratio among the top 10 important corporate bond
default prediction factors. The results show that liquidity risk and operating
risk are strong predictors of corporate bond defaults for listed firms in China.
The two models ranked InvCurrent Ratio, Cash Ratio, Leverage, GB3TE, SR,
OROA, ROA, ROE and City among the top 10 important factors of corporate
bond default prediction. The results show that liquidity risk, capital structure,

Figure 8 ROC curve of listed enterprises and non-listed enterprises.This figure shows the ROC

curve of the ABC, GBC, RF and ET models for listed and non-listed firms. The y-axis indicates

TPR (recall rate), which is the proportion of real defaults that are predicted to default. The x-axis is

the FPR, which is the proportion of non-default firms that are falsely predicted as default firms.

AUC is the area under the curve.

© 2021 Accounting and Finance Association of Australia and New Zealand

Z. Lu, Z. Zhuo/Accounting & Finance 33



profitability and local government financial status are strong predictors of
corporate bond defaults for foreign firms in China.
For non-foreign firms, Panel I of Table 4 shows the default status for the

training and testing groups of non-foreign firms. The testing group proportion
and intragroup default status are similar. Additionally, as shown in Panel H of
Table 9 and Figure 9, all our models have an AUC greater than 80 percent.
For both listed and non-foreign samples, our bagging models RF and ET

yield good results with an AUC greater than 90 percent. This indicates that the
bagging method may have good universality and robustness for different
samples.
Panel H of Table 10 shows the importance index for our models for non-

foreign firm default prediction. Three models ranked OROA, ROE and
IBLeverage among the top 10 important corporate bond default prediction
factors for non-foreign firms. The results show that non-foreign firms’
corporate bond defaults may largely be explained by operating risk and
capital structure. The two models ranked Leverage, InvCurrent Ratio, Cash
Ratio2, WCL, InvTO, ROA and GDPPA among the top 10 important
corporate bond default prediction factors. The results further strengthen the
argument in this section and show that regional development and liquidity risk
are strong predictors of corporate bond defaults for non-foreign firms in China.

3.4.5. Industry heterogeneity

Regarding industry heterogeneity, we provide a model for representa-
tive industries (information technology, materials, energy and industrial).

Figure 9 ROC curve of enterprises with and without foreign investment.This figure shows the

ROC curve of the ABC, GBC, RF and ET models for firms with and without foreign investment.

The y-axis indicates TPR (recall rate), which is the proportion of real defaults that are predicted to

default. The x-axis is the FPR, which is the proportion of non-default firms that are falsely

predicted as default firms. AUC is the area under the curve.
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The solvency and liquidity risk and credit rating downgrading for each
type of industry are found to have a significant positive prediction power
on the default rate, and this conclusion is consistent with the results of
the main sample. However, there are differences in the adverse prediction
criteria for the default rates in different industries. Among them, the
accessibility of external finance and FCF in the material industry and the
energy industry’s profitability are effective negative criteria for default
rate prediction.

3.4.6. Traditional credit risk model

We further analyse the performance of traditional credit risk models.
Reduced-form models are usually used for analysing the default status of asset
portfolios. They assume that the default status of individual firms is
unpredictable and each default event is independent and exogenous. They
assume that the default probability satisfies a certain distribution, and it can be
used to calculate the default probability of a portfolio. Our paper focuses on
analysing the default status of the individual entity or the default event. Thus, it
is not suitable to use a reduced-form model and compare its performance with
our models.
In contrast, structure models are more suitable as the benchmark of our

models, as they assume that the probability of default is endogenously
determined by firm performance. The widely used structure models include
CreditMatrics, IRB models, Merton distance-to-default, and the KMV model.
The input to the CreditMatrics and IRB models require loss-given default data,
which is not public disclosed. We only provide the result for the KMV model as
it extends Merton’s model by considering the debt structure of the firms.
Details of the KMV model are presented in Appendix II.
The KMV model is established on the availability of stock market data, and

we have 6,684 firm-year observations that have corresponding distance-to-
default measures. The default status and the model performance matrix are
shown in Table 11.
If the EDF of DD is greater than 0.5, we consider it to have a high

probability of default. The distance-to-default model estimates that there are
461 annual default events during our sample period. However, the realised
default event number is 0. The recall rate of the KMV model is 0.00 with AUC
also at 0, indicating its poor prediction ability. We further increase the shed
hold of default EDF to 0.95. The predicted number of defaults based on the
KMV model remains unchanged. The KMV model overestimates the default
status of Chinese firms. Multiple explanations exist for this phenomenon.
Firstly, in China, getting publicly listed is difficult. Once the firm goes public, it
is unlikely for them to be financially constrained. Access to the public market is
a strong signal for the corporate bond investor, who will continue offering
money unless the firm has defaulted. The publicly listed firm can quickly
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leverage up to a high level, even if it cannot pay the principal of the debt.
Firms can continue borrowing new short-term debt to finance their corporate
bond. Secondly, large listed firms, no matter whether an SOE or a non-SOE,
usually create various job opportunities for local government. Sometimes the
firm can even hijack the local government to provide subsidiaries for
maintaining the stability of the financial market and local economic growth.
The default of the listed non-SOE Evergrande is the typical example. On 24
September 2020, Evergrande urged the Guangdong government to support
major asset restructuring. The firm threatened the government that if the
restructuring could not complete on schedule, the firm would be bankrupt and
threatened that its bankruptcy could bring in huge systemic risks to the
financial market. Because of its mature bankruptcy law and the political
nature, this situation is unlikely to occur in the United States. Firms may have
a hidden buffer from local government financial support for corporate bond
default.

3.4.7. Robustness test

We analyse multiple training and testing groups using different random seeds
to generate different random training and testing groups. The results show that
solvency risk and credit downgrading are effective positive indicators of
corporate default rate forecasts, and the profitability and accessibility of
external finance are effective negative indicators of corporate default rate
prediction. Operating ability and cash flow management ability are not strong
predictors of the default rate for our main sample. The variables selected in the
model may vary within the primary categories. For instance, some of the
random samples choose IBLiability as the variable that enters the model, while
others choose Leverage. The outcome is that some of the variables are strongly
correlated with other variables with similar information content and impor-
tance for credit risk prediction. This variation does not affect the accuracy and
interpretability of the prediction. Moreover, independent of the drawn training
set, the recall rate and AUC are above 85 and 90 percent, respectively. The
robustness results indicate the model’s strong predictive power.

4. Conclusion

In 2018, China’s corporate bond market experienced an unexpected historical
wave of corporate bond default, which was difficult to predict. Hence, an
important area of finance research is developing effective models for corporate
bond default prediction, which limits the damage of default. This study aims to
develop a new out-of-sample default prediction model based on a sample of
public and private firms over the period January 2012 to December 2019.
In adherence to existing research, we use only readily available financial data

as input in fraud prediction. However, we depart from most existing research in
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finance in several important ways. First, we predict fraud out-of-sample rather
than explain fraud determinants within the sample. Second, we use ensemble
learning, one of the state-of-the-art paradigms in machine learning, for fraud
prediction rather than the commonly used logit regression. Finally, we attempt
to extract the most influential factors that predict the corporate bond default.
Our study explained different sample periods and different enterprises (listed,

non-listed, SOEs, non-SOEs, foreign and non-foreign firms), the majority of
which have good prediction power. Our models can effectively predict rare
events with a small number of input variables and have better performance
than traditional default risk models, such as structure models or accounting
models.
Because of the data availability of the private firms, we limit our empirical

analyses to 58 factors. As the 58 data items represent only a small fraction of
the hundreds of possible raw financial data items emerging from the accounting
system, our study could be further extended using other available accounting
information or using international data to predict corporate bond default. We
do not rule out the possibility that better default prediction models could be
developed by performing a more systematic and theory-driven selection of
model input from hundreds of readily available financial data items.
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Appendix I

Default risk model based on machine learning

Logistic regression model

The logistic regression model is the most common generalised linear
probability classifier. It uses the sigmoid function to map the linear model
with a range of ð�∞, ∞Þ to ð0, 1Þ, and the output result is the probability value
of the predicted event:

ln
Pfy¼ 1g
Pfy¼ 0g¼ β0þβ1xþ :::þβkxk, (A1)

Pfyi ¼ 1jxig¼ 1

1þ e�ðβ0þβ1xþ:::þβkxkÞ : (A2)

The advantage of logistic regression lies in coefficients’ explanatory ability
and better robustness under the uncertain distribution hypothesis. Therefore,
the logistic regression model is widely used in research to predict the credit
default rate. Unlike the structure model, the logistic model can incorporate
both financial and non-financial factors for predicting default. While financial
ratios capture firm-specific information, the non-financial factors help evaluate
firms’ links with macroeconomic factors. Logit or probit models have been
widely used to analyse firm failure (Chesser, 1974; Martin, 1977; Ohlson, 1980;
Zavgren, 1985; Lennox, 1999; Westgaard and Van der Wijst, 2001; Grunert
et al., 2005). However, they are country specific; thus, they might not consider
the heterogeneity of country differences. Additionally, different industries have
different risk characteristics that must be considered.

Kernel support vector machine

Vapnik and Lerner (1963) state that SVM has been widely used in pattern
recognition, such as portrait recognition and text classification. SVM is a
generalised linear classifier with a binary classification of data according to
supervised learning. It uses the hinge loss function to calculate risk and adds
regularisation to the solving system tooptimise structural risk. Therefore, the SVM
classifier is sparse and robust (Girosi, 1998; Suykens et al., 2002; Liu et al., 2011;
Tanveer, 2015). In empirical application, Wang and Ma (2012) study Chinese
firms’ credit risk; however, their sample is limited and does not include non-listed
firms. Huang et al. (2004) study default risk in Taiwan and the US using SVMand
find that SVM has high prediction accuracy. Danenas et al. (2011) calculate
corporate credit risk using multiple linear SVM estimation methods based on US
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service companies’ financial data during 2005–2007. When faced with linear
inseparability, traditional SVMcannot effectively distinguish positive andnegative
classes by a hyperplane. Boser et al. (1992) apply the kernel method to the SVM
model for the first time and obtain a nonlinear KSVM. The basic idea of KSVM is
based on the kernel function. The nonlinear fractional data can be mapped from
the original variable space toahigher-dimensionalHilbert space, and can then take
the inner product to achieve linear separability. Kernel functions operate in high-
dimensional and implicit variable spacewithout computing the coordinates of data
in the space, and thus, they have the advantages of low computational complexity
and high computational efficiency. Wei et al. (2007) study the application of a
kernel mixed SVM model in credit risk assessment using credit data of US
commercial banks and prove that the SVMmodel has higher efficiency and better
predictability than traditional SVMmodels.

Decision tree

A DT is a commonly used classification and regression method. In the DT
model, the variable value is evaluated at each level. The information gain (or
Gini index) is used to select the classification attribute, and the classification
process is completed by bifurcating layer by layer until the end of the leaf node.
The advantages of DTs are improved model intuition and speed of classifi-
cation. Satchidananda and Simha (2006) use a DT model for analysing credit
risk and show that DT classifiers produce good results with parsimonious
models. However, DT has the following obvious disadvantage: the process is
based on a greedy algorithm. A DT derived from a training set allows excessive
fitting to obtain higher prediction accuracy, with too many nodes and poor
generalisation ability. To solve the overfitting problem, Breiman (2001) and
Lunetta et al. (2004) propose a tree-based integrated ML method, the RF. The
basic principle of stochastic forest modelling is to construct multiple DT using
random resampling and node random splitting techniques and to obtain the
prediction results using a tree classifier. RFs can deal with high-dimensional
variable input samples (without dimension reduction). Additionally, RFs have
good robustness and specialise in handling noisy and missing data. They
maintain a high learning speed when proceeding with a large database and
offer a so-called variable importance index, which can be used to rank variables
according to their predictive abilities (Breiman, 2001; Lunetta et al., 2004; Xu
et al., 2012; Ao et al., 2019). RFs have been widely used in various problems of
classification, prediction, variable selection and outlier detection in recent years
based on their advantages.

Importance index

A boosting or bagging algorithm can improve the predictive robustness of
models and rank the importance of variables and assist other models in variable
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selection. Schwarz et al. (2010), Wright and Ziegler (2017) and Janitza et al.
(2018) discuss the application of the RF variable selection method in high-
dimensional data. Cadenas et al. (2012) and Cugnata and Salini (2014) show
that the RF variable selection method is better than the step-wise elimination
method when the variables interact, and the results of screening variables are
stable and have a good predictive outcome. The variable selection process is as
follows:

1 Assuming that there are N trees in the forest, for each DT, estimate the
model’s prediction error, namely, the out-of-bag (OOB) error, denoted as
err OOB1.

2 Add random noise interference to variable X for all sample observations in
OOB and recalculate the OOB error, denoted as err OOB2.

3 The weight or importance of variable j is denoted as

FIj ¼∑N
n¼i

ðerr OOB2�err OOB1Þ
N . After adding a random noise term to the

variable, if the accuracy of OOB prediction significantly decreases
(err OOB2 increases), then the variable has a significant impact on the
sample’s prediction results.

Appendix II

Default risk model based on structure model

The structure model can be traced back to the studies of Black and Scholes
(1973) and Merton (1974). Merton’s model assumes that the liability or the
equity of a firm is the contingent claim of firm assets and can be priced by an
option price model. The model is based on following assumptions:
Assumption 1: No market friction, no transaction cost and tax. The asset can

be fully divisible and can be traded continuously. No limitation of short selling.
No bid and ask spread, and the rate of borrowing is equal to that of lending.
Assumption 2: The financial market has a sufficient number of investors and

does not have arbitrage opportunity.
Assumption 3: If a risk-free asset exists, the return of the asset is fixed and

known.
Firms only have two kinds of security: the equity and the zero coupon bond.

The firm will default when the asset value is lower than that of the bond value.
The bond investor acquires all of the residual value of the firm, while the equity
holder gains 0. The liability can be considered similar to buying a European call
option, with the execution and the market value of the firm asset as underlying,
and with 1 year maturity. The movement of firm asset value satisfies a log-
normal distribution, and the volatility of the asset return is stable. The
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following equation can be used to calculate the value of asset (V) and its
volatility σv:

E ¼ VN d1ð Þ � Be�rtN d2ð Þ
σe ¼ N d1ð ÞVσv=E

d1 ¼ ln
V

B

� �
þ r þ 1

2
σ2v

� �
t

� �
=σv

ffiffi
t

p

d2 ¼ ln
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N xð Þ ¼ 1ffiffiffiffiffi
2π
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�∞

e�
x2

2 dx,

(A3)

where E is the value of firm equity, B is the par value of firm leverage, σE is the
volatility of firm stock price, r is the risk-free rate of the market (the risk-free
rate we used is the 1-year fixed deposit rate in China), and T is the maturity of
the liability. The distance to default (DD) is:

DD¼V�B

Vσv
(A4)

where DD is the default rate of the firm that satisfies a normal distribution. The
expected firm default probability (EDF) shall be:

P Tð Þ¼ 1�N DDð Þ: (A5)

The KMV model further extends Merton’s model by considering the
maturity and capital structure of the firm. Firm long-term liability can relax
solvency pressure. Merton’s model uses the par value of firm liability as a
default point, whereas the KMV model places more weight on the current
liability. The Equation (A4) can be restructured to

DD¼V�DP

Vσv

DP¼CurrentLiabilityþW∗LongtermLiability, (A6)

where W is the weight of long-term liability, and it can be any number between
0 and 1. In this study, we use 0.5 as the weight of the long-term liability.
Changing the value of the weight does not increase the performance of the
KMV models.
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Abstract

China represents a special case in which market dynamics and government inter-

vention coexist to provide insights into (1) how firms respond to government regula-

tion, and (2) how the market helps firms minimize the impact of government interven-

tion. Using the difference-in-differences (DID) method, this study investigates how

firms respond to the stock price-to-earnings (P/E) price-cap regulation in China. The

results reveal that firms subject to price caps have higher cumulative abnormal returns

(CARs) in initial public offerings (IPOs), retain ownership in IPOs, shorten their time

for their first seasoned equity offering (SEO) issuance, increase earnings management

before SEO issuance, and use more leverage and loan financing when they cannot issue

SEOs. Additionally, since price caps delay price discovery in IPOs, firms reveal more

information as countermeasures. Therefore, although the financial market is regulated,

firms act strategically to evade regulations. Nevertheless, although firms experience a

negative impact of regulations in the short term, regulations do not affect borrowing

cost, investment, and willingness to go public in the long term.
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1 Introduction

Since the 1978 economic reform, China has gradually liberalized its economy. In 1992, the

Chinese government started to develop a "socialist market economy." Unlike countries such as

Poland, former Czechoslovakia, and Russia, which underwent rapid reforms according to compre-

hensive plans, China has enacted a step-by-step evolutionary reform by providing state-imposed

market-like incentives, with different sectors having different reform speeds. As the manufactur-

ing sector is more resilient to external shocks and has less government intervention, its reform

was completed early. The large-scale privatization of state-owned enterprises (SOEs) began in the

mid-1990s, as part of the broad economic reforms outlined in the ninth and tenth five-year plans.

Gan [2009] estimate that between 1995 and 2005, firms with an aggregate 11.4 trillion RMB in

assets were privatized in China, comprising two-thirds of China’s SOEs and state assets. Further,

owing to a high unemployment rate, most firms in China have been operating based on market-like

incentives. On the other hand, the financial sector, which is more fragile and reformed more con-

servatively, is heavily regulated in China. Thus, the coexistence of market forces and government

interventions in China allows researchers to investigate how the market helps firms minimize the

impact of government intervention and how firms respond to government regulation.

In this study, I examine this question by focusing on price caps. The China Securities Reg-

ulatory Commission (CSRC) has set regulatory guidelines on the price-to-earnings (P/E) ratio of

companies that plan to go public. Before 2009 and after 2012, the CSRC applied a guideline that

made it unlikely for companies with a P/E ratio greater than 23 to be approved by the regulator,

with all industries being subject to a homogenous price-cap limitation. This regulation provides an

exogenous shock to firms that intend to go public.

A key feature of China’s approval-based public listing system that enables causal identification

is that firms have little ability to time the initial public offering (IPO) market. Normally, IPO ap-

proval takes two to three years. Once approved, firms take several months to complete the final

steps. In addition, unlike the US, withdrawal from the IPO market is associated with heavy sunk

costs in the approval process. Thus, public listing in China serves as a strong signal to investors

that the firm is eligible to pass multi-layer government regulation and has good profitability and

earnings quality for at least three years. Therefore, instead of withdrawing from an IPO, firms are

more likely to issue IPOs with losses to be compensated from the seasoned equity offering (SEO)
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market. Firms are unlikely to acknowledge the date the government imposed the price cap and

jumps the queue of listing in advance to escape price-cap regulations. In addition, the implemen-

tation of the price cap is directly decided by the CSRC based on the IPO market conditions; thus,

firms have little ability to influence price caps. Public equity is an especially important source

of financing in China because alternative financing is limited, and public markets provide liquid-

ity for early investors and entrepreneurs. Moreover, bank credit in China tends to typically favor

SOEs or mature firms with good credit records. Although Chinese venture capital and private eq-

uity (VC/PE) are growing quickly, they remain less mature than their counterparts in the United

States during the period investigated in this study. Financing under regulations became the most

important channel of external financing for the majority of listed firms.

Although firm financing is inevitably associated with higher costs, firms may act strategically

to try to minimize the negative impact of pricing cap regulation in the IPO market. There are two

direct negative impacts of pricing cap regulation. Firstly, a pricing cap reduces the required rate

of return in the IPO market. Compared to a non-pricing cap period, firms are more likely to use

alternative financing with lower costs or higher returns during a pricing cap period. As a result,

in this context, firms may try to minimize ownership dilution during their IPOs while seeking for

alternative, less costly financing options such as seasoned equity offering (SEO) and corporate

bond/loan financing. Firms also adjust their financial reporting; firms affected by the pricing cap

anticipate that their IPOs will be influenced by the pricing cap, which reduces their incentive to

manage earnings before the IPO and increases their incentive to manage earnings before the SEO.

Second, regulatory literature indicates that price regulation in the capital markets may postpone

price discovery. Firms affected by the pricing cap are more likely to be associated with higher

information asymmetry. As a counteraction, firms may increase self-disclosure during their IPOs

to reduce the negative impact of the regulations.

I find consistent evidence that firms are likely to realize a positive abnormal return in the post-

IPO market indication that its price is understated ; additionally, I find that this phenomenon disap-

pears in the SEO market, indicating that the pricing cap distorts the stock price and hinders pricing

efficiency in the short-term. Firms retain shares in IPOs and accelerating the speed and increase its

amount of its SEO issuance or seeking alternative financing such as bank loan or corporate bond.

The pricing cap also impacts whether affected firms are incentivized to manage their earnings well;
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firms actively engaged in information disclosure will increase their transparency.

Does this policy have long-term impacts on the cost of borrowing, the attractiveness of IPOs,

and investment activity? Surprisingly, I find that the pricing cap policy, overall, does not affect

borrowing costs, the willingness to go public, or firm investment . The probability of a price

cascade in the first month after an IPO is also reduced. Overall, the results indicate that these

regulations can be circumvented by the firm or the manager’s strategic actions and that regulation

can effectively reduce the short-term probability of a price cascading effect for an IPO.

The remainder of this paper is organized as follows. Section 2 reviews the related literature.

Section 3 provides an institutional background about China and develops the hypotheses. Section

4 describes the data and outlines the methodology. Section 5 presents the results and the robustness

test. Section 6 summarizes the main conclusions.

2 Literature Review

There is a growing body of literature on IPOs in China, most of which highlight the extraor-

dinarily high underpricing of Chinese IPOs and subsequently attempt to interpret it [Chan et al.,

2004, Chang et al., 2008, Mok and Hui, 1998, Su and Fleisher, 1999]. Tian [2011] was the first pa-

per to highlight how government regulation distorts the market and results in high stock underpric-

ing. Liu et al. [2011] show that IPO pricing efficiency significantly improved after the first-stage

book-building policy reform and the CSRC’s window guidance abolition. However, institutional

investors shifted investment risk to retail investors, resulting in a winner’s curse problem. Liu et al.

[2021] find that after removing the P/E price cap, the underpricing phenomenon significantly de-

creased, associated with lower initial returns and improved resource allocation effectiveness. As

the issuer and underwriter cannot determine the issuance price based on market demand and sup-

ply, this weakens the motivation and ability of information discovery for underwriters under the

price cap, which distorts the market allocation and pricing efficiency. Bekaert et al. [2005] show

that equity market liberalizations on average lead to a 1% annual real economic growth.

Moreover, several studies show that retaining ownership can signal issue quality and prospects

[Demers and Joos, 2007, Leland and Pyle, 1977]. Jain and Kini [1994] and Kim et al. [2004]

find a positive relationship between performance changes and the portion of shares retained by

pre-offering shareholders.
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According to the signaling theory, IPO underpricing is positively related to the speed and prob-

ability of conducting SEOs [Jegadeesh et al., 1993, Slovin et al., 1994, Welch, 1989]. Good-quality

companies issue SEOs when the market has realized the company’s true value [Welch, 1996]. In

other words, good-quality firms are associated with faster SEO issuance and higher SEO probabil-

ity.

Teoh et al. [1998a] and Teoh et al. [1998b] document the earnings management phenomenon

before IPO and associate it with poor post-IPO performance. Earnings management has also been

observed in global markets such as Hong Kong [Mathew, 2002], Korea [Cheon et al., 2011], China

[Aharony et al., 2000], the UK [Levis, 1995], and the Netherlands [Roosenboom et al., 2003]. Liu

et al. [2021] find that firms increased earnings management after removing the P/E price cap.

Further, the extant literature shows that, as the stock pricing efficiency of affected firms during

the price cap period is low, such firms do not have an incentive for earnings management before the

IPO. Meanwhile, firms not affected by price caps tend to window dress their performance before

the IPO. After the IPO, firms are more transparent, with more standard accounting reports and legal

requirements. Thereby, IPOs may be the only chance for unaffected firms to utilize the information

asymmetry between the firm and investors to increase equity financing. Conversely, in the SEO

market, which does not have a price cap and has a better price discovery, the firm is more likely

to have an incentive for earnings management to reduce the cost of capital and increase the capital

raised in SEOs. In particular, the underwriter’s commission fee is based on the portion of raised

capital in SEOs. Underwriters have an incentive to increase the issuing prices. Thus, earnings

management serves as an important channel to signal a firm’s quality to the market and investors.

According to McConnell and Servaes [1995] and Stulz [1990], high-valued small growth firms

avoid debt usage, as for these companies, the cost of borrowing is higher than that of large com-

panies, which has a negative effect on their earnings. This phenomenon also exists in the Chinese

stock market. As documented by Huang and Zhang [2001], this phenomenon is driven by 1) the

low cost of equity financing; 2) the quota control and approval system for stock issuance partially

shifting the risk of stock issuance to the local governments or the central government; 3) firms

having a low dividend payout ratio, with the payment of the dividend being voluntarily based; 4)

the assessment system of listed companies, which makes the company pay no attention to opti-

mizing the financing structure; and 5) the majority of the shares being held by the state, making
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firms in the stock market subject to serious internal control problems. This study investigates an

extreme case under McConnell and Servaes [1995] and Stulz [1990]’s framework and analyzes

firms’ financial strategies under market friction caused by government regulation.

In a perfect world without market friction, firm investment would be determined by investment

opportunities [Modigliani and Miller, 1958, Stein, 2003]. However, in the real world, it has been

documented that information asymmetry, moral hazard, or agency problems can distort investment

behavior [Fazzari et al., 1988, Jensen, 1986, Myers and Majluf, 1984]. Recently, a new source

of distortion, government intervention, has gradually attracted attention in academia [Fang et al.,

2017]. Bekaert and Harvey [2000] show that financial liberalization decreases the cost of equity

and increases investment. Brown et al. [2009, 2012], Hall et al. [2010], Kim and Weisbach [2008]

study the relationship between firm innovation input and firm financial constraints. Fazzari et al.

[1988] show that cash flow and external equity is the leading factor predicting firm innovation

input for young firms. Brown et al. [2012] show that due to information problems and lack of

collateral value, innovation activity is influenced by firm accessibility to external finance and cash

storage, and highlights the importance of stock market development liberalization in promoting

economic growth and increasing firm-level innovative activity. Kim and Weisbach [2008] highlight

the importance of external equity financing for firm innovation. Schumpeter [1982] highlights the

impact of government regulation on innovation activity. Hombert and Matray [2018] show that

large R&D stocks can help firms escape from the product market competition by increasing product

differentiation. In this study, I examine firm innovation activity under government regulations.

Firms affected by price caps are financially distressed; thus, it is unlikely for them to increase

their innovation input. In the long term, when the market realizes the value of the affected firm,

compared to firms that are not subjected to the price cap, the affected firms are more likely to have

better quality and better access to external finance. Thereby, firms may increase their innovation

input to differentiate themselves from their peers.

3 Institutional Background and Hypotheses development

China’s IPO pricing system has experienced many transformations: fixed prices, price control,

and market pricing. The CSRC regulates the issue price by setting the price earnings ratio or

issuing a ceiling. At the end of 2004, the CSRC introduced the book-building process and imposed
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less price regulations in the market. In June 2009, the CSRC implemented the Guiding Opinions

on Further Reforming and Improving the Issuance System of New Share, which removed the price-

cap regulation on the P/E ratio and handed over the right of pricing to the market. However, firms

listed during this period were associated with high offer prices, P/E ratios, and excessive raising

problems. Book builders incurred commission fees based on the total IPO funding. Additionally,

they collaborated with analysts and firms, and sold the overvalued stock to investors. In the post-

IPO market, stock prices are usually associated with negative price adjustments, resulting in a price

cascade. To address this problem, in April 2012, the CSRC issued supplementary regulations that

issuance pricing should be linked to the P/E ratio of the same industry. For newly listed enterprises

whose P/E ratio exceeds 25% of the median P/E ratio of the same industry, it is necessary to explain

the reasons and indicate the risk to investors. However, this policy did not stop the price cascade

in the stock market, and the CSRC suspended the IPO listing from October 2012 to December 31,

2013, with 48 firms approved to listing in the following two months. The CSRC then paused firm

approval for listing until June 9, 2014. All firms had the same P/E ratio in IPOs. Although there

was no compulsory regulation or guiding opinion to be enacted, there was a tacit agreement for

book builders to set up the offer price forcing firms to have an IPO P/E ratio less than 23.

Before 2006, the main forms of equity refinancing of listed companies in China were public

issuance and stock allotment. Thereby, public issuance and stock allotment were associated with

restricted regulations on return on equity (ROE) and dividend payout. After 2006, the Administra-

tive Measures for the Issuance of Securities by Listed Companies introduced private placements to

firms that allow a limited number of investors to issue stocks with a certain lock-up period to raise

funds or acquire assets. Firms that wished to issue private placements also needed to be approved

by the CSRC, but compared to the IPOs, it had a much simpler procedure and a higher rate of

approval. It replaced public issuance and stock allotment as the major source of equity refinancing

channels. To issue private placements, firms needed to host general meetings of shareholders and

host board meetings twice. Additionally, they needed to be approved by the CSRC, which usually

takes three to six months to be approved. Firms usually take about one year to prepare for SEOs.

The price of new shares in China largely depends on earnings per share (EPS). Therefore, the

P/E ratio and P/E ratio ceiling increase the listing cost of enterprises with higher fair value and

reduce the number of shares they are willing to sell when listing. After the implementation of the
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issue price control, the CSRC set the upper limit of the P/E ratio of the enterprises to be listed.

The higher the fair value, the greater was the cost of issuing shares in the price-cap period. Using

a case study of Italian companies, Pagano et al. [1998] show that the median market-to-book ratio

of publicly traded firms in the same industry is an important determinant of when Italian firms go

public, and that enterprises with high growth in the future will delay the listing time and wait until

the firm has stable profits. However, this is unlikely to hold in China for multiple reasons. First,

owing to the IPO suspension, the listing procedure is associated with policy uncertainty. That is,

no one can anticipate whether the regulator will change its current policy . To be on the safe side,

a firm may accelerate its speed for an IPO. Second, unlike other markets, it is time consuming

and costly to obtain the qualification of listing in China. Firms usually need to stay three to four

years in queue to obtain approval for listing from the CSRC. If the firm withdraws from the queue,

the firm needs to line up for listing for an additional three to four years. Therefore, most firms

choose to stay in the queue instead of withdrawing from the IPO, unless they are not qualified for

listing. Third, going public has multiple advantages. Celikyurt et al. [2010] show that companies

listed earlier in the industry tend to initiate more acquisitions and have competitive advantages.

Lee et al. [2019] highlight the regulatory costs associated with IPOs in China. Qualification is a

strong signal to investors and a scarce resource in China, which provides a valuation premium for

the firm. Owing to information asymmetry, private firms have a natural disadvantage in expanding

client and external financing. Thus, Chinese firms heavily rely on bank loans as their major source

of financing, and investment banks tend to favor publicly listed firms. To increase the accessibility

of finance, expand client base, and increase market competitiveness, instead of withdrawing from

the IPO market, enterprises will strive to be listed as soon as possible. It is impossible for a firm to

postpone or have an earlier listing to escape the regulatory impact. First, even assuming that a firm

anticipates its approval by the CSRC in one year, it is impossible for the firm to identify the exact

time. Second, even assuming that the firm already anticipates the exact time it will be approved,

they are unable to predict when the P/E regulation is implemented. Third, even assuming that the

firm anticipates the exact time of approval and the time regulator imposes the P/E price cap, it is

difficult for the firm to time the IPOs. The approval will automatically expire if the firm fail to

list within six months after it receives the qualification from the CSRC. In other words, within

six months, the firm needs to decide the offer price, devise a road map, advertise the company,

thus making it difficult to time the IPO market. Additionally, it is also difficult to escape from the
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regulation by manipulating the P/E ratio. The P/E ratio is equal to the price per share scaled by the

EPS, which is directly determined by the market. The firm can manipulate the EPS, as the firm’s

target is to maximize the stock price. Owing to price-cap regulations, the firm needs to decrease

the EPS to boost the stock price. However, the price will adjust downwards if the firm decreases

EPS. In other words, it is impossible to escape the regulations by manipulating the EPS.

3.1 Hypotheses development

For an industry with an average P/E ratio greater than 23, the underwriter cannot determine

the issue price. Therefore, it is difficult for the IPO price to reflect the value of the company. The

price-cap limit creates an upper limit on firm IPO returns, resulting in a price upward adjustment in

the IPO period, with most firms exceedingly underpriced due to price-cap regulations. Therefore,

I postulate Hypothesis I as follows:

Hypothesis I: During the price-cap period, firms affected by the regulation are more likely to

experience an upward price adjustment in the post-IPO market. Additionally, firms affected by the

price cap are more likely to have higher initial returns and higher underpricing.

For the SEO market, since it does not have price-cap regulations, it can be used as falsification

test. The stock price is fully adjusted during the post-IPO period to prevent the firm from expe-

riencing an upward price adjustment in the post-SEO issuance period and to prevent a systematic

price anomaly between affected and non-affected firms. Hence, Hypothesis II is as follows:

Hypothesis II: During the price-cap period, no significant difference in the cumulative return

in the post-SEO period between affected and non-affected firms can be observed.

Owing to the price cap, firms with higher fair values have lower IPO profit margins. Thus, firms

are less willing to sell their stocks in an IPO because IPO issuance is associated with ownership

dilution. Therefore, firms will retain their shares in IPOs. In SEOs, the profit margin between the

affected and non-affected firms does not exhibit systematic differences. Consequently, there will

be no systematic difference between the affected and non-affected firms. The securities law of

the People’s Republic of China stipulates the minimum proportion of outstanding shares of listed

enterprises. Specifically, if the total share capital after listing is less than 400 million RMB, the

proportion of public shareholding shall not be less than 25%; if the total share capital exceeds 400

million RMB, the proportion of public shareholding shall not be less than 10%. To minimize the
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negative impact of price-cap regulation, firms may manipulate the stock capital, increasing it by

more than 400 million RMB to dilute less ownership in IPOs. Hence, we propose Hypothesis III

as follows:

Hypothesis III: During the price-cap period, firms retain shares in IPOs. The affected firms will

have a higher probability of increasing their stock capital to 400 million RMB, making themselves

eligible to issue less shares (10%) to public shareholders. This phenomenon is unlikely to be

observed in the SEO market.

Ownership retention in IPOs triggers two problems. First, both the price and volume of is-

suance decline in an IPO, and the affected firm is poorly funded in the IPO. Therefore, the affected

firm must seek alternative financing. The affected firms will have to choose to increase bank loans,

increase corporate bond financing, accelerate the speed for an SEO, or increase the SEO issuance

amount to minimize the negative impacts of low-funded IPOs. Therefore, Hypothesis IV is as

follows:

Hypothesis IV: During the price-cap period, the treated firms will increase corporate bonds

and loan financing, increase the amount and probability of SEO issuance, or accelerate the speed

of SEO issuance.

Kim and Rhee [1997] document that three negative impacts are associated with price regulation:

volatility spillover, delayed price discovery, and trading interference. In this study, I focus on the

negative impact of price discovery. Owing to the price-cap regulation, the affected firms have an

upper limit on their IPO offer price. Book builders do not have an incentive to discover the value

of firms. Compared to the non-price-cap period, firms and investors are associated with higher

information asymmetry. To minimize the negative impact from the information side, firms are

more likely to disclose information. The greater the information asymmetry between investors and

firms, the higher is the probability of self-disclosure. However, the disclosure of business secrets

is costly, and we would expect that firms reduce their self-disclosure when they are financially less

constrained. Thus, I postulate Hypothesis V as follows:

Hypothesis V: During the price-cap period, treated firms are more likely to be associated with

information asymmetry due to the pricing cap regulation. Accordingly, firms are more likely to

disclose more information to minimize the negative impact of price-cap regulations. This effect
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will gradually diminish when a firm has an access to alternative financing.

I want to answer four questions associated with price caps. First, can the affected firm suc-

cessfully circumvent price-cap regulations in China? Second, is the affected firm associated with

a higher financing cost? Third, does it have a negative impact on a firm?s willingness to conduct

an IPO? Finally, is this policy effective against the price cascade in the post-IPO period? Lemmon

and Roberts [2010] highlight that when the investment scope is limited, the company’s capital

expenditure will be reduced. Kahle and Stulz [2013] show how problems in bank capital supply

negatively affect firm investment during financial crises. If the firm cannot minimize the impact

of price-cap regulation, it may have a negative impact on its willingness to issue an IPO, decrease

investment, and be associated with a higher cost of capital. If a firm successfully circumvents the

regulation, the price-cap regulation will not have a significant impact on investment, cost of capital,

or issuance willingness.

Earnings management is widely observed in the IPO and SEO markets, and price-cap regulation

may distort firms’ incentives to manage earnings. On the one hand, firms affected by the price cap

anticipate that their IPOs will be poorly funded; thus, they do not have an incentive to manage their

earnings before their IPO. Instead, the SEO market has a higher profit margin, and the affected firm

is more likely to manage earnings before SEO issuance. On the other hand, non-affected firms are

more likely to manipulate earnings before an IPO, as it is the only time at which a firm can utilize

information asymmetry to boost its stock funding. However, this opportunity will wane after a

stock trade in the secondary market. Thus, I put forward Hypothesis VI as follows:

Hypothesis VI: During the price-cap period, affected firms are less motivated to manage earn-

ings for their IPOs. Instead, they are more likely to manipulate their earnings before SEOs.

4 Materials and Methods

4.1 Data and Sample Selection

I obtained the accounting information besides information on IPOs, seasoned offerings, corpo-

rate debt issuance, and bank loan usage from the Wind and CSMAR databases. These commercial

databases are similar to the CRSP and COMPUSTAT databases and provide IPO prospectus data

(sometimes called "pre-disclosure" data) as well as listing and financial statement data. These
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databases have been widely used in studies published in leading journals.

I downloaded the data for all mainboard firms, limiting my sample to firms listed after 2009. I

dropped observations with missing information on the variables of interest or the control variables,

and dropped firms listed from 2012 to 2014 during the IPO suspension period. The full sample

had 6961 firm-year observations for 1296 firms listed from 2009 to 2012 and 2014 to 2020. All

variables were winsorized at the 1st and 99th percentiles to reduce the effect of extreme outliers.

Table 1 reports detailed summary statistics on the variables of interest and control variables.

Again, in Table 1, Panel A includes the full sample, and Panel B includes the subsample of firms

in industries with a trading P/E ratio greater than 23. I used the CSRC guidelines for the Industry

Classification of Listed Companies (2012 Revision) as the industry identifier (equivalent to the 2

digits SIC code).

[Insert Table 1 here]

Table 1 Panel A exhibits the summary statistics for all variables of interest. On average, the CAR

for SEOs was around -2%, and the 30 days average CAR for IPO was 53%. The probability

of the stock dropping below the offer price in 30 day was 18%. On average, firms had 161%

of cumulative initial returns after IPO issuance. For firms with debt and loan issuance, firms on

average held 13% of debt and loan as a ratio of their total assets. In my sample, only 10% of firms

had SEO issuance. For firms that had SEO issuance, firms on average took 1371 days to issue SEO

after going public. The average proportion of publicly issued shares was 23%, and 22% had stock

capital greater than 400 million CNY before the IPO issuance. The firm issued SEO increased

their stock capital by 12% on average in SEOs. On average, 2On average, 13 firms queued up for

listing each year. The firm-weighted average cost of capital was 6The firm leverage was 34%, with

a profitability of 9%, a sale growth rate of 18%, 1.50 market-to-book ratio, and ROA of 8.45. The

shareholder concentration for the top 10 shareholders was approxiamtely 38% and, on average, the

top 1On average, 12% of firms were backed by private equity or venture capitals, wehereas 15%

were SOEs.

Panel B compares the t-statistics between firms in industries with an average P/E greater than

23, which were subject to the price-cap policy (treatment), and firms with an average P/E less

than 23, which were not subject to the policy (control). Compared to the control group, firms in
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industries with an average P/E greater than 23 were associated with a 4% higher probability of

having an SEO issuance and a 222-day earlier SEO issuance. Additionally, firms in the treatment

group had a 2% lower ownership retention rate in IPOs. Further, treated firms had a 28.5 percentage

point lower probability of having a stock capital greater than 400 million CNY before the IPO. The

treated group had a 1% higher RD input.

Moreover, firms in the treated group had nine firms that queued up for listing each year. The

control group had 4.6 less firms queue up for listing. The affected firms had a 0.7% higher WACC.

The treated group had 8% lower leverage, 1% lower cash flow, 2.8% higher sale growth, 52.9%

higher market-to-book ratio, and 89% lower ROA. Moreover, firm shareholder concentration and

shares held by the top 1% of the shareholders for the treatment firm were 10% lower than those

of firms in the control group. The affected firms older by an average of 11.6 percent , 15% less

likely to be backed by private equity and venture capital companies, and were 23% less likely to

be SOEs.

Figure 1a shows the P/E ratio of firms listed on the main board after 2009. The IPO average

P/E ratio was in the range (40-50) before 2012 and experienced a sharp drop after 2010. The IPO

P/E ratio was steadily below 23 after 2014. Figure 1c shows the P/E ratio of firms listed for at

least 3 years for both the treatment and control groups at the end of the listing year. Figure 1d

shows the P/E ratio of new listed firms. We can observe that the average difference in the P/E

ratios between the treatment and control groups at the end of the listing year fluctuated near 80,

experienced a sharp drop after 2012, and dropped to 30 in 2020. Figure 1b indicates that the price-

cap regulation helped reduce speculation, resulting in a decline in the industry P/E overall, which

significantly decreased the probability of a price cascade driven by high offer price, P/E ratio, and

stock over-raise.

[Insert Figure 1 here]

Figure 1c shows the P/E ratio of firms listed for at least 3 years in the treatment group and con-

trol group. The results show that pricing cap effectively reduced the P/E ratio difference between

the treatment and control group and that firms in the treatment group have a more reasonable P/E

ratio than those in the non-pricing cap period. Figure 1d shows the P/E ratio of new listed firms.

The results show that before the enaction of the pricing cap, the P/E ratio difference between the
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newly listed firms in the treatment group and control group was as high as 45 and during 2011

the difference decreased to 10; moreover, in the pricing cap period the difference between the two

groups reached the highest historical value—60 in 2017—and significantly decreased to 20 or 30

and maintained a stable level in the subsequent years.

4.2 Baseline Model

I performed a difference in differences (DID) analysis and estimated how the price cap affects

firm investment and finance using the following model:

Yi,j,t = α + βTreatedj × Postt + γXi,j,t + ηj + θt + εi,j,t (1)

Xi,j,t are the firm controls, industry, or year characteristics, respectively, of firm i in industry j in

year t. ηj is the industry fixed effect,θt is the time fixed effect, andεi,j,t is the error term. The

coefficient estimate of the interaction term Treated×Post captures the price-cap effect between

firms with an average P/E ratio greater than 23 (affected by the price cap) and below 23 (not

affected by the price cap).

5 Empirical Results

5.1 Impact

[Insert Table 2 here]

Table 2 Panel A shows the CARs and initial returns in the post-IPO period, using the fuzzy DID

method. It reveals that firms affected by the price cap (treatment group) had a 10% higher CAR in

the first day after the IPO. The CAR difference between the treatment and control groups increased

steadily after 20 days. Additionally, firms affected by the price cap on average had 154% higher

CARs after being listed for 20 days. They were also associated with 212% higher initial returns.

These results indicate that in the post-IPO period, firms affected by the price cap were associated

with higher stock returns compared to firms in the control group. This effect was even sustainable

after one month. Moreover, affected firms were associated with deep underpricing, indicating that

the stock prices were distorted in the primary market. Table 2 Panel B shows the CAR in the

post-SEO period, using the fuzzy DID method. The findings show that, in the post-SEO period,
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the price anomaly for firms affected by the price cap disappeared. After multiple stock trading,

the firms’ information were fully revealed to the public. If the market were efficient, regulation

would not have sustainable impact on firm stock performance, and there would not be systematic

difference between firms in the treatment and control groups. Thus, these results verify Hypotheses

I and II.

5.2 Firm Counteract Measures

This subsection investigates how firms respond to price-cap regulations. Here, I provide two

possible channels for a firm’s reaction.

5.2.1 Alternative External Financing

Owing to price-cap regulations, firms are associated with lower returns in IPOs. Considering

the cost of funding, firms are less willing to increase funding in IPOs. Instead, since there is no

price-cap regulation in the SEO market, firms may stop funding until the stock price fully reflects

the value of the firm. Firms may try to access alternative markets with lower financing costs, such

as corporate bonds and loan markets.

[Insert Tables 3 here]

Table 3 show the results. Table 3 Panel A shows that firms are more likely to retain shares in

IPOs to reduce the negative impact of price-cap regulations. On average, firms in the treatment

group had a 3% lower stock capital release to the public in an IPO. The affected firms attempted

to increase their stock capital to 400 million RMB to be eligible to issue less stock to the public.

Further, firms affected by the price cap had a 15% higher probability of having 400 million RMB

stock capital before the IPO. Table 3 Panel B shows that firms were more likely to conduct SEOs,

shorten the time of their first SEO issuance, and have higher SEO issuance amount. The results

show that firms affected by the price-cap regulation increased the likelihood of SEO issuance by

2% and reduced the time of its first SEO issuance by 75 percentage points. In addition, firms

increased the SEO issuance amount by 27 percentage points in the second year and 48 percentage

points in the third year after the IPO. Table 3 Panel C shows the corporate bond and loan usage

after IPOs. Firms affected by the price cap increased the total amount raised in corporate bonds

and bank loans by 4%, 3%, and 2%, respectively, for one, two, or three years. This positive
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effect gradually diminishes when firms had more access to external financing. These results are

consistent with Hypotheses III and IV, thus confirming them.

5.2.2 Self Disclosure

Firms affected by the price-cap regulation had distorted IPO offer prices. The book builder

did not have an incentive to discover the intrinsic value of the firm, since regardless of how much

effort they devoted to price discovery, the offer price was fixed and pre-determined by the P/E

regulations. Consequently, compared to the non-price-cap period, firms affected by the price cap

were more likely to be associated with higher information asymmetry.

As a countermeasure, firms had to self-disclose information, especially when they had less

access to finance or during the period when the firm was associated with higher information asym-

metry.

[Insert Tables 4 and 5 here]

Table 4 and 5 exhibit the results. Table 4 Panel A shows that affected firms actively increased

their firm transparency and the length of their field research reports. The firm transparency was

measured by the transparency index powered by SSE and SZSE. SSE and SZSE construct this

index based on information disclosure, relationships with investors, ESG, and cooperativeness with

the stock exchange. Information disclosure is measured by the availability of publicly available

information and the voluntary disclosure of information. Firms increased the length of their field

research reports by 269% in the first year of their IPOs and experienced increases of 0.14 and 0.13

in firm transparency in the first and second years of their IPOs. Table 4 Panel B shows that firms

affected by the price cap invited 72% more researchers to conduct the field research, with this

increase being mainly from institutions. Although the effect gradually diminished, we can observe

that the affected firms had more elaborate field research reports, even for firms that went public

for 3 years, with 56% more words in field research reports on average. Table 5 Panel A shows

that affected firms had 5% lower attention from analysts during the year of IPO issuance. This

effect dropped to 1% in the subsequent years. The effect reversed after the second years of listing.

After the third year of listing, affected firms attracted 3% more attention from analysts. Attention

to research report showed a similar result, where affected firms received 7% lower attention in the
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research report in the first year of listing, and 5% more attention in the third year of listing. These

results indicate that firms associated with greater information asymmetry and firm self-disclose

information attempt to minimize the effect of price-cap regulation.

We use Standardized Unexpected Earnings (SUE) as a proxy for information asymmetry. Firms

associated with higher SUE are more likely to be associated with greater information asymmetry.

Table 5 Panel B shows the results. The table shows that firms are associated with a lower SUE in

both time series and analyst forecast models if they are subjected to pricing cap regulation. The

SUE decreased by 40 percentage points in the time series model and 155 percentage points in

the analyst forecast model. This effect is only significant for the IPO year, indicating that firms

improve their information environments when they are subjected to pricing cap regulation.

5.3 Policy Effectiveness and Real Cost

5.3.1 Willingness to go public

[Insert Table 6 here]

In the long term, if good-quality firms cannot minimize the negative impact of price-cap regula-

tions, firms may be less willing to have an IPO. Table 6 Panel A Columns (1) and (2) show the

results, indicating no evidence that the price-cap regulation affects the willingness of a firm to go

public.

5.3.2 Cost of Borrowing (WACC)

[Insert Table 6 here]

In the long term, the market friction triggered by the price-cap regulation in the IPO market may

potentially increase the firm’s financial demand from other markets (e.g., corporate bonds and bank

loans), which may increase the firm’s cost of capital. I investigate the weighted average cost of

capital in the post-IPO period. Columns (3) to (6) of Table 6 Panel A show the results, which

indicate that the weighted average cost of capital for the affected firm, on average, decreased by

1% during the price-cap period.

5.3.3 Investment

[Insert Table 6 here]
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In the long term, if a firm successfully minimizes the effect of the price cap, we shall not observe a

significant impact on firm investment. Table 6 Panel B shows that compared to firms not affected

by the regulation, the affected firms had slightly higher R&D investment and capital expenditures

during the price period, with R&D increasing by 1% and CAPEX increasing by 4% in the first year

of an IPO.

5.3.4 Price Cascade, and Information Environment

[Insert Table 6 here]

Table 6 Panel C shows that firms affected by the price-cap regulation were less likely to result in a

price cascade. The affected firms had a 43% lower probability of a price cascade after being listed

for five days. Further, price-cap regulations were found to effectively reduce the probability of a

price cascade even after only one month of the listing. On average, the affected firm had a 51%

lower probability, resulting in a price cascade during the first month of the listing.

5.3.5 Earning Management

[Insert Table 6 here]

Table 6 Panel D shows that firms affected by price-cap regulation changed their incentives for

earnings management. Firms affected by price-cap regulations anticipate that their IPOs will be

poorly funded; thus, they do not have an incentive to manipulate earnings before their IPOs. How-

ever, when the market becomes less distorted, the affected firms attempt to boost their earnings to

increase the funding raised in the SEO market. I used the modified Jones model by Dechow et al.

[1995] to capture earnings management. The detailed calculation is shown in Appendix A. Table

6 lists the results. It shows that firms affected by the price cap had 4% lower discretion accruals

before their IPOs. Firms increased discretion accruals by 1% after being listed for two or three

years. These results confirm Hypothesis VI.

5.4 Robustness Test

[Insert Table A2 here]

The direct estimation of the difference between the two groups could result in a biased result

because a firm may arbitrarily decide whether it is treated. Although it is rather unlikely for firms to
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choose whether they are treated, I performed a robustness test using the propensity score matching

(PSM) method. The PSM method requires a large sample size and common support, which may

significantly reduce the economic magnitude of the coefficients and the sample size. As shown

in Table A2, after applying the PSM-DID technique, all results held, indicating that the effect is

unlikely to be driven by sample selection or self-selected treatment problems, thus confirming all

hypotheses.

6 Discussion and Conclusions

This study shows that price caps distort the stock price, prevent information transmission be-

tween investors and firms, and reduce the motivation for earnings management in the short term.

These results are in line with Bekaert et al. [2005]’s hypothesis, where the short-term impacts on

CARs after IPOs and their disappearance in SEO show that price caps may distort the firm’s stock

market performance. In addition, price caps increase the cost of IPOs, prompting affected firms to

shift their financing to SEOs, corporate bonds, and bank loan markets to strategically minimize the

cost of borrowing. However, price caps may not have a homogenous impact on all firms. Firms

affected by a price cap have different earnings management incentives, resulting in different behav-

iors before IPOs or SEOs. During the price-cap period, firms strongly prefer stock financing after

having SEO issuance. A firm may switch to less expensive external finance (e.g., bond and loan

financing) when they are not eligible for SEO issuance. In line with [Welch, 1996], the findings

reveal that firms subject to the price cap are more likely to issue SEOs and have a faster speed of

conducting their first SEO issuance. Further, firms actively self-disclose to address the intensified

information asymmetry problem. In the long run, firms are more likely to improve earnings man-

agement using the SEO market to boost stock prices and alter the choice between CEOs’ salaries

and stock options. Nevertheless, the study does not find evidence that firm investment and the

cost of capital increase by price-cap regulations. Moreover, the price cap does not affect the firm’s

willingness to go public. Furthermore, the study shows that ownership retention can be driven by

government regulations and stock market distortion, with firms being less willing to dilute their

ownership, especially when they are less funded by IPOs.
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Regarding the theoretical contribution of the study, although the current literature focuses on

how government regulation distorts market efficiency, by investigating the dynamic equilibrium of

government regulation, firm finance, and investment behavior, my single-country focus and unique

identification technique suggest that firms can act strategically to escape regulation, even when the

market is heavily regulated.

Further, the study has significant practical implications for policy makers. The CSRC recently

removed the price cap in the Sci-Tech innovation board (STAR) and the Growth Enterprise Market

(GEM). My results shows that the homogenous price cap distorts resource allocation in industries

with a P/E ratio greater than 23, thus affecting market efficiency. Therefore, although the market

forces can avert distortion, policy makers have to improve price-cap regulations to achieve market

efficiency and optimal resource allocation.

20



A Discretion Accrual

Using Dechow et al. [1995]’s modified Jones model, I capture the "window dressing" phe-

nomenon. I first estimate the predicted total accrual based on the following regression:

TAit

Ait−1

= αi[
ΔREVit

Ait−1

] + β1i[
1

Ait−1

] + β2i[
PPEit

Ait−1

] + εit, (2)

where

TotalAccuralit = OperationRevenue − NetOperationCashF low (3)

DiscretionaryAccrual =
TotalAccuralit

Ait−1

−α̂j,t[
ΔREVit − ΔARit

Ait−1

]−β̂1j,t[
1

Ait−1

]−β̂2j,t[
PPEit

Ait−1

]

(4)

Ait−1 is the total assets in the previous year,ΔREVit is the changes in operating income in the

current year, and PPE is the net fixed assets.ΔARit is the change in account receivable in the

current year.

I first perform a regression by industry and year based on equation (2) to obtain the regression

coefficients. Then, they are inserted into Equation (4) to estimate the discretionary accrual.

B Weighted Average Capital Cost (WACC)

I capture the cost of borrowing using WACC which is calculated as following:

Total capital = total owners’ equity + provision for asset impairment

- provision for impairment of construction in progress - net amount of construction in progress

+ deferred income tax liabilities - deferred income tax assets + short-term loans

+ trading financial liabilities + non-current liabilities due within one year + long-term loans

+ bonds payable + long-term accounts payable

(5)
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WACC = CBC × (1 − Tax) × WB + CEC × WE

CEC = rf + β × rE

(6)

CBC is the cost of bond capital. CEC is the cost of equity capital. Tax is the corporate tax rate.

WB is the weight of the corporate bond over total capital.WE is the weight of equity over total

capital.rf is the risk free rate,β is the risk factor, andrE is the market risk premium.

The cost of bond capital is defined as the one-year bank loan interest rate. The risk-free rate

of return is defined as the bank’s one-year deposit interest rate. I uses the beta value weighted

by the circulating market value of stocks in the Shanghai and Shenzhen stock markets (SSE and

SZSE) for 250 trading days as the risk factors. Considering the excessive volatility of China’s

stock market, the market risk premium is defined as 4%.

C Standardized Unexpected Earnings

We use SUE as a proxy for price informativeness; this had been widely used in previous studies

[Foster et al., 1984]. Unexpected earnings (UE) measures is

UEi,t = EPSi,t − E(EPSi,t) = EPSi,t − EPSi,t−1 (7)

where i indexes for stocks and t indexes for year,EPSi,t is earnings per share.

Next, we calculate standardized unexpected earnings (SUE) [Foster et al., 1984] as

SUEi,t =
UEi,t

|EPSi,t−1|
(8)
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Traditionally, the per-share earnings are assumed to follow a random walk, and we can use the

actual earnings for the current period as the forecast value of current earnings, when we want to

estimate expected earnings. Another way to form earnings estimates is to use analyst forecasts,

which tend to be more accurate than time series in predicting annual earnings. In this paper, I

use both time series and analyst forecasts, and denote them asSUETimeandSUEAnalyst. The

time series model assumes thatE(EPSi,t) = EPSi,t−1 while the analyst forecasts model assumes

E(EPSi,t) = ̂EPSi,t−1, where ̂EPSi,t−1 equals the analyst?s prediction of EPS from the previous

year.
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Table A1: Variable Definitions

The table defines the variables used in my analyses and lists their data sources.

Variable Definition Source

A. Variables of Interest

CAR_IPO Cumulative abnormal return of IPO. Wind

CAR_SEO Cumulative abnormal return of SEO. Wind

Cascade Dummy variable equals one if the stock price of the firm drops below the offering

price

Wind

Initial_Return Cumulative stock return between open-board day and IPO dateInitialReturn =

(RO

RL
)

Wind

Debt_Loan Total amount of corporate debt issuance and loan granted scaled by total assets CSMAR

Have_SEO Indicator that the firm has SEO issuance Wind

First_SEO The date difference between firm’s first SEO and IPO Wind

log_First_SEO The natural log ofFirstSEO Wind

log$SEO The natural log of the total funding raised in the SEO issuance. Wind

Own_Dilute Change in stock capital in the IPO scaled by stock capital after IPO Wind

Issue400M Indicator variable equal one if the firm has stock capital greater than 400 million

CNY before the IPO issuance

Wind

Own_Dilute_SEO Change in stock capital in SEOs scaled by stock capital after SEOs Wind

DAccrual Discretionary accruals, refer to Appendix A Wind

Researcher Natural log of the number of researcher conducting field research CSMAR

Inst_Researchers Natural log of the number of researcher from institution conducting field research CSMAR

Length Natural log of words in the field research report CSMAR

Transparency (Vol-

untarily Disclosure)

Transparency index powered by CSRC (4-Excellent; 3-Good; 2-Passed; 1-Not

Pass). The index is constructed based on theMeasures for the assessment of the

information disclosures of companies listed on the Shenzhen Stock Exchangeand

Measures for the administration of information disclosure of listed companies

CSMAR

Analyst Natural log of the number of analysts (teams) have tracked and analyzed the com-

pany in a year

CSMAR

Report Natural log of the number of research report have tracked and analyzed the com-

pany in a year

CSMAR

CAPX Capital expenditure[(ΔFixedAsset + DepreciationExpense)/F ixedAsset] Wind

R&D R&D expense scaled by total assets Wind

inQueue Number of firms that line up for listing Wind

WACC Weighted average cost of capital. Refer to Appendix B CSMAR

SUE_time Price informativeness, refer to Appendix C CSMAR

SUE_Analyst Price informativeness, refer to Appendix C CSMAR
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Variable Definition Source

B. Control Variables

Leverage Book leverage ratio, total liability scaled by total assets Wind

Size Natural logarithm of total assets Wind

EBITDA Profitability, EBITDA scaled by total assets Wind

PE_VC Indicator variable equal to one of the firms is backed by private equity, or venture

capital

Wind

SOE Indicator variable equal one if the firm is an SOE Wind

Age Natural log of the number of years from the establishment of the firm Wind

Growth Growth rate of operation revenue Wind

TobinQ Total market value of the firm/ total asset value of the firm Wind

ROA Net income/ total asset Wind

HHI_Top_Share Herfindal index of the share holding ratio of the top ten shareholders before the

IPO

CSMAR

Top_Share Proportion of share hold by the largest shareholder before IPO CSMAR
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Table A2: Robustness: PSM-DID

This table reports the results from the PSM-DID regressions of post-IPO CAR, initial return, fi-
nancing activity, self-disclosure, investment activity, willingness to launch an IPO, cost of borrow-
ing, and probability of price cascade. Column (2) in Panel B and Columns (7) to (10) report the
marginal effect of the Probit regression. The rest of the columns report the results of the OLS
regressions. For Panel A, the dependent variables are post-IPO CAR at 1 day, 5 days, 10 days, 20
days, and 30 days and the initial return of the IPO. The dependent variables of Panel B are the per-
centage change in ownership (OwnDilute) in the IPO; a dummy variable equal to 1 if the firm has
a stock capital greater than 400 million RMB before IPO issuance and 0 otherwise (Issue400M);
a percentage change in ownership (OwnDiluteSEO) in the SEO; and post-IPO corporate bond and
bank loan usage in the IPO year and 1 year, 2 years, and 3 years after the IPO. For Panel C, the
dependent variables are the natural log of the number of analysts tracking and analyzing the firm
(Analyst) and its field report (Report) at 0 years, 1 year, 2 years, and 3 years after the firm goes pub-
lic. For Panel D, the dependent variables are post-IPO R&D expenditure and capital expenditure
for the current year, first year, second year, and third years. For Panel E, the dependent variables are
the number of firms lined up for listing (inQueue); its natural logarithm (loginQueue); and WACC
at 0 years, 1 year, 2 years, and 3 years after the firm goes public. The dummy variable equals 1 if
the stock price of the firm drops below its offer price at 1 day, 5 days, 10 days, 20 days, and 30
days and 0 otherwise. All regressions control for year and industry-fixed effects. In parentheses
are t-stats based on robust standard errors adjusted for heteroscedasticity and firm-level clustering.
***,**, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively . All
variable definitions are in Table A1.

(continuing on the next page...)

26



(...continued from the previous page)
Panel A: Price Anomaly

(1) (2) (3) (4) (5) (6)

CAR_IPO CAR_IPO CAR_IPO CAR_IPO CAR_IPO Initial_Return

in (0,1)day in (0,5)days in (0,10)days in (0,20)days in(0,30)days

Treated×Post 0.09*** 0.45*** 0.87*** 1.42*** 1.26*** 2.17***

(6.66) (8.10) (5.62) (4.39) (4.39) (3.50)

Controls Yes Yes Yes Yes Yes Yes

Industry FE Yes Yes Yes Yes Yes Yes

Year FE Yes Yes Yes Yes Yes Yes

N 266 266 266 266 266 266

adj. R2 0.614 0.698 0.636 0.515 0.522 0.531

Panel B: Firm Financing
(1) (2) (3) (4) (5) (6) (7)

Own_Dilute Issue400M Own_Dilute_SEO Debt_Loan Debt_Loan Debt_Loan Debt_Loan

in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year

Treated×Post -0.06*** 0.67*** 0.42 0.06*** 0.06** 0.01 -0.03

(-3.14) (5.58) (0.00) (3.24) (2.14) (0.42) (-0.99)

Controls Yes Yes Yes Yes Yes Yes Yes

Industry FE Yes Yes Yes Yes Yes Yes Yes

Year FE Yes Yes Yes Yes Yes Yes Yes

N 258 120 18 266 261 238 233

adj. R2or PseudoR2 0.586 0.624 0.00 0.659 0.582 0.695 0.628

Panel C: Firm Information Environment
(1) (2) (3) (4) (5) (6) (7) (8)

Analyst Analyst Analyst Analyst Report Report Report Report

in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year

Treated×Post -0.06*** -0.04 -0.03 -0.07** -0.09*** -0.06 -0.08 -0.17**

(-3.83) (-1.10) (-1.02) (-2.19) (-3.39) (-0.78) (-1.17) (-2.16)

Controls Yes Yes Yes Yes Yes Yes Yes Yes

Industry FE Yes Yes Yes Yes Yes Yes Yes Yes

Year FE Yes Yes Yes Yes Yes Yes Yes Yes

N 256 224 215 218 256 224 215 218

adj. R2 0.651 0.525 0.651 0.617 0.661 0.498 0.611 0.695

Panel D: Firm Investment
(1) (2) (3) (4) (5) (6) (7) (8)

R&D R&D R&D R&D CAPX CAPX CAPX CAPX

in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year

Treated×Post 0.00 0.00 0.00 0.00 0.03 0.03 -0.01 0.03

(0.99) (1.17) (0.67) (0.29) (0.90) (0.73) (-0.30) (0.81)

Controls Yes Yes Yes Yes Yes Yes Yes Yes

Industry FE Yes Yes Yes Yes Yes Yes Yes Yes

Year FE Yes Yes Yes Yes Yes Yes Yes Yes

N 266 261 238 233 266 261 238 233

adj. R2 0.817 0.821 0.694 0.711 0.349 0.636 0.627 0.611

Panel E: Policy Effectiveness
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

inQueue log(1+inQueue) WACC WACC WACC WACC Cascade Cascade Cascade Cascade

in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year in (0,5)days in (0,10)days in (0,20)days in(0,30)days

Treated×Post 1.64 -0.02 -0.01*** -0.01*** -0.01*** -0.01*** 0.00 -1.83** -1.96*** -2.20***

(0.60) (-0.12) (-6.35) (-3.66) (-3.89) (-4.11) (.) (-2.17) (-2.66) (-6.28)

Controls Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Industry FE Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

N 158 158 266 261 238 233 116 139 162 162

adj. R2or PseudoR2 0.634 0.779 0.748 0.717 0.660 0.657 0.324 0.414 0.423 0.441
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(a) IPO PE (b) Average P/E ratio for each year

(c) P/E ratio for firms listed for at least 3 years
(d) Average P/E ratio for

new listed firms

Figure 1: Pricing Cap and P/E ratio

This figure plots the pricing cap, IPO P/E ratio, P/E ratio for firms listed for at least 3 years, average P/E

ratio, average P/E ratio for new listed firms at the end of listing year and for each year from 2009 to 2020.

The sample only includes the firms listed on the main board. There are 6,961 firm-year observations for

1296 firms. The spaces between two vertical lines indicate the IPO suspension period, which I exclude

from my sample. The horizontal line is the pricing cap limit equal to 23.
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Table 1: Summary Statistics for all Variables

This table reports descriptive statistics for the variables of interest. Panel A is for the full sample. Panel B
shows t-statistics for treatment and control firms. All variables are winsorized at 1% and 99%. All variable
definitions are in Table A1.

Variable N mean sd p1 p25 p50 p75 p99

Panel A: The Full Sample

CAR_SEOin1Day 710 -0.00 0.03 -0.08 -0.02 -0.00 0.01 0.10
CAR_SEOin5Day 710 -0.00 0.05 -0.12 -0.03 -0.01 0.02 0.14
CAR_SEOin10Day 710 -0.01 0.06 -0.16 -0.05 -0.01 0.03 0.21
CAR_SEOin20Day 710 -0.01 0.09 -0.23 -0.06 -0.02 0.03 0.27
CAR_SEOin30Day 710 -0.02 0.11 -0.30 -0.08 -0.03 0.04 0.37
CARin1Day 6961 0.03 0.07 -0.11 -0.02 0.05 0.10 0.14
CARin5Day 6961 0.20 0.31 -0.25 -0.06 0.06 0.60 0.67
CARin10Day 6961 0.41 0.65 -0.28 -0.07 0.07 0.89 1.68
CARin20Day 6961 0.56 1.12 -0.32 -0.08 0.06 0.79 5.69
CARin30Day 6961 0.53 1.06 -0.32 -0.10 0.07 0.75 5.86
Cascadein1Day 6961 0.11 0.31 0.00 0.00 0.00 0.00 1.00
Cascadein5Day 6961 0.13 0.34 0.00 0.00 0.00 0.00 1.00
Cascadein10Day 6961 0.16 0.36 0.00 0.00 0.00 0.00 1.00
Cascadein20Day 6961 0.18 0.38 0.00 0.00 0.00 0.00 1.00
Cascadein30Day 6961 0.18 0.39 0.00 0.00 0.00 0.00 1.00
Initial_Return 6961 1.61 2.27 -5.25 0.19 1.39 2.79 17.61
Debt_Loan 6961 0.13 1.18 0.00 0.00 0.04 0.16 59.88
Have_SEO 6961 0.10 0.30 0.00 0.00 0.00 0.00 1.00
First_SEO 710 1371 631.7 414.0 910.0 1254 1771 3341
Own_Dilute 6936 0.23 0.05 0.08 0.25 0.25 0.25 0.30
Issuer400M 6961 0.22 0.41 0.00 0.00 0.00 0.00 1.00
Own_Dilute_SEO 710 0.12 0.11 0.01 0.06 0.10 0.15 0.72
Researcher 2969 3.19 1.60 0.00 2.08 3.30 4.32 8.22
Inst_Researcher 2960 3.16 1.60 0.00 2.08 3.26 4.30 8.21
Length 3306 9.11 1.61 1.79 8.29 9.38 10.21 13.53
Transparency 4307 3.11 0.60 1.00 3.00 3.00 3.00 4.00
Analyst 5229 0.11 0.11 0.01 0.03 0.07 0.15 0.64
Report 5240 0.22 0.27 0.01 0.04 0.12 0.32 2.90
DAccrual 6961 0.03 0.12 -6.68 0.00 0.02 0.07 4.81
CAPX 6961 0.03 1.44 -89.17 0.00 0.00 0.05 4.81
RD 6961 0.02 0.02 0.00 0.01 0.02 0.03 0.25
inQueue 5070 13.31 21.57 1.00 2.00 7.00 11.00 104.0
WACC 6863 0.06 0.01 0.01 0.05 0.06 0.07 0.11
SUE_Time 945 0.04 0.71 -2.55 -0.28 0.01 0.25 4.55
SUE_Analyst 942 -0.25 0.93 -6.56 -0.37 -0.01 0.20 0.83
Leverage 6961 0.34 0.18 0.06 0.20 0.32 0.46 0.94
Size 6961 21.83 1.10 18.91 21.06 21.69 22.37 26.75
EBITDA 6961 0.09 0.05 0.00 0.06 0.08 0.11 0.37
Growth 6961 1.18 0.26 0.68 1.03 1.14 1.28 2.36
TobinQ 6961 1.50 0.94 0.32 0.89 1.21 1.81 5.67
ROA 6961 8.46 5.42 0.81 4.72 7.43 10.92 40.93
HHI_Top_Share 6961 0.38 0.20 0.02 0.23 0.35 0.49 0.93
Top_Share 6961 0.53 0.20 0.09 0.38 0.52 0.67 0.96
Age 6961 2.76 0.37 0.00 2.56 2.77 3.00 3.50
PE_VC 6961 0.12 0.33 0.00 0.00 0.00 0.00 1.00
SOE 6961 0.15 0.36 0.00 0.00 0.00 0.001.00

(continuing on the next page...)
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(...continued from the previous page)
Panel B: T-statistics for Treated and Control Groups
Variable Total Mean (C) Mean (T) Control Treated t-stat

CAR_SEOin1Day 710 0.00 -0.00 9 701 0.00

CAR_SEOin5Day 710 0.02 -0.00 9 701 0.02

CAR_SEOin10Day 710 0.03 -0.00 9 701 0.04

CAR_SEOin20Day 710 0.06 -0.01 9 701 0.07**

CAR_SEOin30Day 710 0.02 -0.016 9 701 0.03

CARin1Day 6961 -0.01 0.03 134 6827 -0.04***

CARin5Day 6961 -0.00 0.20 134 6827 -0.21***

CARin10Day 6961 0.01 0.41 134 6827 -0.40***

CARin20Day 6961 -0.02 0.57 134 6827 -0.60***

CARin30Day 6961 -0.03 0.53 134 6827 -0.57***

Cascadein1Day 6961 0.09 0.10 134 6827 -0.01

Cascadein5Day 6961 0.29 0.12 134 6827 0.16***

Cascadein10Day 6961 0.29 0.15 134 6827 0.14***

Cascadein20Day 6961 0.36 0.17 134 6827 0.19***

Cascadein30Day 6961 0.36 0.17 134 6827 0.18***

Initial_Return 6961 1.68 1.60 816 6145 0.08

Debt_Loan 6961 0.09 0.13 816 6145 -0.04

Have_SEO 6961 0.06 0.10 816 6145 -0.04***

First_SEO 710 1165 1388 52 658 -222.3*

Own_Dilute 6936 0.21 0.23 791 6145 -0.01***

Issuer400M 6961 0.46 0.18 816 6145 0.28***

Own_Dilute_SEO 710 0.11 0.12 52 658 -0.01

Researcher 2969 3.02 3.19 122 2847 -0.16

Inst_Researcher 2960 3.01 3.17 122 2838 -0.15

Length 3306 8.90 9.11 148 3158 -0.21

Transparency 4307 3.14 3.10 179 4128 0.03

Analyst 5229 0.10 0.10 573 4656 -0.00

Report 5240 0.21 0.22 573 4667 -0.01

DAccrual 6961 0.01 0.02 816 6145 -0.00

CAPX 6961 0.05 0.03 816 6145 0.02

RD 6961 0.01 0.02 816 6145 -0.00***

inQueue 5070 9.15 13.81 550 4520 -4.66***

WACC 6863 0.05 0.06 770 6093 -0.00***

SUE_Time 945 0.01 0.04 88 857 -0.02

SUE_Analyst 942 -0.10 -0.26 88 854 0.15

Leverage 6961 0.41 0.33 816 6145 0.08***

Size 6961 22.52 21.74 816 6145 0.77***

EBITDA 6961 0.09 0.09 816 6145 0.00***

Growth 6961 1.15 1.18 816 6145 -0.02**

TobinQ 6961 1.03 1.56 816 6145 -0.52***

ROA 6961 9.24 8.35 816 6145 0.89***

HHI_Top_Share 6961 0.46 0.37 816 6145 0.09***

Top_Share 6961 0.61 0.52 816 6145 0.09***

Age 6961 2.66 2.77 816 6145 -0.11***

PEVC 6961 0.26 0.10 816 6145 0.15***

SOE 6961 0.35 0.12 816 6145 0.23***

(continuing on the next page...)
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Table 2: Natural Experiment: Cumulative Abnormal Return and Initial Return

This table reports the results from DID regressions of post-IPO CAR, initial return, and post-SEO CAR. All
columns report the results of OLS regressions. For Panel A, the dependent variables are post-IPO CAR at
1 day, 5 days, 10 days, 20 days, and 30 days and the initial return of the IPO. For Panel B, the dependent
variables are post-SEO CAR at 1 day, 5 days, 10 days, 20 days, and 30 days. All regressions control
for year and industry-fixed effects. In parentheses are t-stats based on robust standard errors adjusted for
heteroscedasticity and firm-level clustering. ***,**, and * denote statistical significance at the 1%, 5%, and
10% levels, respectively. All variable definitions are in Table A1.

Panel A: IPO Cumulative Abnormal Return (CAR_IPO) and Initial Return
(1) (2) (3) (4) (5) (6)

CAR_IPO CAR_IPO CAR_IPO CAR_IPO CAR_IPO Initial_Return
in (0,1)day in (0,5)days in (0,10)days in (0,20)days in(0,30)days

Treated×Post 0.10*** 0.55*** 1.05*** 1.54*** 1.44*** 2.12***
(24.28) (40.50) (32.19) (19.64) (20.47) (12.04)

Controls Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes

N 6961 6961 6961 6961 6961 6961
adj. R2 0.539 0.830 0.736 0.495 0.493 0.254

Panel B: SEO Cumulative Abnormal Return (CAR_SEO)
(1) (2) (3) (4) (5)

CAR_SEO CAR_SEO CAR_SEO CAR_SEO CAR_SEO
in (0,1)day in (0,5)days in (0,10)days in (0,20)days in(0,30)days

Treated×Post 0.00 -0.00 0.01 0.01 0.01
(0.73) (-0.15) (0.86) (0.53) (0.87)

Controls Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes

N 829 829 829 829 829
adj. R2 -0.023 -0.010 -0.016 -0.003 0.015
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Table 3: Natural Experiment: Financing

This table reports the results of DID regressions on firm financial activity. Column (2) in Panel A and
Columns (1) and (2) in Panel B report the marginal effect of the Probit regression. The other columns re-
port the OLS regression results. The dependent variables of Panel A are percentage change in ownership
(OwnDilute) in the IPO, a dummy variable equal to 1 if the firm has stock capital greater than 400 million
RMB before IPO issuance and 0 otherwise (Issue400M), and percentage change in ownership (OwnDilute-
SEO) in the SEO. The dependent variables of Panel B are a dummy variable equal to 1 if the firm has an
SEO issuance 1 year or 2 years after going public and 0 otherwise (HaveSEO@2Year, HaveSEO@3Year),
the natural logarithm of the SEO issuance amount 1 year or 2 years after going public (logSEOAmt@2Year,
logSEOAmt@3Year), and the natural logarithm of the date difference between the firm’s first SEO and IPO
(logFirstSEO). The dependent variables of Panel C are post-IPO corporate bond and bank loan usage in the
IPO year and 1 year, 2 years, and 3 years after the IPO. All regressions control for year and industry-fixed
effects. In parentheses are t-stats based on robust standard errors adjusted for heteroscedasticity and firm-
level clustering. ***,**, and * denote statistical significance at the 1%, 5%, and 10% levels, respectively.
All variable definitions are in Table A1.

Panel A: Ownership Dilution
(1) (2) (3)

Own_Dilute Issue400M Own_Dilute_SEO

Treated×Post -0.03*** 0.15*** -0.02
(-7.78) (6.89) (-1.23)

Controls Yes Yes Yes
Industry FE Yes Yes Yes
Year FE Yes Yes Yes

N 6936 6743 710
adj. R2 or PseudoR2 0.292 0.433 0.107

Panel B: SEO Issuance and Speed
(1) (2) (3) (4) (5)

Have_SEO Have_SEO log$SEO log$SEO logFirst_SEO
in (1,2) Year in (2,3) Year in (1,2) Year in (2,3) Year

Treated×Post 0.05*** 0.02** 0.23 0.56*** -0.77***
(6.52) (2.55) (1.34) (3.34) (-14.45)

Controls Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes

N 5641 5887 553 705 710
adj. R2 or PseudoR2 0.246 0.114 0.557 0.589 0.520

Panel C: Corporate Bonds and Loans
(1) (2) (3) (4)

Debt_Loan Debt_Loan Debt_Loan Debt_Loan
in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year

Treated×Post 0.04*** 0.03*** 0.02*** 0.01
(5.86) (3.89) (2.84) (0.66)

Controls Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes
Year FE Yes Yes Yes Yes

N 6961 6907 6756 6539
adj. R2 0.420 0.430 0.417 0.37536



Table 4: Natural Experiment: Self Disclosure

This table reports the results of DID regressions on self-disclosure. All columns report the results of OLS
regressions. The dependent variables for Panel A are the firm transparency indices of the SZSE and SSE
(Transparent)and natural log of the length of performance briefing (Length) in the IPO year and 1 year, 2
years, and 3 years after the IPO. The dependent variables for Panel B are the natural log of the number of
researchers conducting field research (NumResearcher), and the natural log of the number of researchers
from institutions conducting field research (Inst_Researcher) in the IPO year and 1 year, 2 years, and 3
years after the IPO. All regressions control for year and industry-fixed effects. In parentheses are t-stats
based on robust standard errors adjusted for heteroscedasticity and firm-level clustering. ***,**, and *
denote statistical significance at the 1%, 5%, and 10% levels, respectively. All variable definitions are in
Table A1.

Panel A: Firm Transparency and Performance Briefing Informativeness
(1) (2) (3) (4) (5) (6) (7) (8)

Transparency Transparency Transparency Transparency Length Length Length Length
in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year

Treated×Post 0.14*** 0.13** 0.02 -0.05 2.74*** 2.13*** 1.17*** 0.40**
(3.58) (2.13) (0.35) (-0.70) (11.41) (11.27) (6.06) (2.03)

Controls Yes Yes Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes Yes Yes

N 4340 4320 4261 4180 2006 3181 3670 3586
adj. R2 0.110 0.131 0.159 0.219 0.535 0.425 0.241 0.185

Panel B: Field Report Status
(1) (2) (3) (4) (5) (6) (7) (8)

Researcher Researcher Researcher Researcher Inst_Researchers Inst_Researcher Inst_Researcher Inst_Researcher
in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year

Treated×Post 0.01 0.75*** 0.33 0.27 -0.00 0.75*** 0.32 0.27
(0.01) (3.35) (1.62) (1.33) (-0.01) (3.39) (1.57) (1.34)

Controls Yes Yes Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes Yes Yes

N 708 1560 2799 3401 708 1560 2788 3398
adj. R2 0.316 0.317 0.263 0.271 0.314 0.317 0.257 0.268
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Table 5: Natural Experiment: Information Environment

This table reports the results of DID regressions on information environment. All columns report the results
of OLS regressions. For Panel A, the dependent variables are the natural log of the number of analysts track-
ing and analyzing the firm (Analyst) and the natural log of the number of analysts tracking and analyzing
the firm?s field report (Report) at 0 year, 1 year, 2 years, and 3 years after the firm went public. For Panel
B, the dependent variables are standardized unexpected earnings (SUE) calculated using time series and
analyst prediction models for the current year, first year, second year, and third year. All regressions control
for year and industry-fixed effects. In parentheses are t-stats based on robust standard errors adjusted for
heteroscedasticity and firm-level clustering. ***,**, and * denote statistical significance at the 1%, 5%, and
10% levels, respectively. All variable definitions are in Table A1.

Panel A: Analyst and Field Report Attention
(1) (2) (3) (4) (5) (6) (7) (8)

Analyst Analyst Analyst Analyst Report Report Report Report
in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year

Treated×Post -0.05*** -0.01** 0.00 0.03*** -0.07*** -0.01 0.01 0.05**
(-9.79) (-2.14) (0.44) (2.88) (-8.63) (-0.78) (0.77) (2.12)

Controls Yes Yes Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes Yes Yes

N 6551 5715 5388 5057 6551 5750 5426 5057
adj. R2 0.451 0.291 0.315 0.336 0.399 0.293 0.340 0.330

Panel B: Standardized Unexpected Earnings (SUE)
(1) (2) (3) (4) (5) (6)

SUE_Time SUE_Time SUE_Time SUE_Analyst SUE_Analyst SUE-Analyst
in (0,1)Year in (1,2)Year in (2,3)Year in (0,1)Year in (1,2)Year in (2,3)Year

Treated×Post -0.40*** 0.08 0.33 -1.55*** -0.11 0.20*
(-1.93e+13) (1.23) (0.97) (-4.32e+13) (-0.82) (1.98)

Controls Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes

N 114 1232 973 114 1232 973
adj. R2 1.000 0.394 0.247 1.000 0.342 0.406
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Table 6: Natural Experiment: Long-term Impact and Policy Effectiveness

This table reports the results of DID regressions on the firm?s long-term impact and policy effectiveness.
All columns report the results of OLS regressions for Panel A and B. All columns report the marginal effect
of the Probit regression in Panel C. For Panel A, the dependent variables are the number of firms lining up
for listing (N_inQueue), its natural logarithm (logQueue), and the WACC for 0 year, 1 year, 2 years, and 3
years after the firm went public. For Panel B, the dependent variables are post-IPO R&D expenditure and
capital expenditure in the current year, first year, second year, and third year. For Panel C, the dependent
variable is a dummy variable equal to 1 if the stock price of the firm drops below its offer price at 1 day, 5
days, 10 days, 20 days, and 30 days and 0 otherwise. For Panel D, the dependent variable is the post-IPO
Discretionary Accrual in the current year, first year, second year, and third year after the firm went public.
All regressions control for year and industry-fixed effects. In parentheses are t-stats based on robust standard
errors adjusted for heteroscedasticity and firm-level clustering. ***,**, and * denote statistical significance
at the 1%, 5%, and 10% levels, respectively. All variable definitions are in Table A1.

Panel A: Willingness of IPO and Weighted Average Cost of Capital (WACC)
(1) (2) (3) (4) (5) (6)

inQueue log(1+inQueue) WACC WACC WACC WACC
in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year

Treated×Post 0.08 -0.01 -0.01*** -0.01*** -0.01*** -0.01***
(0.24) (-0.89) (-27.50) (-20.06) (-13.89) (-12.03)

Controls Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes

N 5070 5070 6961 6907 6756 6539
adj. R2 0.645 0.879 0.720 0.436 0.471 0.393

Panel B: Investment
(1) (2) (3) (4) (5) (6) (7) (8)

R&D R&D R&D R&D CAPX CAPX CAPX CAPX
in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year in (0,1)Year in (1,2)Year in (2,3)Year in (3,4)Year

Treated×Post 0.01*** 0.00*** 0.00** 0.00*** 0.04*** 0.02 0.01 -0.00
(6.03) (3.01) (2.45) (3.09) (4.30) (1.37) (0.85) (-0.31)

Controls Yes Yes Yes Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes Yes Yes Yes

N 6961 6907 6756 6539 6961 6907 6756 6539
adj. R2 0.366 0.394 0.396 0.396 0.099 0.090 0.111 0.091

Panel C:Price Cascade
(1) (2) (3) (4) (5)

Cascade Cascade Cascade Cascade Cascade
in (0,1) day in (0,5) days in (0,10) days in (0,20) days in (0,30)days

Treated×Post 0.00 -0.43*** -0.43*** -0.46*** -0.51***
(.) (-7.20) (-6.79) (-8.20) (-7.17)

Controls Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes

N 3703 6070 6404 6359 6295

Panel D: Discretionary Accrual
(1) (2) (3) (4) (5)

DAccrual DAccrual DAccrual DAccrual DAccrual
in (-1,0) Year in (0,1) Year in (1,2) Year in (2,3) Year in (3,4) Year

Treated×Post -0.04*** 0.00 0.00 0.01*** 0.01***
(-6.95) (0.00) (1.17) (3.19) (2.72)

Controls Yes Yes Yes Yes Yes
Industry FE Yes Yes Yes Yes Yes
Year FE Yes Yes Yes Yes Yes

N 6961 6961 6907 6756 6539
adj. R2 0.225 0.000 0.226 0.214 0.233
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