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Abstract 

 

Sales forecasting is the key to the success of a supply chain, especially in the fashion 

industry. Vietnam is a major apparel supplier for international brands and has a 

dynamic, fast-growing market. The lack of complete forecasting systems in such a 

market motivates our development of sales forecast procedures featuring quantifiable 

results and practical implementation. Both statistical and machine learning methods 

were tested using actual data. We found that Random Forest consistently yields the 

lowest error metrics, followed closely by XGBoost. Meanwhile, clustering did not 

provide conclusive evidence of improved accuracy. As the study’s data sources come 

entirely from one company, these procedures are applicable for other firms to deploy 

their data without external mining sources. 

 

Keywords – NHH, Master Thesis, Time Series, Seasonal Naïve, ARIMA, Facebook 

Prophet, XGBoost, Random Forests, Fashion, Multistore, Retail, Sales Forecasting 
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1.  Introduction 

Vietnam’s fashion industry is an important contributor to its economy. Despite being a 

major apparel manufacturer worldwide, the domestic fashion market is 

underdeveloped. Proper exploitation of available data will help clothing companies in 

the competition. Thus, we aim to develop a well-tuned, reliable sales forecasting 

process using historical sales data to plan their operations more precisely and 

efficiently. This thesis section begins with detailed background information about 

Vietnam's fashion market, the company whose data is used in forecasting model 

development, and current forecasting practices. It continues by stating the focus of the 

entire thesis and ends with how it is organized into different sections. 

1.1. Background 

1.1.1. Vietnam’s apparel market landscape  

Contributing largely to Vietnam’s Gross Domestic Product (GDP), the textile industry 

has continuously increased. According to Vietnam's General Statistics Office, the 

textile industry's export in the first six-month of 2021 is 31,4 million USD, accounting 

for 19,82% of the GDP. Despite being a significant player in the global textile industry, 

the domestic industry is still considered small and underdeveloped. There are many 

reasons. First, Vietnamese garment enterprises are mostly export-oriented or 

outsourcing partners. Hence, few firms focus on the local market. Second, they are not 

used to defining the market needs for their products at a specific time in a particular 

place. Thus, overstock inventory discourages companies from producing trendy 

clothes. However, with a young population, Vietnam is expected to be promising land 

for the “human beauty” industry. It is understandable since youngsters seem to care 

about their appearance and are willing to spend a significant amount of money on it. 

Local enterprises can exploit the price advantage to maintain their share in the market.  
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1.1.2. Company background 

Founded in 2009, Couple TX is one of the most popular fashion brands for young adults 

in Vietnam (Pham, 2019). Their target customers are young males, females, and kids, 

with couple-matching clothes as their most famous products. They have 45 official 

stores concentrated in the South (coupletx.com, 2019). Even though having run a retail 

business since 2009, Couple TX only started collecting data properly through a point 

of sale (POS) system in 2017. It records all customer purchases with transaction 

information. Couple TX uses this data to plan production. 

1.1.3. Demand forecast in the industry: role, current practices, and 

challenges 

Optimizing the inventory effectively and efficiently is one of the keys to success in any 

manufacturing business. Hence, demand forecasting has long become one of the crucial 

yet challenging practices in supply chain management. Predicting the number of 

products for each store at a particular time is even more challenging. An accurate 

demand forecast minimizes the risk in all the operational activities related. It improves 

supply chain performance by having a better budget, inventory, and distribution 

planning (Frank et al., 2003). Meanwhile, a poor forecast could lead to consequences, 

such as the Bullwhip Effect (Norrman & Naslund, 2019).  

However, the rapidity and instability of the fashion industry have made it harder to 

have a precise demand prediction. It is because of the high level of uncertainty. Their 

products have a short life cycle, highly variable with trends and seasons. Thus, different 

methods and variables are also exploited to improve forecasting accuracy. Sales data is 

the most common and valuable information for the retail industry. From them, time-

series forecasting methods are applied to forecast future sales. Within the last ten years, 

the number of machine learning applications in sales forecasting research has increased 

by almost tenfolds (Aamer et al., 2020).  
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On the other hand, according to Rostami-Tabar (2021), business forecasting practice 

in developing countries is far behind developed countries. Rostami-Tabar states that 

there has been no significant effort recorded to shorten the gap in the last two decades. 

Developing countries lack the adequate capacity for statistical analysis, including 

reliable data, skillful practitioners, technology updates, and funds (Bhattacharyya & 

Timilsina, 2010). Therefore, retail businesses in developing countries should highly 

consider simple techniques in this case despite their less commonly recommended by 

academic literature.  

Couple TX, or other Vietnamese enterprises, does not apply any proper forecasting 

methods for sales in their business. Usually, specialists prepare and randomly buffer 

the production quantity based on experience. Hence, it is crucial now to implement a 

sophisticated method. The aiming model needs to be easy to use yet much more 

accurate than the number purely put by the company’s employees.  

1.1.4. Machine learning applications in the fashion industry 

In the industrial revolution 4.0 era, machine learning more and more contributes to the 

development of technology in humankind. They promise better solutions than 

traditional methods. Hence, the fashion industry is not excluded. Machine learning 

helps garment manufacturers with the following seasonal design themes prediction and 

inventory management. It advises us with the complex data-driven decision in the 

period, target customers, place, and demand of a particular trend.   

Meanwhile, in Vietnam, the application to the fashion industry is still limited despite 

government policies and investment in digitalization, industrial revolution 4.0. 

Vietnamese fashion enterprises only focus on machinery automation in manufacturing 

but have not developed their business scope for the retailing market. There are few 

publications on fashion using machine learning in Vietnam, and neither is there a leader 

in technology development in this industry. However, machine learning gradually 
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captures more attention as it becomes critical to business success. A highly prioritized 

need of fashion companies is more precise manufacturing planning.  

1.2. Topic statement 

This thesis aims to evaluate the performance of various forecasting methods using 

Couple TX data. Both traditional and advanced models are included and compared 

against each other to find the best-performing model. Additionally, since the chain 

retailers consist of various stores, we also consider the options of choosing between a 

“one-for-all” model, individual models for each store, or models for each group of 

stores. Therefore, we also try clustering based on store variables along the way to 

maximize forecasting accuracy.  

1.3. Thesis structure 

The first section states an overview of the Vietnamese apparel industry and Couple TX. 

We also discuss the sales forecast practice and machine learning applications in 

Vietnam.  

Section 2 finds and studies research that discusses either three topics. The first topic is 

forecasting methods in the fashion industry. Next, we search for clustering practice and 

its impacts on forecasting results. Lastly, we find studies of store characteristics on store 

performance. We also identify gaps in those research to orient our later work.  

Section 3 through 5 provide theoretical background, experiment setup, and results. We 

introduce various forecasting methods and evaluation metrics and explain why we 

choose them. We also present how we preprocess the data, feed them into different 

models, and evaluate the results. We pick a specific store to display the effect more 

easily and clearly. 

Section 6 follows up and answers research questions. Finally, section 7 concludes the 

paper by summarizing the findings and offering extensions for future researchers.  
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2.  Literature review 

Having understood the purpose of the thesis, the following section is divided into three 

parts. Previous time-series forecasting methods, which contain both traditional 

statistical approaches and advanced artificial intelligence methods, are conducted to 

investigate and form a grounding knowledge for this master thesis. From that, we try to 

identify any limitations and gaps. Then, improvement ideas that can later be focused on 

are proposed in the last subsection.   

2.1. Forecasting methods  

2.1.1. Traditional statistic approach 

Time-series forecasting is widely employed when predicting sales data. Those methods 

are simple and easy to implement with available historical data. The results are 

computed fast accordingly. This practice assumes that previous patterns in the past, 

whether seasonal, trend, cyclical, or irregular, will reappear in the future (Chopra & 

Meindl, 2016, p. 528). Hence, it becomes even more suitable if the demand is relatively 

stable. These statistical techniques include well-known models, such as naive, moving 

average, exponential smoothing, or Autoregressive Integrated Moving Average 

(ARIMA).  

Nowadays, practitioners usually use statistical approaches as baseline models to 

compare performance with other more advanced methods. For example, a Naive 

forecast can be a benchmark to forecast new item demand (Singh et al., 2019) and daily 

SKU demand (Spiliotis et al., 2020). Moreover, due to the high fluctuation of the 

fashion industry, ARIMA and Seasonal ARIMA (SARIMA) approaches are popular 

among other methods for quick and intuitive forecast results. Both ARIMA and 

SARIMA-based models are well-examined by  Liu et al. (2013), Box et al. (2015), or, 

more recently, Ren et al. (2016). 
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Traditional time-series methods are undeniably still in good use up to now. However, 

at the same time, there are some situations where they do not detect and perform well. 

They are insufficient to capture non-linear patterns. Additional and random factors that 

influence data, such as promotions, holidays, weather, etc., are also noise and reduce 

the accuracy of the models (Brownlee, 2017; Hyndman & Athanasopoulos, 2021).  

2.1.2. Machine learning methods 

Motivated to improve the drawbacks of old statistical methods, various machine leads 

are proposed and developed along with the speed of technology. They identify 

underlying patterns and derive “arbitrary nonlinearity” from the data (Wang & Liu, 

2021). Much research has been done on fundamental to extreme machine learning and 

artificial intelligence models (Aksoy et al., 2012, Ren et al., 2016, Ren et al., 2020)). 

However, aiming for the not-so-complex models for Couple TX, we focus only on 

fundamental machine learning approaches.  

Of all machine learning methods, regression trees are those mainly used algorithms. 

These supervised learning algorithms predict data by dividing it into smaller groups 

and fitting a simple for each subgroup (Breiman et al., 1984). The collective complex 

techniques, namely Random Forests and Extreme gradient boosting, have been applied 

in sales forecasting, including garment retailers (Singh et al., 2019; van Steenbergen & 

Mes, 2020; Guven et al., 2021; Spiliotis et al., 2020). 

In recent years, Facebook Prophet, a library developed by Meta in 2017, has been 

known as a time-series forecast that can ease the special days added to the data. It is 

used to predict the demand of various industries, like city electricity (Reppucci, 2020), 

retail (Žunić et al., 2020), luxury fashion (Alfaro, 2019), and COVID-19 case trend 

(Gaur, 2020). 
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implement a proper model. Moreover, it also takes a certain amount of time to run a 

forecasting task. Hence, it might be redundant in some cases.  

2.2. Identifying Research Gaps 

Even though much effort has been put into finding an accurate sales forecast for fashion 

retailers, the authors have found that few researchers focus on the difference between 

each store in its chain.  

2.2.1. “One-size-fits-all” model 

It is common knowledge that sales patterns may vary between locations and stores, 

even in the same brand. This situation is explained by consumer buying power, 

promotion strategies, etc. For example, customers in big cities tend to spend more than 

those in small cities, resulting in much higher sales. At the same time, sales may differ 

if the promotions are not applied in all stores but specific locations according to 

business plans. Hence, applying only one forecasting model can significantly different 

results amongst stores (Song, 2015). However, building one model for each specific 

store requires an enormous amount of time and money. Instead of applying complex 

techniques to improve accuracy for one model only, not many researchers pay attention 

to finding solutions for retail sales forecasts. One way to solve this problem is to use a 

cluster-based hybrid to reduce the degree of data heterogeneity (Chen & Lu, 2021). 

However, there is not much work done in the fashion industry.  

2.2.2. Only focus on customer and product characteristics 

When predicting sales of a store, it is easy to notice that more effort is put into analyzing 

and segmenting customer or product characteristics. In 2005, Thomassey & Fiordaliso 

cluster current retail sales data into groups of similar pattern items. Van Steenbergen & 

Mes (2020) apply same procedure. In 2021, Chen & Lu propose a clustered method for 

physical and non-physical channels. However, many other factors should be considered 
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to evaluate store performance. They can be demographic aspects like store size, location 

(Lusch et al., 2015), level of competition (Ghosh, 1984), and promotions (Gauri et al., 

2017).  

2.3. Filling the Gaps 

Having studied previous research and found the potential area to improve sales 

forecasting for a retail fashion chain, this thesis aims to tackle those limitations. 

Therefore, we will incorporate two approaches to improve model accuracy. In both 

approaches, we use grid-search to find out the best hyperparameters for each model. 

First, we try to answer which model gives the most accurate predicted results, either 

statistical or machine learning. Here, we put the total sales of the whole chain and tune 

on. Then, with the conducted parameters, we will fit stores individually. We will also 

use and compare two statistical methods and three advanced techniques. 

This thesis aims to improve forecasting accuracy by detecting similar patterns with 

clustering techniques in the second approach. We choose store characteristics such as 

store level and locations to manually group by as they are already recorded in the data. 

We also use the Dynamic Time Warping method, a machine learning technique, to do 

the clustering for a more objective result.   
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3.  Theory 

This section presents the theoretical background of the models in use, how they are 

estimated, and the process of evaluating their performance. It begins with a time-series 

forecast where we discuss the particularities of time-series data and the forecasting 

problem. Next, a brief introduction of various forecasting methods and models is 

presented. Later, we will discuss time-series clustering methods and their potential to 

improve forecast accuracy. Then, performance evaluation metrics and validation 

techniques to compare model performance are described. Finally, software packages 

and their authors employed in the study are listed for reference. 

3.1. Time-series forecasting 

A time series is a sequence of observations recorded at successive equally spaced points 

in time (Hyndman & Athanasopoulos, 2021). The data may include demand samples, 

temperature, earnings, profits, shipments, accidents, productivity, etc. Forecasting 

techniques developed for time-series data are based on the assumption that past values 

of the series are a good indicator of future values. This characteristic of time series 

makes it a common problem attracting significant interest in research (Parmezan et al., 

2019; Makridakis et al., 2020; Makridakis et al., 2018). Time-series analysis has been 

used for various applications such as econometric forecasting (Ahmed et al., 2010), 

quality and process control (Naim & Mahara, 2018), sales forecasting (Brownlee, 2017; 

Papacharalampous et al., 2018; Pavlyshenko, 2019; Van Belle et al., 2021), health 

surveillance (Shih & Rajendran, 2019; Zhang et al., 2014), energy demand forecasting 

(Lai et al., 2020; Wang et al., 2018).  

While analyzing a time series, it is helpful to decompose the data into components to 

see the underlying patterns more quickly: a trend-cycle component (sometimes called 

the trend for simplicity), a seasonal component, and a remainder component (containing 

anything else in the time series) (Hyndman & Athanasopoulos, 2021). According to 
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these authors, additive and multiplicative decomposition are two common ways to 

decompose time-series data. 

- Additive decomposition can be written as: 

  
 : the data 

 : the seasonal component 

 : the trend-cycle component 

 : the remainder component 

- Similarly, for multiplicative decomposition 

  

The additive decomposition is most appropriate if the magnitude of the seasonal 

fluctuations, or the variation around the trend-cycle, does not vary with the level of the 

time-series. When the variation in the seasonal pattern, or the variation around the trend 

cycle, appears to be proportional to the time series level, then a multiplicative 

decomposition is more appropriate.  

3.2. Forecasting models 

Generally, forecasting models can be categorized into two groups: 

1. Traditional forecasting methods include Naive, MA (moving average), ETS 

(exponential smoothing), ARIMA (Autoregressive Integrated Moving 

Average), and their variants. 

2. Advanced forecasting methods are based on machine learning and artificial 

intelligence principles such as Facebook Prophet, Random Forests, XGB 

(Extreme Gradient Boosting), Support Vector Regressor, and Neural Networks. 

Following is a brief discussion of the models used in our analysis and their 

formulations. 
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3.2.1. Seasonal naive (SNAIVE) 

This method is a variant of the naive method, also known as a random walk, the most 

basic and simplest forecasting method. To use this method, one simply repeats the last 

seen data. There is no need for further understanding of the data or other variables.  

For seasonality in data, the seasonal naive forecasting method obtains the forecast for 

time 𝑇𝑇 + ℎ  by the formula: 

 
: the seasonal period 

: the integer part of   

(Hyndman & Athanasopoulos, 2021) 

As an example, forecasts of the next 𝑛𝑛 Mondays are the data seen last Monday, forecasts 

of the next 𝑛𝑛 Januaries are the data seen last January and so on. 

3.2.2. Auto-Regressive Integrated Moving Average 

As the name suggests, ARIMA models focus on the correlation between the lagged 

time-series observations (Nau, 2020). They try to capture the correlation between the 

current and past values that often appear in the time-series data. This thesis employs its 

variant, Seasonal ARIMA with Exogenous variables (SARIMAX), to include 

seasonality and external information during the modeling process. 

An ARIMA model of order (p, d, q), ARIMA(p, d, q), is a combination of three 

operations:  

1. The autoregressive, AR(p), captures the autocorrelation between the present and 

the past values.  

2. The moving average, MA(q), captures the past forecast errors of the model. 

3. The integration (d) stands for the degree of differencing. Differencing operation 

comprises taking the difference between consecutive observations.  
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ARIMA models alone cannot capture the seasonal effect if a time series exhibits it. In 

that case, we use an extension of the ARIMA model called seasonal ARIMA 

(SARIMA). Four additional parameters (P, D, Q)m are added to the model. While (p, 

d, q) describes the non-seasonal part of a time series, (P, D, Q)m describes the seasonal 

part. The parameters “P” and “Q”, similar to “p” and “q”, capture the seasonal 

autoregressive and seasonal moving average behavior. “D” is the seasonal differencing, 

“m” indicates the seasonal period. For example, m = 7 for weekly seasonality. SARIMA 

can also be extended to include external information and become SARIMAX (X stands 

for exogenous variable). 

An essential prerequisite for ARIMA models is that the time series should be stationary 

(De Gooijer & Hyndman, 2006; Hyndman & Athanasopoulos, 2021; Nau, 2020). A 

time series is stationary when its statistical properties (mean, variance and covariance) 

do not change over time (Seabold & Josef, 2010). It is recommended to use the 

Augmented Dickey-Fuller (ADF), and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) 

tests to check for stationarity. We can make a non-stationary series stationary series by 

differencing and seasonal differencing. 

More details about manual order selection for SARIMAX models can be found in 

“Statistical forecasting: notes on regression and time series analysis” by Nau, 2020. In 

this study, the stepwise algorithm suggested in (Hyndman & Khandakar, 2008) is 

applied using the pmdarima package in Python (Smith et al., 2017) to find the optimal 

order. The next step is to estimate the model’s parameters using maximum likelihood 

estimation, which is adopted from (Brockwell & Davis, 2016). 

The parameters of the ARMA(p,q) model can be estimated by maximizing the Gaussian 

likelihood: 
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where 𝛤𝛤𝑛𝑛(𝜙𝜙, 𝜃𝜃, 𝜎𝜎2) is the covariance matrix of W = Y − Xβ. Since {𝑊𝑊𝑡𝑡} is an ARMA(p, 

q) process with parameters (φ, θ, ), the maximum likelihood estimators 𝛽̂𝛽, 𝛷̂𝛷, and 𝜃𝜃  

are found by minimizing 

 

where 

 

{𝑊̂𝑊𝑡𝑡} is the best one-step predictor of {𝑊𝑊𝑡𝑡}, and 𝑟𝑟𝑡𝑡−1𝜎𝜎2  is its mean squared error. The 

function 𝑙𝑙(𝛽𝛽, 𝛷𝛷, 𝜃𝜃) can be expressed in terms of the observations  and the 

parameters β, φ, and θ using the innovations algorithm and minimized numerically to 

give the maximum likelihood estimators, ,  and . The maximum likelihood estimator 

of  is then provided by 𝜎̂𝜎2 = 𝑆𝑆(𝛽̂𝛽, 𝜙̂𝜙, 𝜃𝜃)/𝑛𝑛. 

An extension of an iterative scheme, proposed by Cochrane and Orcutt (1949) for the 

case q = 0, simplifies the minimization considerably. It is based on the observation that 

for fixed φ and θ, the value of β that minimizes 𝑙𝑙(𝛽𝛽, 𝛷𝛷, 𝜃𝜃) is 𝛽̂𝛽𝐺𝐺𝐺𝐺𝐺𝐺(𝛷𝛷, 𝜃𝜃), which can be 

computed algebraically instead of by searching numerically for the minimizing value. 

The scheme is as follows. 

(i) Compute  𝛽̂𝛽𝑂𝑂𝑂𝑂𝑂𝑂 and the estimated residuals 𝑌𝑌𝑡𝑡 − 𝑥𝑥𝑡𝑡′𝛽̂𝛽𝑂𝑂𝑂𝑂𝑂𝑂, 𝑡𝑡 = 1,… , 𝑛𝑛. 

(ii) Fit an ARMA(p, q) model by maximum Gaussian likelihood to the estimated 

residuals. 

(iii) For the fitted ARMA model compute the corresponding estimator 𝛽̂𝛽𝐺𝐺𝐺𝐺𝐺𝐺. 

(iv) Compute the residuals 𝑌𝑌𝑡𝑡 − 𝑥𝑥𝑡𝑡′𝛽̂𝛽𝐺𝐺𝐺𝐺𝐺𝐺, 𝑡𝑡 = 1,… , 𝑛𝑛, and return to (ii), stopping 

when the estimators have stabilized. 
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If {𝑊𝑊𝑡𝑡} is a causal and invertible ARMA process, then under mild conditions on the 

explanatory variables 𝑋𝑋𝑡𝑡, the maximum likelihood estimates are asymptotically 

multivariate normal. In addition, the estimated regression coefficients are 

asymptotically independent of the estimated ARMA parameters. 

The large-sample covariance matrix of the ARMA parameter estimators, suitably 

normalized, has a complicated form involving both the regression variables and 𝑋𝑋𝑡𝑡 the 

covariance function of  {𝑊𝑊𝑡𝑡}. Therefore, it is convenient to estimate the covariance 

matrix as –𝐻𝐻−1 , where 𝐻𝐻 is the Hessian matrix of the empirical log-likelihood 

evaluated at its maximum. 

3.2.3. Facebook Prophet 

Facebook’s open-source forecasting tool, Prophet, is an additive regression model with 

interpretable parameters. It uses a decomposable time-series model comprising three 

main components: trend, seasonality, and holidays. It allows the user to intuitively pick 

all the components related to the forecasting problem and effortlessly make the required 

changes by tuning the parameters. It works well on a time series showing multiple 

seasonal effects in the historical data, is robust to missing data and shifts in trend, and 

typically handles outliers well (Taylor & Letham, 2017). 

According to its authors (2017, p.7), “while we give up some critical inferential 

advantages of using a generative model such as an ARIMA, this formulation provides 

several practical advantages: 

- Flexibility: We can easily accommodate seasonality with multiple periods and 

let the analyst make different assumptions about trends. 

- Unlike with ARIMA models, the measurements do not need to be regularly 

spaced, and we do not need to interpolate missing values, e.g., from removing 

outliers. 

- Fitting is very fast, allowing the analyst to explore many model specifications 

interactively, for example, in a Shiny application (Chang et al., 2015). 
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https://www.codecogs.com/eqnedit.php?latex=%5C%7BW_t%5C%7D#0
https://www.codecogs.com/eqnedit.php?latex=%5C%7BW_t%5C%7D#0


21 
 

 

- The forecasting model has easily interpretable parameters that the analyst can 

change to impose assumptions on the forecast. Moreover, analysts typically do 

have experience with regression and can easily extend the model to include new 

components.” 

Prophet’s formulation and estimation process follow, as adopted from Taylor & 

Letham, 2017: 

 
: the growth function modeling the trend 

: seasonality term 

: holiday effects 

: error term 

The Trend Model 

One can choose between Prophet’s two options for modeling the trend: logistic growth 

and piecewise linear trends. In the former case, suppose there are S change points at 

times , , is a vector of rate adjustments where  is the change in 

rate occurs at time , k is the base growth rate. The rate at any time t is then 

. This formula is represented more cleanly by defining a vector 

 such that 

 
The rate at time t is then +𝑎𝑎(𝑡𝑡)𝑇𝑇𝑇𝑇 . When the rate k is adjusted, the offset parameter m 

must also be adjusted to connect the endpoints of the segments. The correct adjustment 

at change point j is easily computed as 

 
The piecewise logistic growth model is then 
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rate occurs at time 8i, k is the base growth rate. The rate at any time t is then

k + ) j a - , i This formula is represented more cleanly by defining a vector

a(t) e { 0 , 1 s u c hthat

{ l ,

if t 2: S j ,
a,(t) =

0, otherwise.

The rate at time t is then +a( t )T8 . When the rate k is adjusted, the offset parameter m

must also be adjusted to connect the endpoints of the segments. The correct adjustment

at change point j is easily computed as

-( »)(-/02@)
s + , @

The piecewise logistic growth model is then

https://www.codecogs.com/eqnedit.php?latex=k%2B%5Csum_%7Bj%3At%3Es_j%7D%5Csigma_j#0
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Analysts can adjust the expected capacities of the system at any point in time C(t) to 

suit their prior knowledge.  

Suppose the data do not exhibit saturating growth. In that case, a piecewise linear trend 

model is more appropriate 

 
All terms are similar to those in the logistic growth model, except for the adjustment 

term to make the function continuous: 

 

The Seasonality Term 

In Prophet, Fourier series is applied to model multi-period seasonality. Let P be the 

regular period expected in the data. Arbitrary smooth seasonal effects can be 

approximated with a standard Fourier series (without an intercept because a trend 

component is simultaneously fitted): 

 
Fitting seasonality requires estimating the 2N parameters  . 

This fitting is done by constructing a matrix of seasonality vectors for each value of t 

in our historical and future data, for example, with yearly seasonality and N = 10, 

 
The seasonal component is then 𝑠𝑠(𝑡𝑡) = 𝑋𝑋(𝑡𝑡)𝛽𝛽 and it takes 𝛽𝛽 ∼ 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(0, 𝜎𝜎2)   to 

impose a smoothing prior on the seasonality.  

Holidays and Events 

Holidays and events often cause disruptions in business time series and are not always 

fixed to particular calendar days (e.g. Lunar New Year). It is important to model them 

correctly, but this is not an easy task. The user of Prophet is given the option of defining 

their list of events during the time they are modeling. For each holiday i, let  be the 
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C(t)g(t) - - - - - - - - - ' - ' - - - - - -
- 1 + e x p ( - ( k + a(t)@)(t (m + a ( t ) ; ) ) )

Analysts can adjust the expected capacities of the system at any point in time C(t) to

suit their prior knowledge.

Suppose the data do not exhibit saturating growth. In that case, a piecewise linear trend

model is more appropriate

9(t)= (k +a(t) 'ö) t + (m + a(t) ' )

All terms are similar to those in the logistic growth model, except for the adjustment

term to make the function continuous:

7 4 = - s y 0 ]

The Seasonality Term

In Prophet, Fourier series is applied to model multi-period seasonality. Let P be the

regular period expected in the data. Arbitrary smooth seasonal effects can be

approximated with a standard Fourier series (without an intercept because a trend

component is simultaneously fitted):

- ( ) + ( ) )
Fitting seasonality requires estimating the 2N parameters /= [a,b,··· ,aN,bN]'

This fitting is done by constructing a matrix of seasonality vectors for each value of t

in our historical and future data, for example, with yearly seasonality and N = l 0,

-l-(#2)--+(%2)]
The seasonal component is then s ( t ) = K t ) and it takes B- N o r m a l ( 0 , o ) to

impose a smoothing prior on the seasonality.

Holidays and Events

Holidays and events often cause disruptions in business time series and are not always

fixed to particular calendar days (e.g. Lunar New Year). It is important to model them

correctly, but this is not an easy task. The user of Prophet is given the option of defining

their list of events during the time they are modeling. For each holiday i, let Di be the
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set of past and future dates for that holiday. An indicator function is added to represent 

whether time t is during holiday i, and assign each holiday a parameter  which is the 

corresponding change in the forecast. This practice is done similarly as seasonality by 

generating a matrix of regressors 𝑍𝑍(𝑡𝑡) = [1(𝑡𝑡 𝜖𝜖 𝐷𝐷1),… , 1(𝑡𝑡 𝜖𝜖 𝐷𝐷𝐿𝐿)] and taking ℎ(𝑡𝑡 ) =
𝑍𝑍(𝑡𝑡)𝑘𝑘. As with seasonality, we use a prior 𝐾𝐾 ∼ 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁(0, 𝜎𝜎2) . We include additional 

parameters to treat each of the days in the window around the holiday as a holiday itself 

to account for the days surrounding the holiday. 

3.2.4. Random Forests (RF) 

Random Forests regression is an implementation of Regression Trees (a decision tree 

where the target variable’s values are continuous) where it combines multiple trees, 

each one depending on the values of a random vector sampled independently and with 

the same distribution (Breiman, 2001). The method's accuracy depends on the size of 

the forest and the strength and correlation of the individual trees. Given that Random 

Forests averages the predictions of multiple regression trees, it is more robust to noise 

and less likely to over-fit on the training data. An illustration of the model’s operations 

(Afzal et al., 2020) is given in Figure 3.1. 

Figure 3.1  

The Random Forests Prediction Algorithm 
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Note. Random Forests relies on the bagging mechanism. Every decision tree is trained 

on separate data training sets (prepared by replacement), and their predictions are 

merged to obtain a single optimal solution. From “Response surface analysis, 

clustering, and Random Forests regression of pressure in suddenly expanded high-

speed aerodynamic flows” Afzal et al., 2020.  

A Random Forests operates by constructing several binary decision trees fitted using 

bootstrap samples during training time. The output is obtained by aggregating over the 

ensemble, which is the mean of the prediction of all the trees (Dudek, 2015). This 

method is called bagging, which reduces the variance and overfitting issue, improving 

accuracy. It: 

- Applied to observations to improve model performance because it decreases the 

variance of the model without increasing the bias: while the predictions of a 

single tree are highly sensitive to noise in its training set, the average of many 

trees is not, as long as the trees are not correlated. 

- Applied to features to reduce the correlation of the trees in an ordinary bootstrap 

sample: if one or a few features are robust predictors for the response variable 

(target output), these features will be selected in many of the B trees, causing 

them to become correlated.  

To understand how RF learns patterns from data and makes predictions in a regression 

problem, we introduce the model’s elements: regression trees and bagging. The 

following explanations and formulas are adopted from Hastie et al., 2009. 

Regression trees 

Tree-based methods partition the feature space into a set of regions and then fit a simple 

model (like a constant) in each one. A variable and split-point need to be specified to 

achieve the best fit. Let p be the number of input variables, N be the sample size, M be 

the number of regions to partition, and we model the response variable Y as a constant 

 in each region : 

24

Note. Random Forests relies on the bagging mechanism. Every decision tree is trained

on separate data training sets (prepared by replacement), and their predictions are
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(target output), these features will be selected in many of the B trees, causing

them to become correlated.

To understand how RF learns patterns from data and makes predictions in a regression

problem, we introduce the model's elements: regression trees and bagging. The

following explanations and formulas are adopted from Hastie et al., 2009.

Regression trees

Tree-based methods partition the feature space into a set of regions and then fit a simple

model (like a constant) in each one. A variable and split-point need to be specified to

achieve the best fit. Let p be the number of input variables, N be the sample size, M be

the number of regions to partition, and we model the response variable Y as a constant

cnin each region En:
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If our objective is to minimize the sum of squares loss function, , the 

best  is just the average of in region : 

 

Because finding the best binary partition in terms of minimum sum of squares is 

generally computationally infeasible, a greedy algorithm is used instead. Starting with 

all of the data, consider a splitting variable j and split point s, and define the pair of 

half-planes  

 

Then, we seek the splitting variable j and split point s that solve 

. 

For any j and s, the inner minimization is solved by 

 

Having found the best split, we partition the data into the two resulting regions and 

repeat the splitting process on each of the two regions. Then this process is repeated in 

all of the resulting regions. 

Bootstrap aggregating 

The bootstrap is a general tool for assessing and improving statistical accuracy. Let 

 be a training set of size N where . The basic idea is to 

draw randomly -sized datasets with replacements from  B times, producing B 

bootstrap datasets. A model is fitted to each bootstrap dataset, obtaining the prediction 
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M

r o = c a r eRm)
m = l

If our objective is to minimize the sum of squares loss function, L,(Yi - f(xi))2, the

best cmis just the average of /liin region Rn1.:

e = ave(ylz; e R , , )

Because finding the best binary partition in terms of minimum sum of squares is

generally computationally infeasible, a greedy algorithm is used instead. Starting with

all of the data, consider a splitting variable j and split point s, and define the pair of

half-planes

R(i ,s) = {XIX, < s} and B i , s ) = {XIX , > s }

Then, we seek the splitting variable j and split point s that solve

min [min L (Yi - c t )2 + min L (Yi - c2)2]
3 , s c1 c2

± € H i , s ) a , e l ( i , s )

For any j ands , the inner minimization is solved by

en= ave(ylz; e R ( j , s)) and e = ave(ylz € R ( j , s))

Having found the best split, we partition the data into the two resulting regions and

repeat the splitting process on each of the two regions. Then this process is repeated in

all of the resulting regions.

Bootstrap aggregating

The bootstrap is a general tool for assessing and improving statistical accuracy. Let

Z = (z1, z2, · · · , zN) be a training set of size N where z = (a , ,y ) .The basic idea is to

draw randomly N-sized datasets with replacements from Z B times, producing B

bootstrap datasets. A model is fitted to each bootstrap dataset, obtaining the prediction
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 at input . Bootstrap aggregation or bagging averages this prediction on all 

bootstrap samples, reducing its variance.  

Random Forests algorithm 

Random Forests (Breiman, 2001) is a substantial modification of bagging that builds 

an extensive collection of de-correlated trees and then averages them (Hastie et al., 

2009). The main goal is to improve the variance reduction of bagging by reducing the 

correlation between the trees without increasing the variance too much. This goal is 

achieved in the tree-growing process through random selection of the input variables as 

shown in Algorithm 3.1. 

Algorithm 3.1 

Random Forests for Regression 

 

1. For b = 1 to B: 

a. Draw a bootstrap sample Z∗∗ of size N from the training data. 

b. Grow a random-forest tree  to the bootstrapped data, by recursively 

repeating the following steps for each terminal node of the tree, until the 

minimum node size  is reached. 

i. Select m variables at random from the p variables. 

ii. Pick the best variable/split-point among the m. 

iii. Split the node into two daughter nodes. 

2. Output the ensemble of trees  

To predict a new point x: 

 
The typical value for m is  as recommended by Breiman, 2001. The smaller m is, 

the more reduction is achieved in the correlation between any pair of trees, decreasing 

the variance of the average. 
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Random Forests algorithm

Random Forests (Breiman, 200 l) is a substantial modification of bagging that builds

an extensive collection of de-correlated trees and then averages them (Hastie et al.,

2009). The main goal is to improve the variance reduction of bagging by reducing the

correlation between the trees without increasing the variance too much. This goal is

achieved in the tree-growing process through random selection of the input variables as

shown in Algorithm 3. l.

Algorithm 3.1

Random Forests for Regression

l. For b = l to B:

a. Draw a bootstrap sample Zk of size N from the training data.

b. Grow a random-forest tree 11 to the bootstrapped data, by recursively

repeating the following steps for each terminal node of the tree, until the

minimum node size mm is reached.

1. Select m variables at random from the p variables.

11. Pick the best variable/split-point among the m.

m. Split the node into two daughter nodes.

2. Output the ensemble of trees {Ti}f

To predict a new point : f?(a)= # 2 , T ( @ )

The typical value for m is p/ as recommended by Breiman, 2001. The smaller m is,

the more reduction is achieved in the correlation between any pair of trees, decreasing

the variance of the average.
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3.2.5. Extreme gradient boosting (XGB) 

Extreme gradient boosting (XGB) is another implementation of regression trees where 

the Gradient Boosting framework is applied. Designed to be highly efficient, flexible, 

and portable, XGB provides a parallel tree boosting that solves many data science 

problems quickly and accurately (Chen & Guestrin, 2016). In XGB, trees are built one 

at a time when each new tree in the sequence tries to correct errors made by the 

previously built tree. In the original paper, Chen & Guestrin listed its features as follows 

- XGB is almost ten times faster than the other boosting techniques because of 

parallel learning and distributed computing. 

- It also includes a variety of regularization (L1 and L2), which reduces 

overfitting and improves overall performance. Therefore, it is also called a 

“regularized boosting” technique. 

- It can manage sparse data by using a sparsity-aware split finding algorithm. 

- It can handle weighted data efficiently by using distributed weighted quantile 

sketch algorithm. 

- It uses the hardware resources optimally by system cache optimization. 

- It employs out-of-core computation, enabling a primary computer to process 

massive datasets that do not fit in the memory. 

Besides, XGB is remarkably flexible for tuning. Many hyperparameters can be 

configured to increase the performance of the model. That has helped it become the 

winning solution in many machine learning competitions like Kaggle (Chen & 

Guestrin, 2016).  

To better understand how XGB builds trees and makes predictions, Chen & Guestrin 

(2016) suggest calling it regularized gradient boosting. While the algorithm’s 

“extreme” component has more to do with managing computing resources, which is not 

the focus of this study, we attempt to clarify how gradient boosting is applied uniquely. 

It is a machine learning technique for regression and classification problems that 

optimizes a collection of weak prediction models, usually CARTs (classification and 
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regression trees), to build an accurate and reliable predictor. XGB further improves 

upon the base gradient boosting framework through systems optimization 

(parallelization, tree pruning, hardware optimization) and algorithmic enhancements 

(regularization, sparsity awareness, weighted quantile sketch, cross-validation) (Morde, 

2019). Among these, tree pruning, regularization and cross-validation are most relevant 

in our regression problem. 

XGB as Regularized Gradient Boosting 

Gradient boosting gives a prediction model in the form of an ensemble of weak learners, 

typically decision trees (Hastie et al., 2009). XGB uses a more regularized model 

formalization to control over-fitting, which gives it better performance. The following 

is how the model is estimated, as adopted from the original documentation by the 

author, Tianqi Chen (2014). 

The ensemble model is formularized as 

 

where  is the number of trees,  is a function in the functional space , and  is the 

set of all possible CARTs. 

The trees are trained by optimizing the objective function: 

 

Where  is the differentiable loss function, and  is the 

regularization term. 

The functions  are learned by applying an additive strategy: fix what we have learned, 

and add one new tree at a time. Let the prediction value at step  be , we have  
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The ensemble model is formularized as

K

- 2 t o . e r
k = l

where K is the number of trees, .fk is a function in the functional space F, and F is the

set of all possible CARTs.

The trees are trained by optimizing the objective function:

n t

o ."9+20o
i = l i = l

Where _ I a n . , " ) is the differentiable loss function, and t f ) is the

regularization term.

The functions .fi are learned by applying an additive strategy: fix what we have learned,

and add one new tree at a time. Let the prediction value at step t be :OY\ we have
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At each step, the tree that optimizes the objective function is added: 

 

If the loss function is mean squared error (MSE), the objective becomes 

 

In this case, we take the Taylor expansion of the loss function up to the second-order: 

 

Where , the gradients, and , the hessians, are defined as 

 

After we remove all the constants, the specific objective at step  becomes 
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y;°J= 0

0," - () = 0,+a)= ( a ) + f a ) = ," + t a )

t

w" - ) t r 0 - »'" + t o
k = l

At each step, the tree that optimizes the objective function is added:

n t

" - Y o - o '"+ t +o
i = l i = l

n

- ) " " " - ) t o 0+ (a + t 0 - constant
i = l

If the loss function is mean squared error (MSE), the objective becomes

n t»"-Yo.-ol!'" + t o - 2 0 o
i = l i = l

n

-Yo""- w ) t a ) +1(a0I +0 + constant
i = l

In this case, we take the Taylor expansion of the loss function up to the second-order:

obj(t) -to.»""+on«oo-'Mt+ to+constant
i = l

Where .9i, the gradients, and hi, the hessians, are defined as

å l( A(t-1))J ; = a - ) J YiY;

h 82 l( A(t-1))
i = . ( t - 1 J Yi,Yi

Y;

After we remove all the constants, the specific objective at step t becomes

n lYonts0+5 f o l 0o
i = l
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To define the regularization term, first we need to refine the definition of the tree  

as 

 

Here  is the vector of scores on leaves,  is a function assigning each data point to the 

corresponding leaf, and  is the number of leaves. Then, the regularization term is 

  

After reformulating the tree model, we can write the objective value with the t-th tree 

as 

 

Where  is the set of indices of data points assigned to the j-th leaf. By 

defining  and , the objective could be further compressed 

as 

 

In this equation,  are independent concerning each other. The form 

 is quadratic. The best  for a given structure , and the best 

objective reduction we can get are 

 

30

To define the regularization term, first we need to refine the definition of the tree f Cr)
as

f ( ) = n o , w e R ' : R ' » { 1 , 2 ,· · · , T }

Here uwis the vector of scores on leaves, q is a function assigning each data point to the

corresponding leaf, and T is the number of leaves. Then, the regularization term is

After reformulating the tree model, we can write the objective value with the t-th tree

as

n Tw"=Yu.r+ho-hi
i = l j = l

T lD a o+ « n r
j = l i E l j i E l J

Where ly = { i l q (a , ) = j} is the set of indices of data points assigned to the j-th leaf By

def in ing<i= 2en,@aa"»=2ea,hi, the objective could be further compressed

as

T l
o1" = S I G , + AH,+ }l +T

j = 1

In this equation, j are independent concerning each other. The form

G.iw.i +½(Hi+ >.)w; is quadratic. The best 'WJ for a given structure q(x), and the best

objective reduction we can get are

• G,W- = - - -
H , + I
1 " c?

obj* = - - L J + ,T
2 . i = l Hj + ,\
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The last equation measures how good a tree structure  is. Although it is ideal for 

enumerating all possible trees and picking the best one, optimizing one level of the tree 

at a time is more practical. Specifically, we try to split a leaf into two leaves, and the 

score it gains is 

 

This formula can be decomposed as 1) the score on the new left leaf, 2) the score on 

the new right leaf, 3) the score on the original leaf 4) regularization on the additional 

leaf. If the gain is smaller than , it would be better not to add that branch. This 

technique is what the pruning technique in tree-based models is. To efficiently search 

for an optimal split, we sort all instances first. Then, the left to right scan is sufficient 

to calculate the structure score of all possible split solutions and the best split can be 

found efficiently. 

XGB penalizes more complex models through regularization terms to prevent 

overfitting. In addition to  and  as presented above,  (L1 regularization on weights) 

can also be included in the regularization term  to control shrinkage and 

enable feature selection. Adjusting the rate a model learns patterns in data, , is yet 

another way to improve XGB’s performance. 

3.2.6. Hyperparameters optimization 

In machine learning model training, we first need to define the learning process by 

setting the model’s hyperparameters. They control several learning aspects such as 

speed, complexity, and quality. Then, we feed the training data to the model and let it 

compute model parameters. These will directly determine the values of the predictions.  

Different algorithms have different sets of hyperparameters to tune. It is essential to 

understand the effect of each parameter to tune it accordingly. Interested readers can 

find more information in the respective documentation of the models (Chen & Guestrin, 

2016; Breiman, 2001; Taylor & Letham, 2017). For instance, some of XGB’s most 
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influential hyperparameters include min_child_weight, learning_rate, n_estimator, 

reg_alpha, and subsample, to name a few. 

To find the best set of hyperparameters, we can apply two methods 

1. Random search: this method evaluates a given number of random combinations 

by selecting a random value for each hyperparameter at every iteration. It is 

suitable at the early stage when we want to try large numbers of 

hyperparameters (Pedregosa et al., 2011). 

2. Grid search: the result of a random search informs us about a narrower space to 

search for the optimal values of hyperparameters. To improve further, we can 

carry out an exhaustive (grid) search of all hyperparameter combinations in that 

search space to pinpoint the final values (Pedregosa et al., 2011). 

It is noteworthy that hyperparameter tuning can lead to overfitting where a model fits 

the training set well but performs poorly on a test set. Hence, its generalizability is 

compromised. One way to avoid this problem is using the time-series cross-validation 

technique described in subsection 3.4.6. 

3.3. Clustering method 

Clustering is a data mining technique where similar data are placed into related or 

homogeneous groups without advanced knowledge of the groups’ definitions (Rai & 

Singh, 2010). In other words, clustering is trying to group data points that share similar 

patterns into one group while attempting to classify other data points that do not share 

similarities into different groups. Time-series clustering is a particular type of 

clustering, as the data to classify is dynamic and temporal data. One of the main 

applications of time-series clustering is pattern discovery (Aghabozorgi et al., 2015). 

Our research interest is the analysis of the patterns of sales of different stores within a 

company. 
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In theory, there are three different ways to cluster time series, namely shape-based, 

feature-based, and model-based (Aghabozorgi et al., 2015). In our research, with 

limited time and capability, we will only test the effectiveness of the shape-based 

algorithms. These algorithms are adapted from conventional clustering methods by 

modifying the distance or similarity with an appropriate one for the time series. 

Specifically, one popular distance measurement used to compare time series is 

Dynamic Time Warping (DTW) (Chu et al., 2002). DTW measures the similarity 

between two temporal sequences that do not align precisely in the index. This research 

will use the K-means clustering algorithm with DTW mentioned in a global averaging 

method for dynamic time warping, with applications to clustering (Petitjean et al., 

2011). The DTW process calculates the distance between the time series with the cluster 

centroids. A centroid is an average sequence from a group of time series in DTW space. 

Then, the DTW Barycenter Averaging (DBA) algorithm minimizes the sum of squared 

DTW distance between the centroid and the series in the cluster to determine the final 

centroid location in the semantic space. 

In this thesis, we want to test the hypothesis that grouping stores into clusters where the 

stores would share similar sales patterns and trends would benefit the performance of 

the forecasting model. In section 2.3, size and location are significant factors for store 

performance. After having the clusters of all stores using the K-Means clustering with 

DTW for the time series algorithm provided by tslearn (Tavenard et al., 2020), we will 

tune the best model for each cluster and then use it to predict the sales of the stores in 

the same cluster. 

3.4. Performance evaluation 

We will use time-series cross-validation to compute error metrics to ensure the best 

model is applicable for future observations. A forecast “error” is the difference between 

an observed value and its forecast. Here “error” does not mean a mistake; it means the 

unpredictable part of an observation (Hyndman & Athanasopoulos, 2021). It can be 

written as: 
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: observed value  

: forecast 

In-sample error is calculated using training data, given by,  and out-of-

sample error is calculated based on test data, given by  

It is usually necessary to employ various metrics to quantify different aspects of model 

performance. Each metric has its advantages and disadvantages and is appropriate for 

different contexts. The metrics used in this thesis include 

- Root mean square error (RMSE) 

- Mean absolute error (MAE) 

- Mean absolute percentage error (MAPE) 

- Mean absolute scaled error (MASE) 

3.4.1. RMSE 

RMSE is a standard performance measure for regression problems. It gives an idea of 

how much error the system typically makes in its predictions, with a higher weight for 

large errors (Géron, 2019).  

It is given by 

  
(Hyndman & Athanasopoulos, 2021) 

3.4.2. MAE 

MAE is very similar to RMSE, except it is less sensitive to outliers. Its formula is 

  
(Hyndman & Athanasopoulos, 2021) 
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different contexts. The metrics used in this thesis include

Root mean square error (RMSE)
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3.4.1. RMSE

RMSE is a standard performance measure for regression problems. It gives an idea of

how much error the system typically makes in its predictions, with a higher weight for

large errors (Geron, 2019).

It is given by

RMSE = mean(ef)

(Hyndman & Athanasopoulos, 2021)

3.4.2. MAE

MAE is very similar to RMSE, except it is less sensitive to outliers. Its formula is

MAE = mean(le[)
(Hyndman & Athanasopoulos, 2021)
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MAE and RMSE are scale-dependent measures, meaning that the series in question 

needs to have the same units as in our case. They reveal the absolute magnitude of 

forecast errors. 

3.4.3. MAPE 

An advantage of MAPE is that it is unit-free. Thus, it allows meaningful comparison 

when error magnitudes do not matter. To compute MAPE, we use the following formula 

   
(Hyndman & Athanasopoulos, 2021) 

The fact that MAPE is a percentage error measure makes it easy to understand and 

communicate. In addition, it provides context to model performance. Thus, it is used as 

a primary objective in various comparisons in our analysis. 

3.4.4. MASE 

Hyndman & Koehler (2006) propose scaled errors as an alternative to using percentage 

errors when comparing forecast accuracy across series with different units. They 

propose scaling the errors based on the training MAE from a simple forecast method. 

For seasonal time series, a scaled error can be defined using seasonal naïve forecasts: 

  
 (Hyndman & Athanasopoulos, 2021) 

To calculate MASE, we use the formula 

 
(Hyndman & Athanasopoulos, 2021) 
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MASE is helpful to comprehend the degree of improvement (if any) over a simple 

method. A quick look at it will tell how much value a method is adding on top of, for 

example, repeating past values. 

3.4.5. Temporal train/test split 

According to Hyndman & Athanasopoulos (2021), when choosing models, it is 

common practice to separate the available data into two portions, training and test data, 

where the training data is used to estimate any parameters of a forecasting method and 

the test data is used to evaluate its accuracy. 

For example, our dataset includes daily observations from 2017-09-01 to 2021-01-31, 

and we want to make forecasts for 7 days ahead. Our train set will consist of data points 

from the first day to 2021-01-24, and the test set is the final 7 days (2021-01-25 to 31). 

3.4.6. Time-series cross-validation 

This is a more sophisticated version of the train/test split where we keep several 

continuous test sets (Hyndman & Athanasopoulos, 2021). We continue the previous 

example and extend it to include 4 test sets, also folds, with 7-days “jumps.” Table 3.1 

shows four partitions. Subsequently, a model will be fitted on the train set and evaluated 

on the test set 4 times. The final score is the average score of all evaluations. As a result, 

the scoring process is more robust than the simple train/test split. 

Table 3.1 

Datetime index of 4-Folds time-series cross-validation 

Fold Train set Test set 

1 2017-09-01 to 2021-01-03 2021-01-04 to 2021-01-10 

2 2017-09-08 to 2021-01-10 2021-01-11 to 2021-01-17 

3 2017-09-15 to 2021-01-17 2021-01-18 to 2021-01-24 

4 2017-09-22 to 2021-01-24 2021-01-25 to 2021-01-31 

36

MASE is helpful to comprehend the degree of improvement (if any) over a simple

method. A quick look at it will tell how much value a method is adding on top of, for

example, repeating past values.

3.4.5. Temporal train/test split

According to Hyndman & Athanasopoulos (2021), when choosing models, it is

common practice to separate the available data into two portions, training and test data,

where the training data is used to estimate any parameters of a forecasting method and

the test data is used to evaluate its accuracy.

For example, our dataset includes daily observations from 2017-09-01 to 2021-01-31,

and we want to make forecasts for 7 days ahead. Our train set will consist of data points

from the first day to 2021-01-24, and the test set is the final 7 days (2021-01-25 to 31).

3.4.6. Time-series cross-validation

This is a more sophisticated version of the train/test split where we keep several

continuous test sets (Hyndman & Athanasopoulos, 2021). We continue the previous

example and extend it to include 4 test sets, also folds, with 7-days 'jumps." Table 3.1

shows four partitions. Subsequently, a model will be fitted on the train set and evaluated

on the test set 4 times. The final score is the average score of all evaluations. As a result,

the scoring process is more robust than the simple train/test split.

Table 3.1

Datetime index of 4-Folds time-series cross-validation

Fold Train set Test set

l 2017-09-01 to 2021-01-03 2021-01-04 to 2021-01-10

2 2017-09-08 to 2021-01-10 2021-01-11 to 2021-01-17

3 2017-09-15 to 2021-01-17 2021-01-18 to 2021-01-24

4 2017-09-22 to 2021-01-24 2021-01-25 to 2021-01-31



37 
 

 

3.5. Software packages 

All analysis is carried out in Python programming language with the help from various 

packages: 

- pandas (Reback et al., 2022) 

- numpy (Harris et al., 2020)  

- statsmodels (Seabold & Josef, 2010) 

- pmdarima (Smith & others, 2017) 

- plotly (Plotly Technologies Inc., 2015) 

- sktime (Löning et al., 2019; Löning et al., 2022) 

- sklearn (Pedregosa et al., 2011) 

- xgboost (Chen & Guestrin, 2016) 

- tslearn (Tavenard, Romain, et al., 2020) 
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4.  Experimental setup 

This section describes how we set up our experiment to find answers to the research 

questions. The first subsection contains information about the dataset and preparation 

steps for modeling. Secondly, we specify how the sales forecasting task is executed 

using different procedures for different types of models. Finally, time-series cross-

validation techniques are employed to compute error metrics, which serve as a basis 

for model performance assessment. Figure 4.1 shows the summarized process.  

Figure 4.1 

Schematic diagram describing the forecasting process  
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4.1. Data description, preprocessing, and preparation 

4.1.1. Endogenous variable 

The original dataset consists of entries from August 2017. We choose to cut off at 2021-

01-31 when the COVID pandemic’s impacts started manifesting because those 

disruptions are out of the scope of our study. Raw data is extracted from the company’s 

SQL database. It comes in the form of a table in which each row represents order, and 

each column contains details such as the order’s value, time, store, customer, and 

channel. Relevant filtered to retain information about the actual order value (after 

subtracting promotions, discounts, etc.), the store from which the order originated, and 

the timestamp of the order. From our discussion with the company representative, 

orders whose value exceeds 20 million VND belong to the wholesale channel and 

should be excluded from our analysis. Then, we specify the correct data types for each 

column to ensure proper treatment. 

The dataset contains 121 individual stores in total. Only 38 of those are selected for 

modeling based on a few criteria: 

- Active until the last day of the specified date range (2021-01-31) 

- Active for at least two years before 2021-01-31 (to ensure sufficient data for 

robust model fitting) 

- Being a physical store (sales from online channels are not included in this study) 

We then group this filtered data by store_id and resample to daily frequency by taking 

the sum. As a result, we obtain a long-form dataset with no missing values, with each 

row representing the sales value of a unique store on a day.  

shows examples of this dataset. This dataset will be reshaped during the analysis to suit 

the task. Next, sales of the whole company is computed by summing up sales across all 

stores daily. Table 4.1 shows examples of this dataset. We will reshape this dataset 

during the analysis to suit the task. 
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Table 4.1 

Examples from the Dataset of store daily sales 

 date store_id sales 

0 2017-08-07 307222 1.52765 

1 2017-08-08 307222 0.00000 

... ... ... ... 

44632 2021-01-30 566792 1.62220 

44633 2021-01-31 566792 9.35250 

 

Next, sales of the whole company is computed by summing up sales across all stores 

daily. Figure 4.2 plotted sales value in the form of a time series. Its descriptive statistics 

are presented in Table 4.2. 

Figure 4.2 

Time plot of company sales 
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Table 4.2 

Descriptive statistics of company Sales 

count 1274.00 

mean 524.92 

std 428.62 

min 0.00 

25% 294.56 

50% 391.87 

75% 609.97 

max 4617.47 

4.1.2. Exogenous variables 

From the interviews with the company’s representative, their website, Facebook page, 

and the data itself, the following events are identified to have substantial impacts on 

sales: 

- Lunar New Year holidays and International Labor Day (May 1): most stores are 

closed, and their sales are zero. Those that remain open have meager sales. 

- Major sales-boosting promotions often precede holidays:  

- Vietnam Reunification day (April 30) 

- End of the school year (end of May) 

- New school year (end of August) 

- Vietnamese Women’s Day (October 20) 

- Black Friday (4th Friday in November; 5th Friday if November 1st is a 

Friday) 

- End of year (Lunar calendar) 

These days are treated as exogenous variables whose data type is boolean. In particular, 

the corresponding variables off_day and promo_day have values True on applicable 

days and False otherwise. 

41

Table 4.2

Descriptive statistics of company Sales

count 1274.00

mean 524.92

std 428.62

mm 0.00

25% 294.56

50% 391.87

75% 609.97

max 4617.47

4.1.2. Exogenous variables

From the interviews with the company's representative, their website, Facebook page,

and the data itself, the following events are identified to have substantial impacts on

sales:

- Lunar New Year holidays and International Labor Day (May l): most stores are

closed, and their sales are zero. Those that remain open have meager sales.

- Major sales-boosting promotions often precede holidays:

- Vietnam Reunification day (April 30)

- End of the school year (end of May)

- New school year (end of August)

- Vietnamese Women's Day (October 20)

- Black Friday (4th Friday in November; 5th Friday if November 1st is a

Friday)

- End of year (Lunar calendar)

These days are treated as exogenous variables whose data type is boolean. In particular,

the corresponding variables off_day and promo_day have values True on applicable

days and False otherwise.



42 
 

 

4.1.3. Feature engineering 

Feature engineering “is a crucial step in the machine learning pipeline because the right 

features can ease the difficulty of modeling and enable the pipeline to output higher 

quality results” (Casari & Zheng, 2017). This subsection explains the process of 

engineering machine learning features from the endogenous variable. 

Date-related features are generated based on the index of the dataset. These include: 

- dayofweek: 0…6 representing Monday-Sunday 

- dayofmonth: 1…31 representing days in a month 

- dayofyear: 1…366 representing 366 days in a year (365 if not a leap year) 

- weekofyear: 1…53 representing weeks in a year 

- month: 1…12 representing 12 months in a year 

- quarter: 1…4 representing four quarters in a year 

- year: 1…5 representing the years 2017-2021 

Lag features are derived from the previous data points of the target variable. For 

example, lag_1 is the sales figure from yesterday; lag_2 is the sales figure from the day 

before yesterday, and so on. Lag features are not available for the first few observations, 

and they will be treated as missing data. In addition, minimum lag features should be 

kept less than the corresponding forecasting horizons to avoid the problem of looking 

ahead. For example, if we plan to make forecasts for the next seven days, the latest data 

point available is lag_7 of day T+7. 

Rolling mean is the historical average of the target variable. For instance, 

rolling_mean_2 is the average of 2 observations and is “rolled” forward in time. This 

feature is based on lag features to avoid the looking-ahead issue.  
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4.2. Model tuning  

This subsection describes techniques particular to each model to find its optimal 

configuration (either order for SARIMAX or hyperparameters for Prophet, Random 

Forests, and XGB).  

4.2.1. Seasonal Naïve (SNAIVE) 

Seasonal naïve is a simple method and can be used to make forecasts directly from the 

cleaned data of each store. For example, the forecasted sales of a store on 2021-01-04 

(Monday) is the store’s mean of daily sales on all Mondays before 2021-01-04. Hence, 

seasonal naïve can be evaluated directly in the next subsection. 

4.2.2. SARIMAX 

Similar to seasonal naïve, SARIMAX does not require any data transformation in 

advance. However, the model’s order, (p,d,q)(P,D,Q)m, must be specified. The 

function auto_arima from the package pmdarima (Smith & others, 2017) is applied to 

the whole company dataset to search for the optimal order. It uses the stepwise 

algorithm outlined in Hyndman & Khandakar (2008), which can be significantly faster 

than fitting all (or a random subset of) hyper-parameter combinations and is less likely 

to over-fit the model. The process includes the following steps: 

- Use the KPSS test to determine d, the order of differencing 

- Use the OCSB test to determine D, the order of seasonal differencing 

- Fit models within predefined ranges of p, q, P, Q 

- Return AICc of all fitted models 

- Model with the lowest AICc is selected 

- off_day and promo_day are also included as additional features in the regression 

operation 
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The optimal model is ARIMA(1,0,1)(0,1,1)[7] with intercept. Its AICc is 17593.089, 

as reported in Table 4.3, and all valid configurations. The order indicates a seasonal 

difference, non-seasonal AR(1) and MA(1) components, and a seasonal MA(1) 

component. 

Table 4.3 

Various SARIMAX Configurations And Corresponding AICc 

Model AICc 

ARIMA(1,0,1)(0,1,1)[7] intercept 17593.089 

ARIMA(0,0,2)(0,1,1)[7] intercept 17644.607 

ARIMA(0,0,1)(0,1,1)[7] intercept 17868.152 

ARIMA(1,0,1)(1,1,0)[7] intercept 17876.624 

ARIMA(1,0,0)(1,1,0)[7] intercept 17876.735 

ARIMA(1,0,1)(0,1,0)[7] intercept 18047.180 

ARIMA(0,0,1)(1,1,0)[7] intercept 18127.536 

ARIMA(0,0,1)(0,1,0)[7] intercept 18282.897 

ARIMA(0,0,0)(0,1,1)[7] intercept 18303.364 

ARIMA(0,0,0)(0,1,0)[7] 18663.766 

ARIMA(0,0,0)(0,1,0)[7] intercept 18665.600 

To illustrate the estimation process, historical daily sales of store 320264 are plotted in 

Figure 4.3 along with the series’ ACF and PACF plots. The significant spikes at lags 1 

and 7 in the ACF plot suggest non-seasonal MA(1) and seasonal MA(1) components, 

while the spike at lag 1 in the PACF plot points to an AR(1), hence the optimized model. 

We then fit the model to the training set using maximum likelihood estimation to 

estimate the parameters. 

After the model is fitted, its residuals resemble white noise, as shown in Figure 4.4. The 

Ljung-Box test applied to the residuals yields a p-value of 0.126, which confirms that 

the residuals are similar to white noise, and we are ready to make forecasts on the test 

set  
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Figure 4.3 

Historical sales of Store 320264 

 

  

Figure 4.4 

Residuals of model ARIMA(1,0,1)(0,1,1)[7] fitted on data of store 320264 
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4.2.3. Facebook Prophet 

Facebook’s Prophet, as a specialized forecast package, only requires input data to 

follow its format specification. Hence, we convert our dataset into a data frame with 

two columns, ds, and y, representing the date and the target variable, as shown in Table 

4.4. 

Table 4.4 

Data formatted to PROPHET’s requirements 

 ds y 

0 2017-08-07 1.528 

1 2017-08-08 0.000 

2 2017-08-09 34.942 

3 2017-08-10 20.152 

4 2017-08-11 24.305 

... ... ... 

1262 2021-01-20 653.033 

1263 2021-01-21 595.027 

1264 2021-01-22 745.328 

1265 2021-01-23 1207.594 

1266 2021-01-24 1672.900 
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Facebook's Prophet, as a specialized forecast package, only requires input data to

follow its format specification. Hence, we convert our dataset into a data frame with

two columns, ds, and y, representing the date and the target variable, as shown in Table

4.4.

Table 4.4

Data formatted to PROPHET's requirements

ds y
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l
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3
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As recommended in (Taylor & Letham, 2017), the following hyperparameters are tuned 

to find their optimal values: 

- changepoint_prior_scale: determines the flexibility of the trend, in particular, 

how much the trend changes at the trend changepoints. 

- seasonality_prior_scale: controls the flexibility of the seasonality: a large value 

allows the seasonality to fit large fluctuations, and a small value shrinks the 

magnitude of the seasonality. 

- holidays_prior_scale: controls flexibility to fit holiday effects. 

A few other hyperparameters are also important but do not need tuning because they 

can be specified based on the characteristics of the data: 

- seasonality_mode is set additive because the magnitude of seasonal fluctuations 

does not change over time. 

- weekly_seasonality and yearly_seasonality are set to True as the data exhibits 

both types of seasonality. 

A baseline score can be established by fitting a model with the default set of 

hyperparameters (seasonality_prior_scale = 10.0, holidays_prior_scale = 10.0, 

changepoint_prior_scale = 0.05). This setup results in a MAPE of 0.148 on the whole 

company dataset.  

Next, the same dataset is fed to the grid-search algorithm to find the optimal 

hyperparameters. A random search is unnecessary since the total number of Prophet 

models to compare is only 64. The top 4 configurations have the same MAPE of 0.1 

under changepoint_prior_scale of 0.1 and holidays_prior_scale of 0.01. This result is 

some improvement over the default settings. With further assistance from RMSE, we 

can select a seasonality_prior_scale of 10. 
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4.2.4. Random Forests (RF) 

RF regressor was not designed initially as a forecaster, but the function make_reduction 

in Python package sktime can adapt it (Löning et al., 2019; Löning et al., 2022). In 

addition, feature engineering is necessary to realize the model’s strengths.  

The augmented dataset of the whole company is input into the Random Forests 

forecaster to begin the tuning process, consisting of two steps as described in 3.2.6: 

random search and grid search. While the main parameters to adjust are n_estimators 

and max_features, additional parameters can also be included to control the model’s 

behavior further: 

- n_estimators: dictates the number of trees in the forest. A larger value is better 

but longer to compute. 

- max_features: controls the size of the random subsets of features to consider 

when splitting a node. Lower values reduce variance but increase bias. 

- max_depth: is the longest path between the root node and the leaf node. 

- min_samples_split: describes the minimum required number of observations in 

any given node to split. 

- max_leaf_nodes: limits the maximum number of leaf nodes after splitting. 

- min_samples_leaf: the minimum number of samples that should be present in 

the leaf node after splitting a node. 

The possible values range is too large for an exhaustive grid search algorithm. Hence, 

we need to apply a random search for which we can specify the number of models to 

sample. Based on its result, more granular values are identified for grid searching to 

pinpoint the optimal hyperparameters. The whole process reduces MAPE from 0.4 of 

the default set of hyperparameters to 0.21 of the optimal hyperparameters. 
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4.2.5. Extreme gradient boosting (XGB) 

Similar to RF, the input data for XGB needs to go through feature engineering before 

the model can be tuned or fitted. Random and grid searches are performed to find the 

optimal hyperparameters: 

- n_estimators: the number of decision trees used in the ensemble. A larger value 

is better but takes longer to compute. 

- learning_rate: controls each model's contribution to the ensemble prediction. 

Lower rates may require more decision trees in the ensemble. 

- max_depth: represents the longest path between the root node and the leaf node. 

- subsample: is the number of samples used to fit each tree. 

- colsample_bytree: is the number of features used to fit each decision tree. 

Early stopping is also used for XGB: more trees are added to the ensemble until the 

evaluation metric in the validation set stops improving. The tuning process applied to 

the whole company dataset decreases MAPE from 0.38 to 0.19. 

4.3. Model evaluation 

In the previous section, to find the optimal configuration of each model, they have gone 

through the hyperparameters optimization process applied to the whole company 

dataset. This section presents the evaluation of these optimal models.  

For each model, time-series cross-validation is applied to each store’s dataset to fit 

repeatedly, make forecasts and compute error metrics (RMSE, MAE, MAPE, MASE). 

A model’s optimal configuration stays unchanged during this process, and only the 

coefficients are re-estimated for each store and cross-validation fold. The pseudo-code 

in Figure 4.5 illustrates this process more clearly. This nested loop is applied to all 

models, resulting in 760 sets of error metrics. These are further summarized and 

reported in section 5 to understand the models’ overall performance better. 
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Figure 4.5 

Pseudo code of the model evaluation process 

 
Input: dataset of all stores, dataset of exogenous variables 

Output: error metrics 

for each store in all stores: 

Extract and preprocess the store dataset 

Merge the preprocessed store dataset with the exogenous dataset 

for each fold in 4 folds: 

Extract train set and test set from the merged dataset 

Fit the model 

Produce forecasts 

Compute error metrics  

 

4.4. Clustering setup 

To answer the second research question, we will set up an experiment for comparing 

the performance of SARIMAX, PROPHET, XBG, and RF models between baseline 

and different grouping methods. 

The baseline is determined by the performance of the models tuned on the whole 

company's data and then fit-predict for each store. Next, we will aggregate the sales 

data into groups. The models will then be tuned on the aggregated data, giving us the 

best model’s hyperparameters of each class in the group. The tuned models of each 

class are used to fit and predict the stores' sales data belonging to that particular class. 
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Figure 4.6 

Pseudo code of the grouping evaluation process 

 
Input: dataset of all stores with exogenous variables, variables of groups: store_level 

as SL, province as P, cluster as C 

Output: Models’ MAPE score for each group 

for each model in (ARIMA, PROPHET, XBF, RF): 

for each class in (SL, P, C): 

 Aggregate Sales data of stores into one time series 

Preprocess the aggregated time series and merge with exog variables 

Model’s hyperparameters tuning with grid-search (autoarima for 

ARIMA) and cross-validation  

for each store in class: 

 Extract and preprocess the store data 

Fit the model with best hyperparameters on store’s data 

Produce forecasts 

Compute error metrics (MAPE) 

 

We use two methods to define groups  

1. The first method is a conventional one in which we use predefined store 

categories such as store_level, province. These variables are usually considered 

demographic data of the stores determined by the company's business strategy. 

2. The other one is to use the K-means clustering algorithm with DTW distance to 

find the clusters of the store’s sales time-series 
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5.  Results 

The performance evaluation results from section 4.3 are presented in this section. These 

figures are supposed to serve as the final model assessment. In addition, example 

forecasts of every model on the last cross-validation set are included. Although these 

examples are not representative and should not be used for model evaluation, they can 

illustrate models’ predictions and help clarify the differences among error metrics. 

Table 5.1 

Results metrics 

 Model 
SNAIVE ARIMA PROPHET RF XGB 

Horizon Metrics 

 RMSE 11.243 9.322 8.871 4.500 5.384 

7-day MAE 8.908 7.471 7.011 3.642 4.361 

 MAPE 0.419 0.378 0.338 0.209 0.243 

 RMSE 10.204 9.331 8.708 4.547 4.673 

14-day MAE 7.875 7.297 6.642 3.542 3.648 

 MAPE 0.414 0.416 0.367 0.223 0.238 

 RMSE 12.529 12.437 11.378 5.651 5.746 

21-day MAE 9.524 9.586 8.826 4.153 4.228 

 MAPE 0.463 0.493 0.445 0.241 0.253 

 RMSE 11.432 11.067 10.423 5.321 7.125 

28-day MAE 8.404 8.253 7.992 3.830 5.169 

 MAPE 0.456 0.478 0.459 0.251 0.308 
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5.1. Mean absolute percentage error (MAPE) 

Figure 5.1 displays the box plots of all five models. It shows that RF archives the lowest 

MAPE with a median of 0.19. XGB, whose MAPE is 0.21, comes second. RF is also 

the most stable model with the narrowest interquartile range in terms of variation. 

SARIMAX and PROPHET’s MAPEs are both lower than SNAIVE’s. In addition, they 

fluctuate less, as seen in shorter whiskers. 

Figure 5.1 

MAPE over 7-days horizon 

 

MAPE over longer forecast horizons can be found in Error metrics box plots over 

different horizons. 

5.2. Mean absolute scaled error (MASE) 

The MASE box plots below paint a slightly different picture. While RF and XGB show 

similar performance as their scores remain the lowest among all applied models 

(median MASEs are 0.51 and 0.58, respectively), SARIMAX and PROPHET’s MASEs 

are higher than that of SNAIVE. In other words, these two models are less accurate than 
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SNAIVE when errors are scaled based on the in-sample MAE from the naïve forecast 

method (Hyndman & Koehler, 2006). 

Figure 5.2 

MASE over 7-days horizon 

 

One can refer to Error metrics box plots over different horizons for MASEs over other 

horizons. 

5.3. Mean absolute error (MAE), and Root mean square 

error (RMSE) 

Results in terms of MAE and RMSE, plotted below, are consistent with MASE's. 

Overall, RMSEs are larger in magnitude than MAE across all models. RF’s accuracy is 

the lowest and most stable of all. It is followed by XGB, PROPHET, SNAIVE, and 

SARIMAX, respectively. These metrics identify more outliers than MAPE and MASE 

do. However, because these values are on the original data scale, their deviation needs 

added context for a fair interpretation. For example, in the case of PROPHET, 

store_328165’s MAE and RMSE of 27.24 and 36.93, respectively, are the highest. 
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However, its MAPE of 0.357 is slightly larger than the mean of 0.338. Thus, we should 

not treat it as an outlier. 

Figure 5.3 

MAE over 7-days horizon 

 

Figure 5.4 

RMSE over 7-days horizon 
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5.4. Forecast results 

Figure 5.2 is an example store’s sales forecasts made by the models over the horizon of 

one season (7 days starting from Monday 2021-01-25). Generally, all methods model 

weekly seasonality in data reasonably well except for SNAIVE, which underestimates 

the sales increase towards the weekend. 

Meanwhile, SARIMAX and PROPHET exhibit both under- and over-estimations. XGB 

makes high errors on Monday and Tuesday but comes closer to real values over time. 

The closest assembly to observed data are forecasts made by RF with 2 out of 7 days 

of nearly exact predictions. Error! Reference source not found. visualizes forecasts 

for the same store over a longer period, 14 days. RF and XGB track the real sales figures 

much closer than the rest. Their predictions are more accurate on most days. It is also 

noticeable PROPHET, SARIMAX, and SNAIVE produce more similar forecasts. 

Figure 5.2 

Sales forecast for store 307222 over 7 days 
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Figure 5.3 

Sales forecast for store 307222 over 14 days 

 

5.5. Store clustering 

Table 5.2 

Grouping results - Mean MAPE 

 Model 
ARIMA PROPHET RF XGB 

Group  

Base  0.377 0.338 0.104 0.243 

Store Level  0.360 0.325 0.150 0.251 

Province  0.358 0.341 0.159 0.252 

Clustering  0.353 0.328 0.173 0.264 
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Figure 5.4 

MAPE of clustering over different models  

 

The MAPE scores of the grouping technique show slightly better results in ARIMA and 

PROPHET models. However, in RF models, the baseline tuned on the whole company 

sales for the RF model performed significantly better than the grouping ones. Thus, to 

have a better score and compute efficiency, we believe staying with the baseline method 

is better when deploying the model into real-world scenarios.  
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have a better score and compute efficiency, we believe staying with the baseline method

is better when deploying the model into real-world scenarios.
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6.  Discussion 

This section aims at discussing the results of the forecasting models derived above. 

Many interesting insights have been found. Through the evaluation and comparison of 

different techniques, the authors identify the best method for Couple TX. Further, we 

try to answer our research questions. Then, certain limitations of the study will be 

presented and discussed, along with some potential ideas for future research. 

6.1. Research questions answer 

Overall, machine learning techniques yield better results for forecasting retail store 

sales than statistical methods. To be specific, Random Forests consistently outperforms 

all others, then XGB. Regarding different performance evaluation metrics, the ranking 

for the other three is slightly divergent. In MAPE measurement, Facebook Prophet has 

the lowest, then SARIMA, and SNAIVE as last. However, in contrast, the order has 

changed to SNAIVE, Facebook Prophet, then SARIMA in terms of the error measures 

MASE, MAE, and RMSE. It is a common situation of model ranking for different 

evaluation metrics, which also happens to Makridakis & Hibon (2000), and Aanes & 

Gullien (2018). 

The forecast accuracy fluctuates and is less precise in longer forecast results. Details 

for each method’s errors in horizon 14-day, 21-day, and 28-day are visualized in 

Appendix A. In general, the ranking of five methods in each error metric can be 

considered consistent. However, forecasting on a longer horizon consumes more time 

and is less incorrect, which is against the purpose of finding a fast and intuitive model 

for the fashion industry.  

Random Forests is the most well-performing model despite the horizon or performance 

evaluation metric. 

On the other hand, the hierarchical forecasts have resulted in contrasting results among 

three models, ARIMA, Prophet, RF, and XGB. There is a clear improvement in 
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accuracy in ARIMA and Prophet methods when clustering the sales data. Even though 

the performance between segmenting by store level, location, or KNN is merely the 

same, they indicate promising future research and prove the impact of store elements 

on sales performance.  

Nevertheless, Random Forests and XGB somewhat show the opposite. The baseline 

performs much better than any others do. Although, in the worst scenario, it is still 

surprising that the clustering does not outperform benchmark results. Still, KNN yields 

the lowest result in the Random Forests and XGB model. 

6.2. Strengths, Limitations, and Future Research 

Our thesis has some significant outcomes. It is remarkable to introduce a company with 

no experience with proper forecast techniques, ranging from basic to advance. The 

forecast has been made not only on a particular horizon but expanded to the longer 

term. Moreover, we also consider clustering to improve model accuracy and solve the 

problem of multi-stores in a retail chain. Many evaluation metrics have given a general 

yet subjective perspective to choosing the best forecasting model. 

Forecasting is a difficult task, and we are just beginners in the field. Thus, it is inevitable 

for us to avoid limitations. First, only one data preprocessing procedure was considered, 

indicated by preliminary analysis, instead of experimenting with different techniques. 

For example, Box-Cox transformations (Box & Cox, 1964), min-max scaling, and 

standard scaling (Löning et al., 2019; Löning et al., 2022) are some popular techniques 

to help improve model performance. Second, we acknowledge our lack of domain 

expertise in Vietnam’s fashion retail market. Channeling in the domain knowledge of 

someone with a deep understanding of the ebbs and flows in the fashion industry will 

contribute to a better interpretation of variations in the data. Third, it is likely that more 

and better data leads to better performance. In particular, detailed information about 

future promotion programs can be indicative and used as an additional exogenous 
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variable. Finally, we did not manage to explore deeply the reasons why the models 

differ, especially when clustering.  

On the other hand, this thesis upholds many opportunities for future research. Several 

additional preprocess procedures could be considered. For example, practitioners 

should integrate more data from multiple sources to have the overall picture rather than 

a flat file of sales transactions. Moreover, it would be interesting to engage more closely 

with a domain expert, like a common practice as always. From that, they could give 

more opinions when choosing different clustering techniques in the future. Predicting 

the sales when promotions are not run on the whole chain but in some particular stores 

is also a good topic for retail business. Other than using only store characteristics as 

variables, more factors that affect sales performance can be experimented with, such as 

weather, store manager, store service, or customer characteristics related. Especially in 

the Internet of Things era, it would be a vast topic to compare online and physical store 

sales forecasts. Later studies could try other model types like neural networks and 

hybrid models.   
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7.  Conclusion 

Textile industry is one of the most significant contributors to Vietnam's economy. 

However, the local market is not attractive to customers. It is because of the lack of 

proper control over the demand amount. Having a quick and easy sales forecast is one 

of the solutions to this problem. Thus, we set out a suitable forecasting model for every 

store of a chain retailer. Here we use data from a Vietnamese fashion brand, Couple 

TX.  

Even though using quantitative prediction is still a new practice to Couple TX in 

particular and any company in developing countries in general, we aimed to formulate 

a thorough procedure, from data exploration, then model tuning, to model evaluation. 

We chose Seasonal naïve and ARIMA models as simple benchmark methods and 

advanced techniques from machine learning like Facebook Prophet, Random Forests, 

and XGB. The horizon forecast was conducted variously, ranging from 7-day to 28-

day. Moreover, in this study, we examine some store characteristics to see whether they 

help improve store performance. To evaluate those models, we calculate metrics, 

namely MAPE, MASE, RMSE, and MAE. 

Overall, we find that machine-learning methods yield better results. Random Forests is 

the most accurate one. Depending on the length of the horizon and which performance 

metric is chosen, the ranking of other methods might differ. In general, XGB comes 

second, then Facebook Prophet, ARIMA, and seasonal naïve, as expected. The thesis 

has seen a slight reduction in the error of models when clustering sales data. However, 

it happens only on ARIMA, and Facebook Prophet, while Random Forests and XGB 

work best with whole data.  

Due to time constraints and data confidentiality, we could not investigate some 

limitations further. However, it also gives opportunities and potential for future 

research. We recommend including expert opinions, trying neural networks, and other 

clustering methods.   
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Appendix A - Error metrics box plots over different 

horizons 

Figure A.1 

MAPE over 14-days horizon 

 
 

Figure A.2 

MAPE over 21-days horizon 
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Figure A.3 

MAPE over 28-days horizon 

 
 

Figure A.4 

MASE over 14-days horizon 

 
 

  

11

Figure A.3

MAPE over 28-days horizon

0.8

0.7

0.6

0 .5

0 .4

0.3

0.2

SNAIVE SARI MAX PROPHET RF XGB

Figure A.4

MASE over J4-days horizon

2.5

1 .5 .

-# #js
# l0.5

SARIMAX PROPHET RF XGBSNAJVE



iii 
 

 

Figure A.5 

MASE over 21-days horizon 

 
 

Figure A.6 

MASE over 28-days horizon 
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Figure A.7 

MAE over 14-days horizon 

 
 

Figure A.8 

MAE over 21-days horizon 
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Figure A.9 

MAE over 28-days horizon 

 
 

Figure A.10 

RMSE over 14-days horizon 

 

  

v

Figure A.9
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Figure A.11 

RMSE over 21-days horizon 

 
 

Figure A.12 

RMSE over 28-days horizon 
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Appendix B - Forecast plots over different horizons 

Figure B.1 

Sales forecast for store 307222 over 21 days 

 

Figure B.2 

Sales forecast for store 307222 over 28 days 
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