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Abstract 

This paper adds to the recent interest in the relationship between creativity and AI by studying 

if co-creating with AI positively affects creative outputs. Aiming to extend previous findings 

on human-AI co-creation as a creativity enhancer, and AI as a competence leveler, we 

conducted an experiment (n = 396) where students within knowledge fields generated 

business ideas, with or without ChatGPT-4. We find i) No difference in overall creativity 

between the groups co-creating with AI and non-AI users; however, optimal prompting 

produces significantly more novel ideas. ii) Competence does not moderate the relationship 

between AI and creativity when co-creating. iii) The non-AI group generated the two most 

creative ideas, while most of the top ten ideas were generated by prompted participants who 

co-create with AI. We conclude that AI can be a powerful creative tool, resulting in a 

potential interplay where AI is not a substitute for humans but a collaborator, amplifying 

human creativity and ingenuity. 
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1. Introduction 

The latest advancements in generative AI challenge the assumption that creativity is a 

uniquely human ability and holds profound implications for knowledge workers in creative 

fields. AI systems, particularly Large Language Models (LLM), can now generate novel 

content virtually indistinguishable from human outputs across modalities (Jo, 2023). This leap 

from AI handling routine and automated tasks to engaging in intricate and creative activities 

signals a pivotal shift in the professional landscape. Given the potentially disruptive effect, the 

subject has naturally sparked researchers' interest, leading to a growing amount of research on 

whether AI or humans are more creative, with the results indicating that LLMs can match or 

outperform human creativity (Boussioux et al., 2023; Haase & Hanel, 2023).    

While this research stream has made essential advancements in assessing AI's creative 

potential in isolation, there is a notable gap in research concerning how creative outcomes are 

shaped by the interaction between humans and AI in co-creation. Currently, most studies in 

AI and creativity focus on comparing the standalone creative outputs of various LLMs with 

those produced solely by humans (Guzik et al., 2023; Haase & Hanel, 2023; Boussioux et al., 

2023), neglecting the more practical and common scenario where AI is employed 

collaboratively with human input. Consequently, while substantial knowledge has been 

gained about the creativity of AI on its own and the specific tasks where it excels 

independently, the potential impacts of collaborative human-AI co-creation is a nascent 

research field (Wan et al., 2023).  

To contribute to the nascent research field, our thesis investigates whether human-AI co-

creation positively affects creativity. Moreover, as recent research indicates that co-creating 

with AI can work as a leveler between highly competent and less competent workers 

(Dell'Acqua et al., 2023; Noy & Zhang, 2023), we further investigate whether competence 

moderates the relationship between AI and creativity. More specifically, our thesis will 

answer the following research question: 

"Does human-AI co-creation positively affect creativity, and does the level of competence 

moderate the relationship?" 
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We conducted one experiment over two rounds with 651 students from knowledge-intensive 

fields to investigate the potential relationship. During the first round of the randomized 

experiment, the participants generated business ideas with or without AI in a pre-engineered 

chatbot (running on ChatGPT-4) to investigate whether human-AI co-creation positively 

affects creativity. Thus, the first experiment integrates two important streams of work: First, 

an established body of literature focusing on the creative output of different LLMs (Guzik, 

2023; Haase & Hanel, 2023; Boussioux, 2023), and second, an emerging stream of research 

on the integration of human work with AIs through co-creation (Dell'Acqua et al., 2023; Noy 

& Chang, 2023; Choi & Schwarcz, 2023). In the second round, we provided all participants 

with AI access and guidelines on optimally using AI when co-creating to produce creative 

output. Hence, the second experiment investigates how to enhance the efficiency of creative 

co-creation and focuses on a small growing body of literature debating the optimal way of co-

creating with AI in creative processes (Cope, 2005; Doshi & Hauser, 2023; Wan et al., 2023). 

Our study has three main findings. First, the participants exposed to AI guidelines created 

significantly more novel ideas than those co-creating without AI guidelines and the non-AI 

users. However, there were no significant differences in overall creativity or idea usefulness. 

Our findings contrast with those of Boussioux et al. (2023), who suggested that AI increased 

usefulness and reduced the novelty of the ideas. Our findings indicate that the critical factor is 

not merely having access to AI but also knowing how to co-create efficiently with AI in 

creative work.   

Second, our findings reveal that competence did not play a role in moderating the effects of 

AI, indicating that AI's impact on creativity is consistent across individuals, irrespective of 

their competence in the relevant field. This does not align with the conclusion of prior 

research (Dell'Acqua et al., 2023; Noy & Zhang, 2023; Choi & Schwarcz, 2023), which found 

a moderating effect for competence on quality, where the effect was most significant for 

workers of lower competence. However, we test for creativity and our student sample exhibits 

much less variation in competence than in a typical work-life setting, which might explain our 

findings. 

Third, the most novel, useful, and overall creative ideas come from participants who did not 

use AI. This result is in line with previous research, where the best ideas came without AI 
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intervention (Haase & Hanel, 2023), implying that for individuals with a high degree of 

creativity, AI involvement constrains their unbounded ideation rather than enhances it.  

In conclusion, our study responds to the recent calls for more research on how co-creating 

with AI affects humans in creative endeavors (Cope, 2005; Haase & Hanel, 2023). 

Furthermore, our findings complement existing research on AI as a competence leveler 

(Dell'Acqua et al., 2023; Noy & Zhang, 2023; Choi & Schwarcz, 2023) and on whether AI or 

humans generate the most creative ideas (Boussioux et al., 2023; Girotra et al., 2023; Haase & 

Hanel, 2023). Most importantly, we contribute to research on the more practical scenario 

where AI is employed collaboratively in creative processes. This approach offers a 

perspective on how AI is integrated into creative processes in real-life settings rather than 

examining AI in isolation, as Guzik et al. (2023) and Girotra et al. (2023) did. Lastly, our 

findings provide insights into how knowledge workers can optimally leverage AI's capacity 

when co-creating creative work. Thus, the findings could give management and organizations 

some guiding principles for applying AI to optimally augment knowledge workers' creativity 

in practice.   
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2. Literature Review 

2.1 Creativity 

Creativity is a key driver for human advancement (Sternberg & Kaufman, 1999). It is crucial 

for problem-solving at work and in daily life; it drives new technologies, inventions, and 

scientific findings. Creative work also results in new products and services, improving life 

quality and creating jobs. There is no doubting the importance of creativity; however, what 

exactly is it?  

Throughout the years, there have been several definitions and criteria for what creativity is 

and how to recognize it (Runco & Jaeger, 2012). Psychologists also agree that there are 

different creativity types and that different kinds of creativity require different skills and 

mindsets (Gaut, 2010). For example, Stein (1953) suggests that in physics, creativity means 

greater flexibility in the intellectual sphere, while in arts, it means greater flexibility in the 

emotional sphere. Moreover, Stein proposes a general definition of creativity, suggesting that 

creativity is novel work that proves useful or satisfying by a group at one point in time. Stein 

(1953), therefore, proposes two criteria for something to be considered creative. One, it must 

be novel, and two, it must be useful. By novel, Stein means something that did not previously 

exist in precisely the same form. Furthermore, Stein suggests that the extent to which work 

can be considered novel depends on how the work deviates from the status quo. With the 

phrase “useful or satisfying for a group…” Stein implies that some social judgment is needed 

to categorize a work as creative. 

More recent research supports Stein’s suggestion that creative work must be novel (Runco & 

Jaeger, 2012; Batey, 2012). However, the definition of “novel” varies somewhat, and the term 

has been used interchangeably with “original” in previous literature. Barron (1955) suggests 

that for something to be called original, it must, to some extent, be adaptive to reality, thus 

arguing that randomness and originality are not the same. Something completely random is 

likely original in the sense that it is uncommon and unique; however, to be original, it must 

also be of some use. Another way of describing novelty/originality is by requiring the creative 

work to have “effective surprise” (Bruner, 1962). Burner argues that novelty will surprise 

those exposed to it and, in extension, suggests that creativity partly can be measured by 
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people’s surprise when learning of an idea or a piece of work. He, therefore, considers the 

work to be original/novel if the work will surprise people. Nevertheless, as both Stein (1953) 

and Barron (1955) argue, novelty is not enough for something to be considered creative, 

though it is one criterion.  

In addition to being novel, an idea must be worthwhile to pursue and represent some 

compelling property to be considered creative (Cropley, 1967). As Barron (1955) argued, 

randomness is not creativity; there must be some adaptation to reality. In other words, for an 

original thing to be creative, it must also be effective (Runco & Jaeger, 2012). Effectiveness 

takes many forms and has been given various labels by different researchers. In previous 

work, Runco (1988) stated that for creativity, “originality is vital, but must be balanced with 

fit and appropriateness.” An idea that is fit and appropriate can likely be effective and useful. 

What Runco is stating is, therefore, that the work must be useful for someone at one point in 

time, supporting Stein’s (1953) previous claims that both originality and usefulness are 

required for something to be creative. 

Though Stein’s claims have gained support, the phrasing and use of terminology vary. For 

example, Kneller (1965) states that a creative idea must be novel and relevant, while Cropley 

(1967) stated that the idea must be worthwhile to pursue. Though Kneller and Cropley use the 

terms “relevant” and “worthwhile” rather than useful or effective, most researchers seem to 

agree on the essence of a creative idea. It must be novel/original and be used in a sensible way 

that fits the problem the idea was to solve. Other researchers suggest quality as a criterion 

(Kaufman & Sternberg, 2007; Lubart & Guignard, 2004), emphasizing that for an idea to be 

creative, it must be novel and appropriate but also of sufficient quality. Whether the term used 

to describe the latter is effective, useful, adaptative, worthwhile, relevant, or sufficient quality 

is of little importance. The essence of the criterion remains the same. 

As there are various opinions on the definition of creativity, concluding on a consensus 

definition seems unachievable, though a true consensus is nearly impossible in any field 

(Kaufman, 2016). Given the ambiguity of most terms associated with creativity definitions, 

settling on a simple, abstract, yet widely agreeable definition seems reasonable. Subsequently, 

for our purpose, a simple definition is sufficient. The two terms that reoccur most throughout 

the literature are novel and useful, and both terms are widely mentioned in most definitions 

(e.g., Batey, 2012; Mayer, 1999; Runco & Jae-ger, 2012; Zeng et al., 2009). Further on in our 



12 

 

thesis, we will therefore consider the criteria for creativity to be novel and useful. How the 

two terms can be interpreted will be discussed when we review the literature on measuring 

creativity.  

There are degrees of how novel or useful an idea is; in that regard, researchers distinguish 

between little C and big C creativity (Merrotsy, 2010). Little C creativity refers to ordinary 

people developing novel solutions to minor everyday problems (Simonton, 2017). Little C 

contains most of the creative pursuits of amateurs and hobbyists. For students, an example of 

little C might be making a new recipe and responding to some missing spices. On the other 

hand, big C creativity is not about recombining existing knowledge but about developing 

something truly new. Big C creativity refers to the production of ideas and innovation of 

importance, which is thus less intuitive and requires more time (Necka et al., 2006). More is 

needed than when creating novel solutions to everyday problems; the invention must shift the 

overall structure within a specific domain, such as inventing the wheel.  

Measuring creativity is challenging if one does not measure a specific product or outcome of a 

creative process (Runco & Pritzker, 1999). Therefore, it is essential to know what should be 

measured and how. As we defined creativity as something novel and useful, those two criteria 

seem like the natural way to score something that aims to be creative. As stated above, most 

definitions have the same essence, though the exact wordings vary. When it comes to 

measurements, however, most models become more complicated. Cropley et al. (2011) 

created the CSDS, a 27-item scale used to measure creativity for management innovation. The 

scales comprised five main criteria: Relevance and effectiveness, problematization, 

propulsion, elegance, and genesis. Previous works have used other measurements, for 

example, unusualness, appropriateness, transformation, and condensation (Jackson & 

Messick, 1965). Though more criteria may give a more nuanced view of how something is 

creative, it is not necessarily essential when judging creative work. 

Using the CAT method is a simple yet effective way of assessing product-based creativity 

(Said-Metwaly et al., 2017). CAT, short for the “Consensual Assessment Technique,” was 

introduced by Amabile (1982) and does not build on creativity theories. Instead, because of 

the ambiguous nature of creativity, CAT takes a more practical approach, evaluating ideas by 

letting experts in the relevant domain judge the products of creativity. Due to CAT’s 

similarities with how real-life creativity is judged, it has been referred to as the gold standard 
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of creativity assessment (Baer & McKool, 2014) and has been frequently used to measure 

product-based creativity (e.g., Amabile, 1982; Christiaans, 2002; Kaufman et al., 2007). The 

approach supports Stein's (1953) previous statement that some social judgment is needed to 

categorize a work as creative and take a more realistic and practical approach to creativity 

assessment. Therefore, we will apply the CAT method when assessing the ideas generated by 

our participants. 

Moreover, we must address the substantial research on intrinsic motivation’s effect on 

creativity. Though there is vast agreement that an individual’s motivation to perform a task is 

intrinsic or extrinsic (Deci & Ryan, 1985), there has been more uncertainty surrounding what 

motivates people to be creative. Nevertheless, research argues that people’s intrinsic 

motivation affects their creative output. Steiner (1965) states that to generate a creative 

solution to a problem, one must be motivated and inherently interested in the problem. 

Steiner’s research has later been elaborated and expanded on; Amabile (1983) found that 

creative outcomes depend on people’s intrinsic motivation, regardless of people’s creative 

capacity. These findings have gained support later. Prabhu et al. (2008) suggest intrinsic 

motivation mediates creativity, though to what extent somewhat depends on personality type. 

Furthermore, a positive relationship was established by Fischer et al. (2019), supported by a 

previous meta-analysis suggesting a clear positive correlation between intrinsic motivation 

and creativity (De Jesus et al., 2013). Fischer et al. (2019) base their research on Amabile’s & 

Pratt’s (2016) creativity and innovation model, which emphasizes intrinsic motivation’s 

positive effect on creative outcomes. Taken together, the literature points to creativity being 

mediated and boosted by intrinsic motivation. 

 

2.2 AI and Creativity 

No 9000 computer has ever made a mistake or distorted information. We are all, by any 

practical definition of the words, foolproof and incapable of error.” The abovementioned 

quote is the fictional Artificial Intelligence computer Hal 9000, from the 1968 movie classic 

2001: A Space Odyssey, way of describing himself. Hal was eventually shut down by his co-

pilot because of his aggressive and obsessive behavior towards real, though fictional, people. 
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There is probably some time until real AIs reach Hal's level; however, there is no reason to 

unplug the state-of-the-art AI models now. Contrarily, the past year has shown AI to be a 

powerful tool for those who know how to use it. 

Though the evolution of AI can be considered a technological problem, applying AI is very 

much a problem for management. Therefore, researching how organizations and businesses 

can utilize AI in practice is crucial for gaining insight into the future of management, 

decision-making, and how to achieve sustainable growth. Disruption is coming – the 

Norwegian government has provided 1 billion kroner for AI research, taking one step closer 

to a future where AI is integrated with businesses and business models (Andreassen & 

Ugland, 2023). Further, millions of users made OpenAI’s generative AI ChatGPT the fastest-

growing platform ever, making Microsoft invest 10 billion dollars in the company (Hu, 2023; 

Bass, 2023). Considering the heavy investments and rapid adoption, what makes the newest 

form of generative AI, Large language models (LLMs), so exciting? 

LLMs are trained models predicting the next word dependent on an input text (openai.com). 

Some of the newer models are trained on billions of parameters through deep learning, 

making them adequate to respond to various questions and tasks across various domains. 

These models are called large language models and work as a probabilistic generative AI 

(Carlini et al., 2021). Simply put, the AI chooses what word is most likely to be next given the 

word beforehand, based on billions of human-written paragraphs (Wolfram, 2023). However, 

to ensure the text is not too predictable, the AI implements a level of randomness to its word 

selection. Therefore, the users will get different answers if they ask an LLM the same 

question multiple times.  

 The level of randomness can be adjusted by changing the LMM’s “temperature” (Wolfram, 

2023) to make the LLM adapt and respond best to different questions; the temperature decides 

the probabilistic distribution of the words selected. A higher temperature will give the user 

more “random” words, resulting in more “creative” responses. In contrast, a temperature of 

zero will give the user only the most probable word to exceed the previously written text—the 

latter results in somewhat repetitive, deterministic, and confusing phrasings. For ChatGPT, a 

temperature around 1 (one) works best in most scenarios, and temperature = 1 is the default 

setting for the model (Carlini et al., 2021; Wolfram, 2023; openai.com).  
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Today, LLMs are few-shot learners, meaning they work well if the user provides a few 

examples of what content they generate (Brown et al., 2020). Unlike the earlier models, users 

can get meaningful responses without rigorously training the LLM on the specific task they 

want to complete. Current LLMs can also generate meaningful responses without training 

(zero-shot), where the user describes the task rather than providing specific examples. 

Being trained as general models makes LLMs well-suited for responding to new questions 

and problems, as their general training has previously provided them with similar tasks to 

learn from (Dell´Acqua et al., 2023). The models are not simply generalists; however, 

ChatGPT-4 has proven to generate adequate responses when performing in professional 

settings within specific areas of expertise, such as law and medicine (Ali et al., 2022; Lee et 

al., 2023). Other models have proved to directly increase performance on specific tasks such 

as programming and writing, further supporting the belief that the new wave of AI is useful to 

knowledge workers (Peng et al., 2023; Noy & Zhang, 2023). 

Subsequently, the most recent LLMs can possibly be of great use to knowledge workers. 

Previous disruptions in technology have mainly benefited low-skilled occupations by 

automating manual labor (Goldin & Katz, 1998). The same can be said of the previous AIs, 

such as machine-learning models, as they perform well at routine tasks that are easily codified 

and automated (Wang, 2019; Acemoglu & Restrepo, 2019). However, the recent release of 

LLMs has sparked a newfound interest in how AI may affect knowledge workers and aid in 

non-routine tasks (Dell´Acqua et al., 2023). As LLMs are generally trained systems, they can 

be of use in a variety of professions, and more and more research supports the belief that the 

models positively affect cognitive work (Eloundou et al., 2023; Felten et al., 2023; 

Dell´Acqua et al., 2023). 

Though LLMs may positively impact aspects of work, the models should not be trusted 

blindly, as they can make plausible but incorrect points (Dell´Acqua et al., 2023). Given the 

previously described way LLMs work, the models have no regard for what is true or false – 

they generate a plausible continuation of the previous words (Wolfram, 2023). LLMs can, 

therefore, produce what is referred to as “hallucinations”; wrong information presented as 

truth (Ali et al., 2022; Dell´Acqua et al., 2023). Furthermore, LLMs perform poorly at certain 

tasks that a computer might expect to excel at, such as math and other quantitative problems. 
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As it may be challenging to predict what areas LLMs excel in and where they are close to 

useless, the current capabilities of LLMs can be regarded as a jagged frontier (Dell´Acqua et 

al., 2023). Therefore, further research on what areas the models are helpful and how to best 

use them is necessary.  

As our thesis concerns the usage of generative AI in the form of LLMs, we will hereby refer 

to LLMs simply as AI. When referring to AI, we are, therefore, not referencing other types of 

generative AI, machine learning, or other systems that may be considered within the realm of 

artificial intelligence unless we explicitly say so. Therefore, all usage of “AI” refers to the 

state-of-the-art LLMs.  

The current AIs’ completely disregard “truth,” and consequently, people must take what the 

chatbots write with a grain of salt (Dell´Acqua et al., 2023). Though AI's lack of 

understanding of what is real and false, right or wrong, feasible or fantasy, may seem like a 

weakness, it can also be an inherent strength. Disregarding what humans consider realistic or 

factual enables generative AI to go beyond what is evident today and break the bonds that 

limit creativity. Therefore, it comes as no surprise that although still nascent, the literature 

concerning AI capabilities indicates that AI excels at creative tasks (Boussioux et al., 2023; 

Haase & Hanel, 2023; Dell´Acqua et al., 2023; Guzik et al., 2023). 

Creativity in AI is not new; decades-old AIs created new music, jokes, and paintings (Cope, 

1991; Cohen, 1995; Binsted, 1996). Previous research provides clear evidence that the most 

recent AIs can be creative in some capacity (e.g., Girotra et al., 2023; Doshi & Hauser, 2023; 

Guzik et al., 2023). For AI to be adopted by humans, however, it must lead to better results 

than what humans can achieve in isolation. Subsequently, we review the literature and discuss 

whether AI can compete with and/or augment human creativity. 

First, however, we discuss the philosophical aspect of AI and creativity by discussing whether 

AI can be considered truly creative. There seems to be broad agreement that AI is not creative 

like humans, mainly emphasizing differences in the creative process (Kirkpatrick, 2023; 

Haase & Hanel, 2023). When AI is creative, it either reorders information (data it has been 

trained on) or combines existing concepts into something humans have not thought of before 

(Kirkpatrick, 2023). Thus, AI cannot create purely novel concepts, though it is excellent at 

mimicking human creativity. Furthermore, Haase & Hanel (2023) stress that current AIs 
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cannot trigger a creative process. Initiating creative processes is still unique to humans 

(Boussioux et al., 2023; Haase & Hanel, 2023; Dell´Acqua et al., 2023).   

AI’s output can still be novel in the sense that the output has not been seen before. Combining 

existing concepts into a new concept still creates something new. Subsequently, there is no 

arguing that AI can generate novel responses (Kirkpatrick, 2023). Various AI outputs have 

also proven useful and novel, making AI match our criteria for creative products (Dell´Acqua 

et al., 2023; Girotra et al., 2023). Therefore, retrieving and recombining knowledge is a 

perfectly fine form of creativity (Haase & Hanel, 2023). For practical instances, current AI 

systems can thus be considered creative as they generate novel and useful content. Whether 

this content creation process can be classified as truly creative or not may be up for debate, 

but we do not touch further on the subject in our thesis. As for our purposes, the literature 

indicates that AI is creative. 

Current AI can match or outperform human creativity in certain domains (Girotra et al., 

2023). ChatGPT-4 has proved to create better business ideas than students at Wharton 

Business School; when given the same prompt as the students, ChatGPT-4 produced better 

ideas on average and more ideas of great quality. Both zero-shot and few-shot prompting 

outperformed the students, though there was no significant difference between the zero-shot 

and few-shot prompted models.  

Moreover, various chatbots, including ChatGPT-3.5 and ChatGPT-4, scored just as well as 

humans on the “Alternative Uses Test” (AUT), a frequently used creativity assessment test 

(Haase & Hanel, 2023). Notably, the most creative humans scored better than the best 

chatbots, though humans and AI performed equally on average. Other findings suggest that 

though AI can create novel and useful ideas, the level of novelty of purely AI-generated ideas 

is lower than that of humans (Boussioux et al., 2023). When comparing circular business 

solutions created by AI and humans, humans averaged higher novelty scores, while AI scored 

better at environmental and financial impact. The results differ somewhat from the findings of 

Girotra et al. (2023) and Haase & Hansel (2023), though it must be mentioned that the 

creativity measurements vary between the studies. Nevertheless, all studies suggest that state-

of-the-art AI can match, if not outperform, human creativity, indicating that AI on its own is 

capable of generating creative solutions of sufficient quality on average. 
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However, organizations seek a few great ideas rather than an abundance of mediocre ones 

because they only have time and resources to pursue the very best (Girotra et al., 2010). 

Previously, we mainly discussed human vs AI creativity and the quality of their respective 

ideas on average. When performing repetitive tasks, like landing a plane or driving a bus, 

increasing the quality of the worst performance is desirable, and one should aim for a high 

average quality. If a 7/10 performance is adequate when landing a plane, an airline would 

much rather have all their landings be 7/10, as opposed to a half being 10/10 and half being 

1/10. Unlike aviation, idea development is not a repetitive task (Girotra et al., 2010). 

Therefore, measuring the average idea quality is not necessarily appropriate when comparing 

human- and AI-generated ideas. Instead, Girotra et al. (2010) argue that when comparing 

ideas generated by different groups, only the best ideas from each group should be compared, 

as only the 10/10 ideas are relevant for further development. 

Furthermore, the best way to generate a few great ideas may be to generate a large number of 

ideas (Girotra et al., 2023). In other words, quantity seems to affect quality positively. Given 

AI’s quick content generation (Wolfram, 2023), one might expect AI’s best ideas to be better 

than humans’ best ideas. However, as previously discussed, results vary somewhat. Girotra et 

al. (2023) found that most of the best ideas from a sample of purely human-generated and 

purely AI-generated ideas were generated by AI. Other findings suggest that the most creative 

human ideas are more creative than AI’s most creative ideas (Haase & Hanel, 2023). 

However, Boussioux et al. (2023) found no difference in overall creativity and quality among 

the best ideas, though their findings suggested that humans and AI differ in what aspect of 

creativity where they excel. Humans were more novel, while AI had more impactful ideas. 

Nonetheless, we stress that the three abovementioned studies applied different measurements 

for creativity and quality of ideas. The studies may have achieved similar results had they 

measured all constructs equally. Furthermore, all three studies compared purely human-

generated to purely AI-generated ideas, while we aim to measure how AI affects human 

creativity through co-creation. Nevertheless, no matter how ideas are generated and measured, 

the best ideas should be compared to simulating ideation processes in practice.  

Though AI may excel at creative behavior by generating creative content independently or 

augmenting human creativity, most studies agree that AI is less novel than purely human-

generated content. Doshi & Hauser (2023) found that short stories co-written with AI were 



19 

 

more enjoyable and creative. However, the AI-enabled stories were also more similar to each 

other than the purely human ones. Thus, the diversity of novel short stories was reduced when 

co-writing with AI, partly through writers anchoring on AI’s similar ideas. Similar findings 

were produced by Boussioux et al. (2023), who found that creative business solutions created 

by humans had greater semantic diversity than those co-created with AI. The purely human-

generated solutions also scored better on overall novelty. When Girotra et al. (2023) 

compared purely human-generated ideas to purely AI-generated ideas, the results remained 

the same: humans scored better on novelty, though AI scored better on overall creativity. 

However, Boussioux et al. (2023) argue that some of the novelty diversity in human-

generated solutions may be perceived because individuals have different styles of presenting 

their solutions. In contrast, AI’s style remains rigid, given the initial prompting. 

 

2.3 Competence 

Competence is often conceptualized as an individual's capability or knowledge in a particular 

domain (Norris, 1991). Competence embodies the synergy between skills, understanding of 

human interaction, and in-depth knowledge of a domain. Most scholars acknowledge its 

essential role in bridging the gap between educational frameworks and actual job-related 

skills (Boon & van der Klink, 2002; Mansfield, 2004). It also emphasizes the critical role of 

active learning and how individuals use learned concepts effectively. 

There are three main approaches to competence, the first being “functional competence,” the 

second being “cognitive competence,” and the third being “social competence.” First, 

functional competence is generally understood to be the combination of work-related skills, 

abilities, and in-depth knowledge within a domain (Nordhaug, 1993). A person with high 

functional competence acquires in-depth competence within a domain and demonstrates high 

performance to the standards required for employment in a work setting (Knasel & Meed, 

1994; Dane, 2010).  

Second, cognitive competence is more conceptual than the more operational functional 

competence. Cognitive competence is defined as knowledge, learning, and understanding that 

may be used in an occupational setting (Le Deist & Winterton., 2005). The term can be 
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understood as conceptual competence and incorporates how we understand systems and 

recognize patterns, and apply them when analyzing information (Boyatzis, 2007). A 

cognitively competent person can solve problems by practically using learned concepts.  

Third, social competence describes the ability to shape relationships and interact with others 

rationally and conscientiously (Le Deist & Winterton, 2005; Goleman, 1998). It embraces 

personality aspects such as our ability to cooperate and can be understood as our general 

behavior in interactions. A socially competent person uses emotional information about others 

that leads to or causes high performance (Boyantzis, 2007). 

Most scholars identify a connection between the three defined competencies (Boyantis, 2007; 

Le Deist & Winterton., 2005; Mansfield, 2004). However, all three types of competence may 

not be relevant when individually generating ideas or handling business problem-solving. 

Although the level of social competence would predict the effectiveness of business ideas in a 

group setting (Mccallin. et al., 2007), social competence has hardly any impact when 

individuals generate ideas. When individually solving business cases, functional and cognitive 

competence give a more accurate prediction of how well the participants solved the business 

case (Carlsson & Eliasson, 1994). Therefore, the quality of generated ideas must refer to an 

individual's capability to use functional and cognitive competence in a domain-specific 

setting. The competence needed for business students could thus be described as business 

competence.  

Students with a high degree of business competence manage to combine appropriate cognitive 

competence with technical skills (Tucker & McCarthy, 2001). Most business students are 

provided with an education that encompasses good decision-making skills related to working 

(King et al., 2001) and the ability to develop higher-order cognitive skills (HOCS) (Ennis, 

1985; Zoller, 1999). Hence, one approach to measuring business competency could be testing 

a student's HOCS (Teijerio et al., 2013). HOCS can be understood as a form of cognitive 

competence and represents how an individual has acquired skills that could be used to make 

decisions and solve problems (Bradley et al., 2007). Furthermore, a higher degree of HOCS 

implies that a student has an improved ability to identify, integrate, evaluate, and relate 

concepts within a case study and can make the appropriate decision in each problem-solving 

situation (Hingorani & Sankar, 1998; Notar et al., 2002; Zoller, 2003). 
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A method of measuring HOCS is grade point average (GPA). Research indicates that GPA 

reflects the of students' intelligence, and as such, their cognitive competence (Bradley et al, 

2007; Ickes et al., 1990). Bradley et al. (2007) examined how GPA affects students' perceived 

improvement in HOCS. The study suggests that as a student's cumulative GPA increases, the 

reported improvement in HOCS also increases. Hence, GPA could reasonably measure a 

student's HOCS, representing cognitive competence when handling business problem-solving.  

Another approach to measure business competence could be to measure functional skills, as 

researchers believe that functional competence increases with the time spent in an occupation 

or a line of studying (Le Deist & Winterton, 2005; Drejer, 2000). According to Drejer (2000), 

an individual's level of functional competence develops from novice to expert if working on 

the same problem-solving tasks for a duration of time. As time passes, individuals learn to 

perform specific tasks better and better, meaning closer to the output objectives. We can 

assume that individuals develop functional working competence by repeating tasks and 

solving the same problems in an occupation (Dreyfus, 2004). While time spent in an 

occupation explains functional working competence, years of studying can explain functional 

educational competence. Hence, as a business student increases the number of years studying, 

the functional competence regarding solving specific business problems should increase. 

 

2.4 Competence and Creativity 

Competence and creativity are not opposing concepts but complementary aspects of idea 

generation (Campbell, 1960; Dane, 2010). Competence provides the foundational knowledge 

and skills, while creativity allows for applying this competence in novel and innovative ways. 

In that context, competence is necessary for creative idea generation (Dane, 2010).  

Two different competence characteristics have been claimed to increase creativity. The first 

type is in-depth competence within a specific domain, which increases the complexity and 

knowledge depth within a domain (Dane, 2010). Deep knowledge in a specific domain will 

help individuals make more proficient use of their insights and previous experiences within a 

domain. Accessing their knowledge makes it easier for these individuals to identify and select 

promising linkages to domains for generating novel ideas. The second competence 
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characteristic is broad domain competence, which broadens a person's knowledge base. How 

broad knowledge an individual possesses is represented by the number of domains within 

which an individual has some degree of competence (Dane, 2010). Broadening a person's 

knowledge base provides exposure to various domains, increasing their ability to recombine 

knowledge and create new linkages (De Dreu et al., 2008). As a result, the depth and breadth 

of competence affect creativity by shaping in-depth knowledge within one domain with a 

network of linkages to other domains.  

The effects of these competence dimensions, however, have been mixed. On the one hand, 

individuals with in-depth knowledge within a domain have more complex knowledge 

structures and can thus consider more knowledge within the domain to create novel ideas 

(Amabile, 1996; Taylor & Greve, 2006). On the other hand, complex knowledge structures 

are also more prone to cognitive rigidity, which increases the inflexibility of linkages between 

domains and, therefore, limits individuals' ability to generate novel combinations (Audia & 

Goncalo, 2007; Dane, 2010; Mumford & Gustafson, 1988). When examining individuals with 

broad competence in different domains, they have greater flexibility to recombine knowledge 

across domains to generate novel ideas (Taylor & Greve, 2006; Simonton, 2009). However, 

flexibility can also cause new linkages that do not necessarily have a knowledge basis 

(Wadhwa & Kotha, 2006). Overall, this suggests that individuals need to have competence 

structures that are both complex and flexible to make novel ideas. They can access deep 

knowledge and make new novel linkages between domains when generating ideas. 

Too much in-depth competence can lead to cognitive rigidity. Therefore, it is paramount that 

domain-specific competence is balanced by broad competence, especially as one becomes 

more specialized (Mannucci & Young, 2018; Dane, 2010). However, research indicates that 

in-depth domain competence is more important than broad competence when generating new, 

novel ideas (Mannucci & Young, 2018). In-depth domain competence acts as a sorting lens 

through which to consider new ideas. For example, individuals lacking in-depth domain 

competence may have problems distinguishing between genuinely novel ideas and ideas only 

new to them (Mannucci & Young, 2018). For economic students, this might indicate that 

generated business ideas become more creative and practical the longer they study. After a 

while, they will develop in-depth business competence, allowing them to sort out what ideas 

are truly novel and new. 
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2.5 AI Competence 

Digital competence is the most overarching concept in describing technology-related skills 

(Ilomäki et al., 2011). The term is rapidly evolving as digital technology has reduced 

competency cycles: digital skills that were crucial a decade ago are no longer valuable 

(Gallardo-Gallardo & Collings, 2021). The newest addition to this competency cycle is the 

concept of AI competence, also labeled AI literacy. 

The rapid growth in AI investment, which is expected to increase from $118 billion in 2022 to 

$300 billion by 2026, highlights the urgent need for AI skills (Shirer, 2022). Despite this, a 

significant gap exists between the current skill level and the skills needed to use AI effectively 

(Kandlhofer et al., 2016; Anton et al., 2020; Ångstrøm et al., 2023). To bridge this gap, the 

concept of 'AI literacy' has been introduced (Wang & Yuan, 2022; Long & Magerko, 2020). 

AI literacy involves identifying, utilizing, and evaluating AI technologies. Crucially, one does 

not need to be an expert in AI theory or development to be AI literate. This concept is similar 

to computer and digital literacy (Ala-Mutka, 2011), focusing on effective use rather than deep 

technical knowledge. 

 

2.6 AI, Competence, and Creativity 

There is extensive research on creativity and competence, and an increasing amount of 

literature on the relationships between creativity and AI. The three put together, however, are 

yet to be thoroughly investigated as of the time of writing. Nonetheless, previous findings 

concerning AI and competence enable us to theorize about the relationship.  

Felten et al. (2023) research indicates how AI influences different occupations, requiring 

different sets of competencies. They link the most prominent AI applications to 52 human 

abilities and over 800 occupations in the US. The exposed occupations are characterized as 

having mainly highly educated and paid white-collar workers. These findings are consistent 

with similar findings concerning newer AI (Eloundou et al., 2023) and other technological 

advancements (Benešová & Tupa, 2017). However, the results contradict findings in similar 

evaluations of overall exposure to machine learning (Brynjolfsson et al., 2018). While 
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machine learning substantially affects manual work where functional competence is most 

important (Brynjolfsson et al., 2018; Manyika et al., 2017), AI seems to affect occupations 

needing more cognitive competence. As mentioned, cognitive competence is conceptual 

competence that incorporates how we understand systems, recognize patterns, and apply 

information when analyzing. AI excels in recognizing patterns and applying information; 

therefore, it makes sense that occupations mainly reliant on cognitive competence are the 

most affected. 

Furthermore, several studies show that AI affects white-collar workers' performance 

differently depending on competence levels. A study conducted by Noy and Zhang (2023) 

provides evidence of how productivity among college-educated professionals is affected by 

ChatGPT. In their study, both poor and well-performing professionals perform better using 

ChatGPT. However, while the well-performing (50% best) professionals have slightly 

increased quality and productivity, the poor-performing (50% worst) have a considerable 

increase in both (Noy & Zhang., 2023). The findings imply that workers with lower domain-

specific competence benefit more from AI. The findings are consistent with the findings of 

Dell'Acqua et al. (2023), where poor-performing management consultants saw the most 

considerable competence enhancement when solving business problems using ChatGPT-4. As 

creativity is essential when solving business problems (Reiter-Palmon & Illies, 2004), the 

findings indicate how AI affects creativity for people with high business competence in their 

specific field. The study also suggests that AI is a great leveler of competence for highly 

educated individuals. In both these studies, however, they only examined highly educated 

professionals who already somewhat excel within their occupation. Scholars have addressed 

the need for more research with individuals having more significant variations in competence, 

such as students (Choi & Schwarcz, 2023). 

However, AI is also a leveler for students; ChatGPT-4 mitigated the inequalities between top 

and bottom-of-class law students (Choi & Schwarcz, 2023). Taking together with the findings 

of Dell'Acqua et al. (2023), these results indicate competence may moderate a potential 

relationship between AI and creativity, causing a stronger positive relationship for less 

competent workers. Our reasoning is further underpinned by the previously mentioned 

findings of Doshi and Howser (2023), who found short stories written with AI access more 

enjoyable, especially for less creative writers. 
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2.7   Hypotheses Development 

Though AI seems able to match human output with initial prompting only, the best results 

may be achieved using AI as an interactive tool (Wu et al., 2021; Anantrasirichai & Bull, 

2022). Interrogating the AI to avoid blindly adopting hallucinations or simply bad output is 

crucial, especially when operating outside AI’s current frontier (Lebovitz et al., 2022; 

Dell’Acqua et al., 2023). When operating inside the frontier, however, AI seemingly leads to 

better results, regardless of human interference, as suggested by a field experiment using 

highly trained knowledge workers from Boston Consulting Group (Dell’Acqua et al., 2023). 

Granted, neither Dell’Acqua et al. (2023), Dell’Acqua (2022), nor Lebovitz et al. (2022) 

tested for creativity in isolation but researched how AI affected overall performance for 

knowledge workers. 

Human and AI co-creation has led to increased quality of creative outputs across a diverse set 

of creative fields (Miller, 2019). Doshi & Hauser (2023) provide evidence that short stories 

written with the aid of AI are more enjoyable and that AI increases the writer’s creativity. 

When writing short stories, AI can create possible starting points for the author to develop 

into coherent stories, offer suggestions for plot points, or overcome writer's block by creating 

the next step in the story. Furthermore, Wan et al. (2023) writers became more novel and 

creative, drawing inspiration from the AI’s unexpected and random output. Even failures, 

such as useless ideas, were cherished as seeds of inspiration. The results indicate more 

creative and better products through human-AI co-creation. Doshi’s & Hauser’s (2023) 

findings are not unique; Jia et al. (2023) found similar effects of AI augmenting human 

creativity in a practical work setting. Furthermore, Anantrasirichai & Bull (2022) reviewed AI 

technology and applications in the context of creative industries, concluding that AI’s design 

promotes the models to augment rather than replace human creativity. 

Taken together, previous research suggests that human-AI co-creation may increase human 

creativity, generating more creative output than humans and AI are capable of on their own. 

Specific effects may be hard to agree on due to a lack of universally used measurement of 

constructs. However, several studies indicate that a positive relationship exists between the 

variables. We investigate the relationship further, introducing our first hypothesis: 

H1: Human-AI co-creation positively affects creativity. 
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Although co-piloting with AI may increase creativity, state-of-the-art AIs work best when the 

user treats it as a person (Mollick, 2023), and the right prompting plays a significant role in 

AIs’ creative output (Boussioux et al., 2023). Previous studies suggest AI performs better at 

general tasks when interacting with it through thorough iteration processes, almost as one 

would with a coworker (Lebovitz et al., 2022; Dell’Acqua, 2022). Further, more recent 

studies indicate that the same effect applies to creativity; the most creative outcomes are 

possibly generated with numerous interactions (Doshi & Hauser, 2023; Wan et al., 2023). 

Wan et al. (2023) suggest that co-creating with AI in creative processes becomes most 

effective when the creative process is iterative. Writers became more novel and creative, 

drawing inspiration from the AI’s unexpected and random output. Even failures, such as 

useless ideas, were cherished as seeds of inspiration. Similar observations are found for Doshi 

& Hauser (2023), where writers who interact more and receive more ideas in the creative 

process become significantly more novel and creative. Given AI’s capability to generate vast 

amounts of ideas, the studies indicate that creative knowledge workers should seek a wide 

range of input when co-creating with AI, especially in initial ideation. These findings 

illustrate AI’s role as a valuable collaborator when augmenting ideas or making implausible 

concepts more viable. Taken together with previous findings suggesting prompting plays a 

significant role in AIs’ creative output (Boussioux et al., 2023), we want to investigate further 

how AI-user interactions affect the creative output of the co-creation. Subsequently, we 

introduce our second hypothesis: 

H2: Human-AI co-creation produces more creative ideas when the user efficiently prompts 

and interacts with the AI. 

As AI could be a competence leveler, and domain-specific competence seems to affect 

creativity positively, it is interesting to examine what effects domain-specific competence has 

on the relationship between AI and creativity. As discussed in the previous section, broad 

competence increases an individual's ability to combine existing concepts into new ones (De 

Dreu et al., 2008), while Manucci (2016) found that in-depth domain competence is even 

more critical when generating novel ideas. Such findings stipulate a positive relationship 

between in-depth competence and creativity. These are not moderating effects; however, 

Dell’Acqua et al. (2023) and Noy & Chang (2023) found a moderating effect of domain-

specific competence on the relationship between AI and output quality. In the study, workers 
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with lower competence saw the most considerable quality enhancement when co-piloting with 

AI. The same seems to apply to students as Choi & Schwartz (2023) found ChatGPT-4 to 

mitigate the inequalities between top-of-class and bottom-of-class law students. However, 

these studies examine the effects on outcome quality and not creativity. 

Based on recent findings concerning AI’s effect on performance differences, we theorize that 

domain-specific competence moderates the potential relationship between AI and creativity. 

Therefore, we test for competence as a moderator, not an independent variable affecting the 

proposed relationship between AI and creativity. We examine domain-specific competence 

through participants' GPA as a measurement of their cognitive competence and years studying 

within the current field as a measure of functional competence. Subsequently, our third 

hypothesis reads as follows: 

H3: AI affects creativity differently, depending on the individual’s domain-specific 

competence, regardless of how AI is used. 
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3. Methods 

3.1 Research Model 

Based on the reviewed literature, we developed the following conceptual research model to 

visualize our research question (Figure 1). Our study aims to investigate and explain the 

relationship between AI and creativity. The dependent variable (DV) is creativity, and the 

independent variable (IV) is AI. Moreover, we suggest that competence moderates the 

potential relationship between the two variables, thus introducing competence as a moderator 

variable (M). Our model can, therefore, be considered a moderation model, as it stipulates a 

third variable’s moderation effect on the potential relationship between the independent and 

dependent variables (Fairchild & MacKinnon, 2009). 

 

Figure 1 - Conceptual research model 

Though the current literature points to AI augmenting and/or matching human creativity, 

findings are somewhat contradicted concerning human-AI co-creation and if and how people 

should utilize AI for creative purposes (Boussioux et al., 2023; Girotra et al., 2023; Haase & 

Hanel, 2023). We aim to enhance the current understanding of AI’s uses and flaws by further 

investigating the potential relationship between AI and creativity. Moreover, we contribute to 

the existing research field by examining potential moderating effects to better understand the 

potential AI-creativity relationship. More specifically, we theorize that a person’s competence 

on a topic moderates how AI may affect that person’s creativity within that specific domain. 
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We test for this effect by measuring the creativity of business ideas generated by Norwegian 

students. 

 

3.2 Research Design 

Our research design explains our approach and strategy to answer the research question at the 

beginning of the thesis (Saunders et al., 2019). We explain our approach to theorizing and 

outline our chosen research strategy. 

We took a clear theoretical position when theorizing and drafted our research question based 

on a thorough literature review. Based on previous findings, we generated and tested 

hypotheses by collecting and analyzing data. Thus, we apply a deductive research approach 

aiming to establish a causal relationship between two variables and investigate potential 

moderating effects (Saunders et al., 2019). When aiming to establish causal relationships, the 

research design can be considered explanatory as we try to explain potential variations in the 

independent variable. 

A quantitative research strategy is appropriate because we want to test for causal 

relationships. A quantitative design choice facilitates numerical measurements of the 

variables, enabling regression analyses to test for causal effects (Saunders et al., 2019). We 

therefore consider an experiment as a natural choice of strategy, as it allows for causal 

hypothesis testing. Thus, an experiment applies to our research goal of establishing a causal 

relationship between AI and creativity and explaining what may cause the potential 

relationship.  

The experiment was conducted online. We did so for two reasons. First, when running 

regression analyses, a sample size of a minimum of 50, plus eight for each predictor variable, 

is recommended (Green, 1991). Furthermore, research on moderation effects is particularly 

difficult when using small sample sizes (Fairchild & MacKinnon, 2009). Therefore, to ensure 

a sufficient number of participants, we opted for an online experiment that could be 

completed anywhere and within an extensive timeframe, lowering the threshold for 

participation. Second, as students, we have limited time and resources. Conducting an online 

experiment saved us substantial time as we did not have to supervise all participants. 
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Moreover, we cannot access suitable premises to create an environment sufficient for a lab 

experiment. 

 

3.3 Data Collection 

3.3.1 Sampling Procedure  

Our experiment used Norwegian students as participants. Using students gave us a relatively 

homogenous sample, reducing the risk of other variables causing minor differences in the 

independent variable and allowing us to explain variations in creativity in greater depth 

(Saunders et al., 2019). Students are of similar age, life experience, and financial situation, 

giving them an equal foundation for ideation and problem-solving than people in entirely 

different demographic groups. Moreover, students often have a flexible schedule, making 

participation more accessible.  

Though most participants attend the Norwegian School of Economics (NHH), participation 

was open to Norwegian students at all universities and faculties. However, we mainly targeted 

NHH students for two reasons. First, we are NHH students ourselves. Distributing the online 

experiment through known channels using NHH communication infrastructure and to our 

social network at school made contacting many students accessible. Second, we test for 

specific competence as a moderator variable. As the ideas generated were business ideas, 

business competence is the domain-specific competence relevant to our study (Norris, 1991). 

NHH students provide a set of people with low to high business competence, dependent on 

semesters completed at school and cumulative GPA (Le Deist & Winterton, 2005; Bradley et 

al., 2007). Therefore, NHH students are suitable when measuring how different levels of 

business competence moderate the effect AI may have on business idea generation. To 

compare results to people with little to no business competence, however, it was desirable 

also to include students within other fields. Subsequently, we distributed the experiment to 

students at the University of Bergen (UiB) and the Norwegian School of Science and 

Technology (NTNU). 

The experiment was distributed through two channels: email and social media. At NHH, the 

experiment was first distributed to our social network through various social media channels, 
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allowing us to get a preview of the data. Later, the experiment was emailed to all Norwegian 

students attending NHH. When emailing the experiment, we split the students into two 

groups, equally distributed across school years, in case we wanted to adjust or change the 

treatment. Two days after the initial distribution, all students were sent a reminder. To 

increase the sample size further, we promoted the experiment in popular lectures at the 

bachelor level, as these lectures typically achieve high attendance. We also distributed the 

experiment at UiB at the faculties for law and medicine and NTNU. At these universities, the 

experiment was distributed through social media channels by people in our social network 

studying at the respective universities.  

We used volunteer sampling as all who received the experiment chose whether to participate 

(Saunders et al., 2019). Thus, we applied a non-probability sample mainly using self-

selection. As we did not restrict participants from forwarding the experiment to friends or 

associates, there may have been snowball effects on our sampling. 

To incentivize participation, the participants could enter a pool eligible to win four gift cards 

with a total value of 20,000kr. The price consisted of two gift cards at Norrøna of 5000kr each 

and two gift cards at DB Journey, also of 5000kr each. When we had concluded the data 

collection, four participants were selected using a random number generator and emailed their 

respective gift cards. 

 

3.3.2 The Survey 

The online experiment was developed in Qualtrics and represented a survey. Qualtrics offers 

an easy way to gather data and design online experiments without using code (Qualtrics.com). 

When entering the experiment, the participants were first subject to information concerning 

the experimental task, participation, and handling of personal data. After confirming they 

understood the task, the participants were divided into two groups by random assignment: one 

treatment group and one Control Group. Random assignment ensures both groups are equal 

except for the planned intervention manipulating the treatment group (Saunders et al., 2019). 

Thus, the possible external effects of an alternate explanation for variation in creativity are 

reduced. The whole survey design is illustrated in Figure 2. 
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Figure 2 - Survey design, Survey 1 

 Both groups were assigned to generate a business idea directed at Norwegian students and 

were given 15 minutes to complete the task. The idea was directed at Norwegian students to 

ensure the participants had adequate knowledge of the target group and because narrowing 

down the potential ideas would make them easier to compare and score. The price should be 

low enough for the product to be accessible to the average student, but there were no other 

limitations concerning the product or revenue model. Participants could only register ideas 

after the two-minute mark to ensure all responses were given sufficient effort. The business 

idea had to be communicated through text and be a minimum of 10 and a maximum of 850 

characters, approximately 150 words or one paragraph. Both groups were told to avoid 

communicating with others and to avoid external aids like the Internet. For the exact prompt 

given to participants and the experiment-participant interface, see Appendix 8.1.  
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The treatment group was given a link to a chatbot running on the state-of-the-art generative 

AI model ChatGPT-4. The chatbot was built using a chatbot builder named GPTtrainer, 

which allowed us to gain data from each specific interaction, make guidelines, and change the 

temperature of the responses (gpt-trainer.com; Boussioux et al., 2023). To simulate a normal 

conversation with ChatGPT4, we used the standard temperature. The chatbot was only 

available for participants in the treatment group, and subsequently, the AI access represented 

a planned intervention manipulating how the treatment group performed their assignment 

(Saunders et al., 2019). The prompt and temperature setting are displayed in Appendix 8.2. 

When interacting with the chatbot, the AI would introduce itself by saying it is available to 

help generate a business idea, encouraging the participants to interact and ask questions, as 

illustrated in Appendix 8.2. Note that we investigate how AI affects human-generated creative 

outputs, not whether AI is more creative than humans.  

We altered the prompt of our chatbot slightly after the first interactions revealed a clear 

pattern. If the participants were to input a direct copy of the participant prompt, they all 

received the idea “StudyBuddy.” Therefore, we changed the chatbot’s guidelines to respond 

with various business ideas, not “StudyBuddy” as a generic response. However, all other 

prompts or messages given to the chatbot would have no limitations, simulating a normal 

conversation with ChatGPT-4. The changes were made after only three participants had 

interacted with the initial chatbot. Further, there were no differences between these three ideas 

and ideas generated with the altered chatbot, except for all three ideas being the same idea: 

StudyBuddy. Therefore, we chose to include the three ideas in our final sample.   

A preview of the data collected from the initial distribution through our social networks 

revealed that most participants in the treatment group generally had only one or two 

interactions with the chatbot. Though an exciting finding, few interactions mainly measure 

“purely” AI creativity, not the desired output of human-AI co-creation. Literature suggested 

that co-creating with AI performs better when interacting through an iterating process 

(Lebovitz et al., 2022;) and that this also applies to creativity (Doshi & Hauser, 2023; Wan et 

al., 2023). Initially, we thought of having a second treatment that nudged participants to 

interact more and have a more iterative creative process. We decided to wait to introduce the 

second treatment, as we wanted to secure enough participants for our first hypothesis. 

However, a few days after launching the first experiment, we already had sufficient 
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participants to test for differences between the Control Group and the Treatment Group. 

Therefore, we created a second treatment to test for the effects of efficient prompting and the 

nature of the interactions described through our second hypothesis. The treatment received the 

same questionnaire but had some adjustments in the introduction to the experiment. In 

addition to receiving access to AI, they were encouraged to interact with the chatbot and 

received five guidelines on how to efficiently prompt and interact with AI for creative 

purposes before the experiment. The survey design for the second survey is illustrated in 

Figure 3. 

 

Figure 3 - Survey design, Survey 2 

When distributing the experiment by email, 2/3 of the students were sent the original 

experiment with a 50/50 randomizer, placing participants in either the Control Group or the 
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first treatment group. Furthermore, 1/3 were sent a new Qualtrics survey with the second 

treatment only. The survey the students received and the experiment was chosen randomly, 

ensuring we applied random assignment (Saunders et al., 2019). The final distribution of 

participants in the Control Group, Treatment Group 1, and Treatment Group 2 is shown in 

Table 1. 

 

Table 1 - Participant groups 

In addition to collecting data from the experiment, the surveys included a questionnaire for 

gathering information about each participant. To prevent potential priming effects, the 

questionnaire was given after participants had completed the experimental task (Van den 

Bussche et al., 2009). Ideally, we would separate the experiment and the questionnaire to 

reduce the time spent working in one setting, thus reducing the probability of participants 

hurrying through to make other commitments (Saunders et al., 2019). However, we 

considered it unrealistic to make students participate in two settings and therefore opted to 

combine the experiment and questionnaire in one survey. 

Participants in Treatment Groups 1 and 2 were asked questions concerning generative AI. 

These questions were not asked of the Control Group. The questions included when the 

participants used generative AI for the first time, how experienced they were at using AI, and 

their willingness to adopt new technologies. The questions were based on Venkatesh (2000) 

and Vărzaru (2022).  

All participants were asked questions concerning the personality trait of openness to new 

experiences, which has proven to predict creative behavior (Harris, 2004). These questions 

consisted of five items from the Big Five personality test and were meant to measure the 

participants’ self-reported creativity.  

Moreover, we gathered basic information about the participants, such as age and gender. We 

also asked for their field of study, which was separated into six subgroups based on study 

fields provided by Utdanningsdirektoratet (utdanning.no, 2023). Those who studied 
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economics and business administration were given an additional question concerning which 

school they attended. The additional questions allowed us to measure the number of 

participants studying at NHH and compare results between business schools. 

Participants were asked for their GPA and years spent on their current degree to investigate 

competence. Bachelor students reported their GPA at the bachelor's level, and master students 

reported their GPA at the master’s level. Consequently, participants had to report at what 

level they were currently studying. Master students did not report their cumulative GPA for 

all their studies, as we are interested in their competence as of today. We, therefore, consider 

older grades irrelevant. Further, questions were asked concerning the years spent studying in 

the current school and whether the participants had professional experience within business. 

Descriptive questions about age, gender, GPA, field of study, years spent studying, and 

professional business experience were placed last in the questionnaire. This was done to avoid 

priming effects like identifying oneself with an industry or cognitive capacity from affecting 

the self-reported values of the previous questions concerning AI experience and creative 

behavior (Meyer & Schvaneveldt, 1971). For the whole questionnaire, see Appendix 8.1. 

When the survey was completed, participants would be redirected to a Google Forms, where 

they could assign their email address to the pool eligible to win the four gift cards. By 

collecting the emails through a different API, we could collect emails for the price lottery 

without connecting specific emails to specific responses. Thus, all responses remained 

anonymous in line with guidelines from FEK (De Nasjonale Forskningsetiske Komitéene) 

(forskningsetikk.no, 2019). 

 

3.3.3 Preparation of the Data 

Initially, 651 survey responses between 23/10/2023 and 2/11/2023 were downloaded from 

Qualtrics and divided into one survey with 421 responses and one with 229 responses. 

Furthermore, data from all participant interactions and the modified chatbot were downloaded 

from GPTtrainer, counting up to 2546 singular responses. 
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Starting with the Qualtrics data, we wanted to consolidate the data from the two experiments 

to gain better insight and merge them into one data frame. After merging the data from the 

two experiments, we removed 183 responses with missing values under Ideas. Another 39 

responses were removed due to irrelevant answers or incomplete questionnaires. We 

evaluated the removal of irrelevant ideas as justified as these ideas were likely not generated 

with the intention of experiment but rather to win the awards. Further, we removed 18 ideas 

from the Control Group as they were made using AI, despite the participants being explicitly 

told not to use any external aids, including AI tools. Although some ideas were incomplete 

and arguably not launchable, we included incomplete responses as they are a normal 

consequence of time pressure (De Paola et al., 2016). Each response was given an ID, 

randomized, and sent a number between 21 - and 52 ideas in individual Excel files for the 

judges to rate. After that, ratings were merged and connected to the idea ID.  

A crucial part of answering our research question was how AI could foster creativity through 

co-creation. Therefore, we downloaded all interactions from the GPT chatbot. To control for 

responses not using the predetermined chatbot, we matched each idea from the experiment 

with an interaction with the AI assistant. We decided to remove all ideas not generated using 

the GPTtrainer, as they lacked critical data from the interaction. Including these responses 

could also create an external addition of variability. We removed 14 observations due to 

suspicion that another AI was used. After cleaning the questionnaire and controlling the 

interactions, the final dataset comprised 396 responses. 

As all questions in the questionnaire had predetermined options, we saw no need for a 

discretionary assessment of data cleaning. Furthermore, the only outliers in the dataset were in 

the time used on the questionnaire as a whole and not in generating the ideas. As this time has 

no implications on the data, we chose to keep the outliers in the analysis. Finally, all data sets 

were combined in an Excel file for further analyses in R, assigning all variables to their 

respective idea ID. 
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3.3.4 Sample Characteristics  

The selection consists of different demographic groups. To examine whether the different 

groups had the same characteristics, we chose to examine the three groups in more detail. An 

overview of all the participants' distribution across different participant groups can be found 

in Table 2. 

 

Table 2 - Distribution between participant groups 

We needed to examine the demographics across the groups further, as we needed to check 

whether the participants were equally distributed across the control and treatment groups. 

Table 3 shows that more male participants than females were present across all groups, 

especially in the Control Group and Treatment Group 2. However, the experiment distribution 

is somewhat similar to the gender distribution of the Norwegian School of Economics, 

implying that there was no relatively more male partitioning. Furthermore, the table reveals 

that the majority of participants are aged 24 - 26 and that there are almost as many 

participants aged 21-23, and the smallest group is those aged 27 or older. When comparing 

the three treatments and the number of years studying, fewer participants have studied for 

three years and more for four years for Treatment Group 2. The finding makes sense as we 

promoted the last experiment in two lectures for the first year on masters, but no lectures for 

the third year Bachelor students. 

The table additionally demonstrates a clear overweight of students attending the study field of 

Business/Economics, with 328 participants studying Business/Economics. As we are unaware 

of potential snowball sampling effects and the exact extent of distribution on social media 

platforms, we do not know how many potential participants were given the opportunity to 

participate. At NHH, however, 2955 students received the initial email and the reminder, 

resulting in 324 NHH students represented as participants in the final dataset. Furthermore, 

there is an overweight of NHH students in Treatment Group 2, a feature we will discuss 
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further in limitations. Lastly, most participants did not have previous business-oriented work 

experience. 

 

Table 3 - Demographics of the treatment groups 
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3.4 Measures 

3.4.1 Dependent Variables  

We measure creativity using Consensual Assessment Technique (CAT), letting business and 

investment experts evaluate the ideas (Amabile, 1982; Said-Metwaly et al., 2017). Therefore, 

we contacted a wide range of people: venture capitalists, entrepreneurs, crowd founders, 

business leaders, and others with relevant experience, inviting them to act as judges for the 

experiment. A total of 28 people accepted the role. For the complete list of judges and their 

relevant experience, see Appendix 8.2. 

To avoid priming the judges and potentially affecting the scoring, the judges were not given 

information about the treatment given to the participants or the purpose of our study (Meyer 

& Schvaneveldt, 1971). Moreover, they did not know what we wanted to measure (creativity) 

and were told to evaluate the ideas based on the given scoring criteria. The judges were told, 

however, that they were to score business ideas generated by students. Further, they were 

given all the information provided to the participants, except the treatment. Thus, the judges’ 

expectations were modified as they knew the students had only 15 minutes to generate their 

ideas. 

All ideas were evaluated by three judges. Each judge was given 52 ideas to evaluate, though 

minor adjustments to the idea samples were made to meet all judges’ schedules. To reduce 

potential biases from particularly harsh or soft judges, we implemented a rolling distribution 

system ensuring that no judge evaluated the same sample of ideas as another judge. 

Furthermore, the idea order was randomized before distribution, ensuring the judges received 

a mixed sample of ideas generated with no AI, with AI, and with prompted AI. Due to 

miscommunication with some judges, nine ideas were evaluated by two judges. 

The ideas were evaluated based on two main criteria: creativity and profitability. Both main 

criteria consisted of two additional criteria, evaluating each idea across four dimensions. All 

four dimensions were scored on a scale from 1 to 10, with 1 representing the lowest and 10 

the highest score possible. For the exact scoring criteria, see Appendix 8.2. The criteria were 

based on a previous experiment by Boussioux et al. (2023), where they tested the quality of 

circular business opportunities. Though the judges were told to use the scoring criteria 
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actively, they were also encouraged to score subjectively and make their own considerations, 

increasing the subjective element of the assessment in line with CAT (Amabile, 1982).  

Based on our discussion in the literature review, creativity was divided into novelty and 

usefulness, as these two concepts are widely mentioned in various creativity definitions (e.g., 

Batey, 2012; Runco & Jae-ger, 2012; Zeng et al., 2009). To better measure the aspects of 

creativity, novelty and usefulness were given separate scores. Novel was defined as “to what 

degree the idea is original and unique concerning whether or not it is similar to an existing 

idea in any shape or form,” while useful was defined as “to what degree the idea solves a real 

problem, how feasible the idea is, and how comprehendible the solution is.” Furthermore, the 

judges were not told to give an overall creativity score but to evaluate novelty and usefulness 

separately. The overall creativity score for an idea consists of the idea’s average score of 

novelty and usefulness, which we calculate. 

As our primary purpose was to investigate creativity, we wanted to separate the creativity and 

profitability measures of the business ideas, thus isolating the creativity aspect. Doing so also 

provides a more nuanced view of idea quality, as profitability is important when generating 

business ideas (Girotra et al., 2023; Boussioux et al., 2023). Potential substantial differences 

in the profitability of the ideas warrant further analyses in addition to our analysis of the 

creativity scores. 

As with creativity, profitability was divided into two criteria, and the judges did not give a 

total profitability score but two separate scores for each dimension. These dimensions were 

“profit potential” and whether the idea “reached the intended target group.” Boussioux et al. 

(2023) evaluated the financial value of the ideas as one dimension only; however, we opted 

for a more nuanced approach, splitting the financial value into two dimensions.  

The total profitability score was calculated by 0.75 * ProfitPotential + 0,25 * TargetGroup. 

We placed more emphasis on ProfitPotential as we believed it would be relatively easy to 

create a product that reached the intended target group and that ProfitPotential is more crucial 

for an idea’s financial value. Our beliefs were underpinned by the idea scores, as TargetGroup 

received significantly higher scores than the other dimensions. As the relevant market (the 

average Norwegian student) is particular and small, we considered reaching the average 

Norwegian student key for ideas to be profitable and therefore wanted to include the variable. 
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Table 4 - Dependent variables 

The scoring provided us with measures for novelty, usefulness, profitability, and reaching the 

intended target group. The two formers represent the ideas’ creativity value and, thus, the 

creativity variable. We also measure profitability, comprising the two latter dimensions, thus 

representing a profitability variable. All four dimensions and the total scores for creativity and 

profitability were used as dependent variables in our analyses. We also calculated the “total 

score” for each idea by taking the average of the creativity and profitability scores, resulting 

in seven dependent variables used in our analyses. All dependent variables are exhibited in 

Table 4. 

 

3.4.2 Independent Variables  

The independent variable in our experiment is AI access. Subsequently, the only difference 

between the treatment and Control Groups is access to the AI model ChatGPT-4. In the 

original experiment distributed through the first survey, AI was measured in binary: the 

participants were either given access to AI or not. AI access was simply access to the model 

and no further information or exordium. There was no prompting for how to best interact with 

the tool or other instructions that aided the participants in generating their ideas using AI.  

The second treatment group, however, was given more input on how to best utilize the AI tool 

for creative purposes. The input included an encouragement to use and interact with the AI 

and five guidelines for doing so best. Thus, we measure AI access with no guidelines, and we 

measure AI access with encouragement and guidelines for usage.  
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3.4.3 Moderation Variables 

Domain-specific competence within business was measured in two ways: cognitive 

competence and functional competence. Both competence measures were applied as 

moderator variables in separate models. Cognitive competence was measured using students’ 

GPAs for the business degree they are currently pursuing. For business students at the 

bachelor’s level, students’ competence was therefore dependent on their GPA at the 

bachelor’s level, while master students’ competence was dependent on their GPA at the 

master’s level. Subsequently, students who do not currently pursue a business and 

or/economics degree were measured to have zero cognitive business competence. 

Functional competence was measured using students’ time spent studying 

business/economics. Participants who had studied for four, five, or more years were 

considered highly competent, while first-year students were considered less so. Non-

business/economics students were measured to have zero functional business competence.  

GPA was chosen as the cognitive competence measurement for three reasons. First, as 

discussed in the literature review, Bradley et al. (2007) suggest that GPA and HOCS are 

correlated. Second, GPA represents a combination of students’ intelligence and technical 

skills (Brown & Campion, 1994; Ickes et al., 1990), contributing to business competence 

(Tucker & McCarthy, 2001). Third, measuring GPA is easy and provides an adequate 

measure for our moderator variable. GPA was measured in the survey through self-reporting.   

Time spent studying was chosen as the functional competence measurement for two reasons. 

First, as discussed in the literature review, time spent in a line of studying may increase 

functional competence (Le Deist & Winterton, 2005; Drejer, 2000). Second, as with GPA, 

studying time is easy to measure and suitable for our purposes. Time spent studying was also 

measured through self-reporting in the survey. 

 

3.4.4 Control Variables 

To test for differences between demographic groups, we collected participant data concerning 

age and gender. Furthermore, we measured the time spent answering the experiment and the 
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number of interactions the participants had with the chatbot for both treatment groups. We 

also collected information concerning participants’ AI experience, technology adoption rate, 

and openness to new experiences as a predictor for creative behavior as we wanted to 

investigate whether these variables could explain some variation in the dependent variables. 

Moreover, we created dummy variables for work experience within business, for the 

responses only having one interaction with the chatbot, and for direct copies of the task 

description. All the abovementioned variables were applied as control variables in some of 

our regression models. For an overview of all variables, their names, and meanings, see 

Appendix 8.3. 

 

3.5 Data Analysis 

3.5.1 Descriptive Statistics 

To get an overview of the data, we created tables for descriptive statistics and boxplots, 

enabling us to compare the variables' means, standard variations, and percentiles. This gave us 

a good foundation for deciding on further analyses and provided insights into the distribution 

of the ideas across all seven dependent variables. Furthermore, the plots and tables provide a 

practical presentation of our initial findings (Saunders et al., 2019). Descriptive statistics were 

created using R-studio and formatted in Excel.   

 

3.5.2 T-Tests 

To test Hypotheses 1 and 2, we tested for significant differences between the means of the 

three participant groups by conducting several two-sample t-tests in R-studio. As we are 

interested in whether the treatments result in more creative ideas than the Control Group, one-

tailed t-tests are appropriate (Pillemer, 1991). Thus, we can detect significant statistical 

differences in a positive direction, determining whether Treatment Group 1 was more creative 

than the Control Group and whether Treatment Group 2 was more creative than Treatment 

Group 1. To determine significance, we applied a confidence interval of +/- 1.96, terming a 

significant difference should the p-value be 0.05 or lower, in line with the standard for t-
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testing (Saunders et al., 2019). We assumed equal variance when conducting the tests after 

visually inspecting the scatterplots in Appendix 8.5.  

We conducted t-tests to investigate differences between the control and two treatment groups 

across all seven dependent variables, giving us three pairings: the Control Group < Treatment 

Group 1, Treatment Group 1 < Treatment Group 2, and Control Group < Treatment Group 2. 

The t-test results were the basis for further analyses using regression models.  

Further, as we aim to reveal the potential practical implications of applying AI as a tool, we 

tested for time spent generating an idea, considering time restrictions may be essential when 

working. Therefore, we conducted three additional one-tailed t-tests on time spent generating 

an idea: the Control Group > Treatment Group 1, Treatment Group 1 < Treatment Group 2, 

and the Control Group > Treatment Group 2. 

Moreover, for Treatment Groups 1 and 2, we conducted t-tests for “user interactions” (how 

many interactions a specific participant had with the chatbot) and for “one response” (the 

number of participants who had only one interaction with the chatbot). When conducting the 

tests, we hypothesized that participants in Treatment Group 1 had fewer interactions on 

average and more one-interaction responses. 

 

3.5.3 Regression Analyses  

To further nuance the results achieved in the t-tests, we used R-studio to conduct several OLS 

regression analyses, allowing us to investigate the coefficient of determination for our 

variables and gain insight into what may cause variation in creativity (Saunders et al., 2019). 

OLS was chosen as it is efficient and widely accepted for fitting linear statistical models 

(Hayes & Chai, 2007). Though we built several models, all took the standard OLS form of the 

following: 

𝑌𝑖 =  𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + 𝛽3𝐶𝑉𝑖 

𝑌𝑖  represents one of the seven dependent variables, while 𝛽0 represents the constant. The 

variable used as the constant varied across the models but was always one of NoAI, 



46 

 

NoPromptAI, or PromptAI. The two 𝑋 variables represent the participant groups not used as 

the constant, while they represent the various control variables applied in the models. 

Before conducting our analyses, we must ensure that all assumptions for multiple linear 

regression are satisfactory. Subsequently, we tested for linearity, normality, 

heteroscedasticity, autocorrelation, and multicollinearity (Berry, 1993). Normality was tested 

by creating Q-Q plots and visually inspecting whether the output was satisfactory. Linearity 

and heteroscedasticity were tested by plotting the residuals vs. fitted values in scatterplots and 

inspecting whether the residuals were randomly scattered around the horizontal axis and 

whether the residuals resembled constant variance. We tested autocorrelation through a 

Durbin-Watson test, rejecting the null hypotheses of autocorrelations greater than zero as 

none of the p-values were close to the limit of 0,05 (Saunders et al., 2019). Finally, 

multicollinearity was tested by calculating the collinearity statistics for tolerance and its 

inverse; variance inflation factor (VIF), with the former needing to exceed 0,1 and the latter 

being below 10 to be accepted (Saunders et al., 2019). To meet the collinearity requirements, 

our final models omitted FirstClick, TimeOfIdeaSubmit, and NumberOfClicks as they highly 

correlated with the more significant TimeOfLastEdit. Furthermore, TotalYearsStudying and 

YearsOnEarlierStudy were also omitted as they correlated with one of our moderators, 

LengthOfCurrentStudy. 

Though assumptions were tested for all OLS models we built, we have included the 

respective assumption tests of two models in Appendix 8.5: one for regressions on the whole 

population with control variables and one for regressions on the AI population, also with 

control variables. All assumption tests were run in R-studio.  

As we have seven dependent variables and several control variables, there were many 

potential analyses we could run in addition to testing our hypotheses concerning creativity 

only. To broaden our understanding of the most significant relationships, we used the t-tests 

and the descriptive analysis results to narrow our focus to the significant and close-to-

significant relationships. However, we first ran regression models testing for all control 

variables independently across all seven dependent variables, investigating the control 

variables’ effects and significances. Variables that only affected the treatment groups, such as 

ExperienceAI and UserResponses, were omitted from the models as including them could 
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create an imbalance in the data and complicate the comparison of the Control Group with the 

treatment groups. 

After testing for control variables, we built our final model and conducted six analyses to 

investigate how the Control Group and the treatment groups affected the dependent variables, 

always omitting one group to avoid perfect multicollinearity. Subsequently, some models 

applied NoAI and NoPromptAI as control variables, some applied NoAI and PromptAI as 

control variables, and some applied NoPromptAI and PromptAI as control variables. All 

variations of the models were run with and without additional control variables and applied to 

the population of 396 responses. 

Moreover, we conducted additional regression analyses on the treatment groups to investigate 

how AI affects creativity. When doing so, we applied the AI-specific variables as control 

variables, testing the effects of the number of interactions with the chatbot, directly copying 

the chatbot’s output, self-reported AI experience, and other variables. The procedure followed 

the same structure as when we tested for the whole population; first, we tested all control 

variables’ isolated effects and then built models with and without control variables. 

 

3.5.4 Moderation Analyses 

To test Hypothesis 3, we conducted moderation analyses in R-studio, investigating how 

cognitive and functional competence moderated AI’s effect on creativity and other dependent 

variables. The moderation analyses were run as OLS regression models, adding a moderator 

variable consisting of AI * Competence, in line with the appropriate procedure for testing for 

moderation effects (Baron & Kenny, 1986). The regression models took the following general 

form: 

𝑌𝑖 =  𝛽0 + 𝛽1𝐴𝐼 + 𝛽2𝐶𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑐𝑒𝑖 +  𝛽3𝐴𝐼 ∗ 𝐶𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑐𝑒 + 𝛽4𝐶𝑉𝑖 

As we are interested in whether competence moderates the effect of AI regardless of how AI 

is used, we combined Treatment Groups 1 and 2 into a single independent variable called AI. 

After that, we tested for the potential moderation effects of cognitive and functional 

competence, measured through GPA and years of studying in the current school, respectively. 
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Models were built with and without the control variables applied in our regular regressions, 

represented by 𝐶. 

Moderation effects were tested by adding an interaction term consisting of the product of AI 

and the respective Competence interactions while controlling for the AI and Competence 

variables, thus improving the interpretation of the regression coefficients (Fairchild & 

MacKinnon, 2009). Potential moderation effects are signaled by the moderation interaction’s 

effect and significance, revealing whether AI affects creativity equally across different 

competence levels (Baron & Kenny, 1986). 

 

3.5.5 Analysis of the Best Ideas 

As ideation often focuses on the best ideas rather than the average idea quality, we conducted 

additional analysis by thoroughly examining the judges’ ratings to ascertain the most effective 

treatment in high-quality idea generation. To find the most effective treatment, we first had to 

find who generated the best-rated ideas. We, therefore, organized the ratings across all seven 

dependent variables in descending order, facilitating the identification of the top ideas for 

each variable. To illustrate what rating the best idea for each variable within each participant 

group achieved, we made a line chart. Moreover, we wanted to study whether the ratings of 

the best ideas indicated the same trends as the top 10 best ideas. Subsequently, we counted the 

number of ideas from each treatment within the top ten. The process gave us insights into 

trends, creating a more nuanced analysis. The small sample size made conducting causal 

hypothesis testing pointless, though our analysis indicates what participant group generated 

the best ideas. 

 

3.5.6 GPTrater 

On November 6th, OpenAI introduced a new feature allowing users to create a custom 

version of ChatGPT-4. As previous studies found GPT-2 to give reliable predictions of human 

creativity ratings (Luchini et al., 2023), we hypothesized that GPT-4, being more advanced, 

would offer even more reliable predictions. Furthermore, the launch offered a method of 
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objectively rating all ideas and evaluating whether our results were consistent in idea 

evaluation when compared to GPT-raters. Hence, we made two AI judges using the custom 

version of ChatGPT-4. We only examined the two dependent variables for Creativity, Novel 

and Useful, as these measurements are documented to be well-imitated when using AI judges 

(Johnson et al., 2022; Luchini et al., 2023). Moreover, we only wanted to test for creativity, 

and the custom GPT-4 gave us an efficient tool to isolate the creativity of an idea without 

being influenced by other factors. For evaluation, the ideas had to be manually copy-pasted 

into the chatbot. As this process was time-consuming, we only evaluated novelty and 

usefulness, as creativity is our primary dependent variable.  

The first AI rater, hereafter GPTrater-1, was prompted to imitate a human judge. To mimic 

the judges most accurately, we used 25 random ideas and their associated ratings to train the 

chatbot. GPTrater-1 was further instructed to use these ratings to evaluate how novel and 

useful other business ideas were. After that, we fine-tuned the chatbot through iteration by 

training it on random ideas from the experiment and providing guidance on what aspects 

should stipulate high and low ratings. The prompt and ideas used to train the chatbot are 

found in Appendix 8.6. For the second chatbot, hereafter GPTrater-2, we applied a zero-shot 

approach by prompting the models with the guidelines to give ratings between 1 and 10 but 

not providing any examples.  

When the chatbots were ready, we made them evaluate 100 random ideas. The ideas were the 

same for both chatbots. We then calculated the means for the chatbots' scores and compared 

them to each other and the human-given scores. Based on the results, we used one-tailed t-

tests to test for differences between the chatbots and between each chatbot and the scores 

given by the human judges (HJ). 

 

3.6 Evaluation of Validity and Reliability 

To ensure our findings are credible and we can draw meaningful conclusions from our 

analyses, we need to meet the criteria for validity and reliability (Saunders et al., 2019). 

Subsequently, we outline the criteria and evaluate our study accordingly, thus assessing the 
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quality of our research. We begin by examining the experiment's internal validity before 

discussing our findings' external validity and reliability. 

 

3.6.1 Internal Validity 

Internal validity concerns whether the experimental design captures the desired phenomenon 

through planned manipulations of the treatment groups (Saunders et al., 2019). Isolating the 

effects of our independent variables is, therefore, key to achieving high internal validity. To 

conclude causal effects, high internal validity is required to ensure our measurements are 

accurate, resulting in credible and trustworthy findings. 

We applied random assignment when assigning participants to the control or treatment 

groups. Consequently, there should be minimal pre-existing differences between the three 

groups, and the risk of biased results is thus reduced (Saunders et al., 2019). Furthermore, the 

sample consists solely of Norwegian students, with the vast majority attending the Norwegian 

School of Economics. As such, our sampling technique can be considered homogeneous, 

further reducing participant differences. In extension, potential explanations for variations in 

creativity, other than the treatments, are reduced, strengthening the internal validity of our 

experiment. 

Though we intended to use students only as participants, we could not ensure that all 

participants were students. Non-students participating may have achieved deviating results as 

they have different experiences than students and less knowledge concerning what products 

students demand. Such effects would complicate the isolation of AI as a predictor variable, 

consequently making it harder to measure the intended effects and reducing internal validity 

(Saunders et al., 2019). However, non-student participation is unlikely because the experiment 

was distributed solely to students and in student-only channels. Therefore, it is fair to assume 

our sample is homogeneous. 

With randomized groups from a homogeneous sample, the only difference between the 

control and treatment groups should be the two AI treatments. Thus, AI access and AI access 

with guidelines and encouragement, representing planned interventions, are the only 
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explanations for variations in the dependent variable, strengthening the internal validity 

(Saunders et al., 2019). As such, we isolated the treatment effects. 

However, we did not conduct a lab experiment where we could control all variables (Saunders 

et al., 2019). Though an online experiment was easy to run and gave us a satisfactory sample 

size, we sacrificed control of potential external variables affecting the participants. We could 

not enforce participants abiding by the rules and guidelines, and subsequently, we could not 

ensure they acted as we intended. For example, some participants may have collaborated, and 

some may have used external aids. Moreover, as the survey was open for a longer duration of 

time, some students might have talked about the experiment. This could have led to some 

participants beginning to think of business ideas before the experiment, thus representing a 

threat to internal validity. However, as the idea's scores did not determine the rewards, we 

assume students spent little time thinking about ideas beforehand, reducing the potential 

threat. Furthermore, we had no control over the participants' surroundings. Some may have 

been fully committed and participated in a quiet room, while others may have participated 

during lectures, only paying half attention to the experimental task. Subsequently, different 

circumstances may affect the participants' output. Thus, the lack of control over external 

effects represents a substantial threat to the internal validity of our findings. 

Further, misunderstanding, lazy, and non-attentive participants threaten the experiment's 

internal validity. Subsequently, we took measures to ensure that participants understood the 

instructions and exerted sufficient effort. For each page in the survey, participants were told to 

pay close attention and confirm their understanding of the task. Moreover, as participants 

were rewarded for participation and not performance, we believed some people would put 

minimal effort just to enter the reward pool. To counter this, participants had to spend at least 

two minutes on the experimental task before continuing, and the response had to be a 

minimum of 10 characters. Though we believe our measures worked as intended, the lack of 

supervision means we cannot know if some participants misunderstood the assignment or 

hurried through the survey. 
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3.6.2 External Validity 

External validity can be conceptualized as to what extent our results are generalizable and can 

be applied to a population beyond our specific research setting (Saunders et al., 2019). 

Therefore, for our findings to be transferable and bear meaning to other populations, we must 

ensure sufficient levels of external validity. 

To strengthen the external validity, we aimed to maximize the sample size. Subsequently, we 

carefully planned our recruitment strategy: obtaining desirable rewards and conducting 

thorough recruitment by sending emails and reminders, entering popular lectures to promote, 

and encouraging our social network to distribute the survey further to their respective friends 

and associates. Our efforts resulted in 651 responses and a final sample size of 396, sufficient 

to achieve significant results for our purposes (Green, 1991). Thus, the number of participants 

strengthens the external validity. 

The external validity is reduced, however, as the experiment applies a homogenous sample 

using students only as participants, with most participants attending the Norwegian School of 

Economics. As discussed, a homogenous sample is desirable when isolating effects; however, 

we cannot know if our findings apply to a broader population or simply to our specific 

sample. Thus, applying a homogenous sample reduces the generalizability of potential 

findings, weakening our study’s external validity (Saunders et al., 2019). 

Furthermore, opting for a non-probability sample negatively affects the study’s 

representativeness (Saunders et al., 2019). As participating is voluntary, students may decide 

not to participate should they consider themselves uncreative or unmotivated to devote 

enough time to the survey. However, the average time spent on the survey was only 9,6 

minutes, indicating low necessary effort to participate. Further, when deciding whether to 

participate, we consider it likely that the chances of winning rewards outweigh the 

participants’ intrinsic motivation to be creative. If so, uncreative students may not abstain 

from participating, reducing the negative effects of applying a non-probability sample, as 

uncreative people participate regardless. 
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3.6.3 Reliability 

To ensure high reliability and credible findings, the experiment must produce consistent 

results that are easy to replicate, and the survey must be comprehensible for the participants to 

avoid misunderstandings (Saunders et al., 2019). Typical threats to reliability include 

participant and researcher biases or errors. Consequently, we took several measures to reduce 

potential participant errors and biases, as well as errors and biases on our part. 

To ensure the experimental task and the questionnaire were understandable, we did rigorous 

testing using friends as test participants. The original experimental task was based on previous 

research conducted by Girotra et al. (2023); however, we somewhat altered the formulations 

through iteration processes with the test participants. The test participants also provided 

feedback on the questionnaire, ensuring all questions were straightforward with 

understandable scales. For the relevant measures, for example, self-reported creativity, we 

applied empirically tested and validated scales, like the Big Five, to ensure proper 

measurement of the constructs (Schrauf & Navarro, 2005). Thus, the risk of participants 

misunderstanding questions and/or the experimental task was reduced. 

Nevertheless, as discussed in the evaluation of internal validity, we did not supervise the 

participants. Consequently, the circumstances surrounding each participant may have varied 

and will be hard to replicate, reducing the continuity of our results (Saunders et al., 2019). 

Further, no supervision makes detecting and accounting for participant errors hard. 

Subsequently, potential replication attempts of our study may struggle to produce similar 

results, reducing the reliability of our findings. 

We do not know if some people participated more than once. To ensure anonymity, we did 

not collect IP addresses, emails, or any other constructs connecting responses to participants. 

Though participants were told they could only submit a singular response, some may have 

participated more than once to increase their chances of winning a reward. A second response 

would cause biased results as that idea would not be affected by the treatment in the intended 

way and would produce unreliable results (Saunders et al., 2019). Thus, as we could not 

enforce purely singular responses, multi-response participants threaten the credibility and 

reliability of our study. 
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When collecting and preparing the data, we were careful to avoid researcher bias and errors 

by constantly discussing our choices and sanity-checking with friends to get an outside 

perspective. As discussed in Preparation of the Data, we removed incomplete and unserious 

responses, as those would damage the reliability of our results. When doing so, we carefully 

evaluated why a response was deemed incomplete or unserious, double-checking whether 

time spent on the survey or other factors underpinned our suspicions. For example, an idea 

that did not meet any of the requirements stated in the participation prompt was theorized to 

be “unserious.” If the time spent generating the idea was at the minimum (two minutes), we 

believed the respondent simply wanted to enter the reward pool and hurried his or her 

response without regard to performance. Though we systematically approach the data, errors 

may have been made, and either fewer or more responses could potentially have been 

removed. However, all removed responses were discussed and evaluated several times to 

ensure the correct decision was made to strengthen the reliability of our results. 

 

3.7 Research Ethics 

Research Ethics concerns the standards for how researchers behave regarding the rights of all 

subjects to their research (Saunders et al., 2019). Ethical concerns are evident for the whole 

duration of a research process and are greater when research involves human participants, 

irrespective of whether the participation occurs online or is conducted person-to-person.  

To ensure adequate standards, we carefully read and followed the guidelines from FEK and 

strived to abide by them throughout the research process (forskningsetikk.no, 2019). For our 

study, ethical implications are mainly connected to anonymity, confidentiality, and the 

handling of personal data of those affiliated with our experiment. 

Our data concerns human participants and was obtained through internet-mediated access 

(Saunders et al., 2019). The survey was developed based on Datatilsynet's and FEK's 

guidelines, thus being in line with what both institutions consider sufficient informed consent 

regarding participation (Datatilsynet, 2015; forskningsetikk.no, 2019). When distributing the 

survey, we were careful to press that participation was voluntary. Further, we took measures 

to keep participants anonymous and remove all doubts participants may have had regarding 
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their anonymity. Anonymity was achieved by not collecting IP addresses and not asking any 

identity-revealing questions. 

As entering a reward pool represented an incentive for participation, we needed to decide on 

four winners, thus revealing their identities. After a response was registered, the participant 

would be redirected to a Google Forms and given an option to enter the reward pool by 

providing his or her email address. The participants were instructed that entering the reward 

pool would reveal their identity, though we clarified that their identity could not be linked to 

their response. Thus, most participants were revealed to us, though we did not gain access to 

sensitive personal data. Ideally, all participants should remain completely anonymous; 

however, as confidentiality and informed consent were upheld, we consider the Google Forms 

an adequate compromise to maximize sample size while simultaneously considering research 

ethics. 

Moreover, we applied a set of human judges to evaluate the ideas generated by the 

participants and thus gained elite person access (Saunders et al., 2019). When recruited, the 

judges were made aware that accepting the role was voluntary and that they did so to aid two 

students in writing their master's thesis. Further, all judges were asked whether we could 

present their names and relevant experience in line with confidentiality and informed consent 

principles. 
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4. Results 

4.1 Descriptive Statistics 

4.1.1 Descriptive Statistics for whole population 

To gain insight into the data, we incorporate descriptive statistics, including features from the 

questionnaire and GPTtrainer, divided into the control and the treatment groups. Reviewing 

Table 5, it is evident that all the average ratings for all our dependent variables are at or below 

the middle score of 5. This suggests that the evaluators have been conservative in their 

assessments. Notably, Novelty stands out, with Treatment Group 2 showing a slightly higher 

average score of 0.2 compared to the others, a difference we plan to investigate further using 

t-tests. ProfitPotential received the lowest scores across the board and was, on average, almost 

two points under TargetGroup. In contrast, the measure for TargetGroup received the highest 

average score, at 5, coupled with higher 25th and 75th percentiles. The standard deviations, 

ranging from 1.05 to 1.41 across the groups, suggest that the elevated average score does not 

result from a wide dispersion of ratings or multiple high-rating clusters. 

The Control Group’s mean scores do not differ much from the treatment groups; however, 

they received, on average, the highest score for Useful, Profit, and ProfitPotential. This is an 

exciting feature that we will investigate with t-tests. For the Control Group, the statistical 

deviations of TotalScore, Creativity, Profit, ProfitPotensial, and TargetGroup were also higher 

than average, while Novel and Useful were on average. The deviations imply that ratings for 

ideas generated without co-piloting were more spread out, in line with theory. 
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Table 5 - Descriptive analysis of the dependent variables  

Figure 4 illustrates that the scores for novel and creativity are more spread out for the Control 

Group. Moreover, more extreme values are in the Control Group, represented as outlier dots. 

However, their lower and higher whisker is more comprised, suggesting that the scores are 

more similar than the treatment groups. 
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Figure 4 - Spread for Novel and Creativity 

When only focusing on the treatment groups, there is a clear pattern. Treatment Group 2 

received better or equal ratings across all dependent variables. This suggests that Treatment 

Group 2 generated more creative ideas with more economic potential than the ideas generated 

by Treatment Group 1. 

The Control Group used, on average, almost seven minutes to generate their idea, as shown in 

Table 6. The high average time is likely due to the participants needing to describe their ideas 

without tools. Interestingly, Treatment Group 1 generated almost as well-rated ideas in almost 

two and a half minutes shorter time. Besides, the guidelines stipulated that Treatment Group 2 

used longer to generate ideas. Furthermore, the Control Group had more clicks, suggesting 

they iterated their idea more times in the questionnaire. It also indicated that the treatment 

groups iterated their ideas more using the chatbot. 

 

Table 6 - Time in minutes and number of interactions 
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4.1.2 Descriptive for AI Treatment 

Examining AI-related attributes for the treatment groups, the data indicates that most students 

started using ChatGPT last year. Furthermore, most students had prior experience in AI and 

were open to using new technology. The means are also similar, indicating no significant 

difference between the treatment groups.  

 

Table 7  - Descriptive statistics concerning AI and Technology 

Moving on, Treatment Group 2 interacted almost twice as much as Treatment Group 1, 

indicating that they used more interactions to generate their idea. This implies that the 

guidelines altered the behavior of Treatment Group 2. Furthermore, around 43% of Treatment 

Group 1 and 22% of Treatment Group 2 sent one message to the chatbot before delivering 

their idea, indicating that they went with the first idea that the chatbot generated. Concerning 

the first interaction with the chatbot, participants in both treatment groups directly copied the 

task description into the interaction 50% of the time, indicating that they wanted the chatbot 

to generate the idea and not iterate an existing idea. 

 

Table 8 - Descriptive statistics for chatbot use 
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4.2 T-tests  

To test for Hypothesis 1 and Hypothesis 2, we conducted two-sample one-tailed t-tests. 

Hypotheses 1 and 2 read as follows:  

H1: Human-AI co-creation positively affects creativity. 

H2: Human-AI co-creation produces more creative ideas when the user efficiently prompts 

and interacts with the AI. 

First, H1 was tested by examining whether the Control Group < Treatment Group 1 for 

Creativity. As there were no significant differences between the two sample means when 

testing for Creativity at a 5% level, we can reject H1.  

Second, we tested H2 by conducting another t-test: Treatment Group 1 < Treatment Group 2 

for Creativity. The test was significant at a 10% level, indicating that appropriate prompting 

and interaction with the chatbot might produce more creative ideas; however, given no 

significant differences at a 5% level, we must reject H2. 

Further t-testing revealed that Treatment Group 2 produced more novel ideas than the Control 

Group and Treatment Group 1; both tests yielded significant results at a 5% level. Though our 

hypotheses stipulated effects on creativity and not novelty, novelty is a crucial aspect of 

creativity, and the significant differences are thus findings that we will elaborate on in our 

regression analysis. We also tested for all the other dependent variables but found no 

significant differences. The participant groups’ respective means and standard errors for 

novelty and creativity can be viewed in Figure 5. 
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All in all, our initial analyses made through descriptive statistics and t-testing indicate no 

significant differences in any of the seven dependent variables except for the novelty of the 

ideas produced by Treatment Group 2. Thus, ideas generated by the Control Group are of 

equal novelty and creativity as ideas generated with unprompted AI users and of equal 

creativity as ideas generated with prompted AI users. 

Moving on to the t-tests concerning control variables, there were significant differences 

between Treatment Group 1 and the Control Group and Treatment Group 2 in time spent 

generating the ideas. As showcased in Figure 6 (TimeOfLastEdit is presented in minutes), 

participants in Treatment Group 1 were much faster, and all the t-tests yielded p-values of p < 

0.001. Further, there was no significant difference between time spent between Treatment 

Group 2 and the Control Group, though we observed that Treatment Group 2 spent slightly 

less time on average.  

 

 

 

 

Figure 5 - Mean scores and standard errors for Novel and Creativity 
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Further t-testing for Treatment Groups 1 and 2 revealed that unprompted AI users had 

significantly (p < 0.001) fewer interactions with the chatbot than the prompted AI users, as 

exhibited in Figure 4. Moreover, there were significantly (p < 0.001) more participants in 

Treatment Group 1 who only had one interaction with the chatbot, indicating that the 

prompting of Treatment Group 2 had the intended effect. Thus, Treatment Group 2 prompts 

and interacts with the chatbot more. For all t-test results, see Appendix 8.4. 

 

4.3 Regression Analyses 

The t-tests stipulated further investigation of the differences in Novelty between the 

participant groups. Hence, we investigated the control variables’ coefficients in isolation, 

using the whole population of 396, applying Novel as the dependent variable. The results are 

shown in Table 9. Apart from the constant, the only significant results at a 5% level were the 

effects of PromptAI and TimeOfLastEdit, both being significant in isolation and when control 

variables were applied. PromptAI having a significant effect was no surprise given the t-test 

results and seemed to increase the novelty score by approximately 0.35. TimeOfLastEdit, 

however, achieved an estimate slope coefficient of near zero, indicating that, though 

significant, the variable had little to no effect on novelty scores. 

Figure 6 - Mean scores and standard errors for time and interactions 
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Further, in line with the t-tests, we observe that the first treatment yielded no significant 

results, though it did have a mildly positive effect. The results indicate that using AI can 

create more novel ideas; however, the effect may depend on how AI is used. 

Interestingly, TotalYearsStudying, which represents one of our measures for competence, was 

significant at a 10% level when all control variables were included. The effect was mildly 

positive, indicating that people with high functional competence generate more novel ideas. 

However, our measure for cognitive competence, GPA, has a negative estimated slope 

coefficient, though the effect is small and insignificant. The results of our moderation 

analyses are presented later in the section under Moderation Analyses.   

 

Table 9- Control variables for whole population 

To examine the effects more closely, we built four models to investigate the participant 

groups’ effect on novelty compared to each other, as shown in Table 10. In line with the 

results from the t-tests and previous regressions, we observe that PromptAI has a significant 

positive effect, shown in Models 1 and 2, when the Control Group is omitted from the 

models. The effect was evident without and with control variables, 
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Models 3 and 4 omit NoPromptAI from the model to investigate the effects of PromptAI and 

NoAI without and with control variables. As confirmed by t-testing, the results show that 

NoAI has a mildly negative and insignificant effect and that PromptAI leads to more novel 

ideas than NoPromptAI, though only significant at a 10% level. Further, the effect becomes 

insignificant when applying control variables, though the estimated slope coefficient is still 

positive, indicating that Treatment Group 2 indeed produced more novel ideas. 

Simultaneously, TimeOfLastEdit is still significant at a 5% level in Model 4. Taken together 

with the t-test showing that Treatment Group 2 spent significantly more time generating ideas 

than Treatment Group 1, the results indicate that how AI is used may affect the ideas’ novelty 

scores. 

 

Table 10 - Regression analysis whole population 

To investigate if the nature of how AI is used affects novelty, we conducted regression 

analyses on the AI population only, applying AI-specific variables as control variables. The 

results are shown in Table 11. We observe that PromptAI is significantly more novel than 

NoPromptAI in all models but two. The first is when UserResponses is applied as a control 
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variable, and the other is when all control variables are included. Considering PromptAI is 

significant for all other control variables in isolation, the results indicate that some of the 

variations caused by PromptAI may be explained by UserResponses, that is, how many 

interactions the participants had with the chatbot. 

Further, we observe that the dummy variable for participants only interacting with the chatbot 

once (One_Response) has a negative B coefficient when tested in isolation. Considering the 

positive effect of UserResponses, this comes as no surprise, though One_Response becomes 

positive when all control variables are included in Model 7. Model 7, however, achieves the 

lowest adjusted R-squared; subsequently, we should not put too much emphasis on the model.  

Examining the user’s AI attributes reveals that when the user first used AI, the user’s AI 

experience and technology adoption rate all affect novelty positively, though insignificantly. 

This effect is strongest for FirstTimeUsingAI - having a positive effect in isolation and in 

combination with the other control variables. Moreover, we observe that the model applying 

FirstTimeUsingAI only achieves the highest R-squared. 

 

Table 11 - Control variables for AI population 
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4.4 Moderation Analyses 

Hypothesis 3 was tested using moderation analysis, investigating competence’s potential 

moderating effects on the AI-creativity relationship. Hypothesis 3 reads as follows: 

H3: AI affects creativity differently, depending on the individual’s domain-specific 

competence, regardless of how AI is used.  

In addition to analyzing AI and creativity, we considered it appropriate to present the potential 

effects for Novelty, as this was the only dependent variable where the t-test yielded significant 

results. The first four models apply Novel as the dependent variable, and the last four apply 

Creativity as the dependent variable. All models are shown in Table 12. We also tested the 

moderation effects for the other dependent variables and found no significance for any of 

them, except TargetGroup moderated by LengthOfCurrentStudy. The moderation effect was 

significant at a 5% level; however, as we focus on creativity, we do not further elaborate on 

this. 

 

Table 12 - Moderation analysis 
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As neither TimeStudying_Moderation nor Grade_Moderation significantly affected 

Creativity, we found no support for H3. Effects were also insignificant when tested for 

novelty. Interestingly, TimeStudying_Moderation had a negative estimate slope coefficient, 

while Grade_Moderation had a positive one, indicating that cognitive competence might 

increase AI’s effects, while functional competence might reduce it. However, the results are 

not significant, and the models without control variables achieve low adjusted R-squared. 

Therefore, our findings indicate that both competencies have no moderation effects on how 

AI affects creativity and novelty and that AI affects creativity equally, independent of 

domain-specific competence. 

 

4.5 Additional Analyses 

4.5.1 Best Ideas 

To investigate which of the three participant groups generated the most creative ideas, we 

examined the best idea in each group more closely. Considering that our primary analysis 

indicated that Treatment Group 2 produced the most novel ideas, with no significant 

differences between the other dependent variables, we might expect similar results when 

investigating the best ideas. However, the best-rated idea was generated in the Control Group 

across all categories, including Novel and Creativity. For a comparison of the best idea from 

each participant group, see Figure 7. 
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Figure 7 - Best ideas across populations 

Furthermore, when examining the three best-rated ideas for all dependent variables, two of the 

three best-rated ideas among all variables are from the Control Group. Moreover, the Control 

Group generates the three most novel ideas. The findings suggest that the best ideas are 

generated when highly creative individuals are free to explore without limits and not co-

creating by AI. 

However, when examining the top ten best-rated ideas across the variables, most are from 

Treatment Group 2. This trend may indicate that while the Control Group excels in generating 

exceptionally high-rated ideas, Treatment Group 2 fosters the development of a more 

significant number of quality ideas through co-creation. This could suggest that the guidelines 

applied in Treatment Group 2, although not producing the highest creativity peaks as seen in 

the Control Group, are effective in consistently nurturing above-average creative outputs. 

 

4.5.2 GPTratings 

Examining the means for scores given by GPTrater-1, GPTrater-2, and the human judges (HJ) 

made us hypothesize that HJ were the most harsh, followed by GPTrater-1. Subsequently, we 

tested for HJ < GPTrater-1 and GPTrater-1 < GPTrater-2 in terms of given scores for Novel, 

Useful, and Creativity. The means and standard errors are exhibited in Table 13. The t-tests 
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showed no significant difference between GPTrater-1 and HJ for Novel, but the chatbot gave 

significantly higher scores for usefulness (p < 0.001). Further, to no surprise when inspecting 

the means, GPTrater-2 gave significantly higher scores (p < 0.001) for both dependent 

variables when compared to GPTrater-1.  

 

Figure 8 - Mean scores given with different evaluation methods 
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5. Discussion 

5.1 Theoretical Contributions, Implications, and Future Research 

5.1.1 Main Findings 

This master thesis applied a deductive approach, an explanatory study design, and an 

experimental method to answer the following research question: 

“Does human-AI co-creation positively affect creativity, and does the level of competence 

moderate the relationship?” 

We contribute to the current literature (e.g. Haase & Hanel, 2023; Boussioux et al., 2023; 

Girotra et al.; 2023; Wan et al., 2023), offering a more nuanced understanding of the AI-

creativity relationship. Contradicting previous research on AI-creativity in isolating, we found 

no significant difference between the overall creativity for non-AI and the non-prompted 

human-AI co-creating participants. At first glance, it seems co-creating with AI does not 

necessarily stipulate more creative outcomes.  

However, when interacted with correctly, AI increases the novelty of creative outputs and 

should subsequently be considered as a tool for creative knowledge workers within business. 

While we found no significant overall differences in general creativity, the prompted AI users 

generated significantly (p < 0.05) more novel ideas than non-AI participants. Furthermore, the 

groups had an almost identical score for usefulness, meaning the increased novelty scores did 

not negatively affect the viability of the ideas. Our results resonate with the findings of Wan 

et al. (2023), who suggest that co-creating with AI to process and recombine a vast array of 

information in unique ways can lead to novel outputs (Wan et al., 2023; Doshi & Hauser, 

2023). This suggests a shift in AI's role from a supportive background tool to a more 

proactive partner when creating novel outputs in general. AI should not replace human 

novelty; instead, it might introduce a new dimension to the dynamic, where AI's data-driven 

insights complement human intuition and experience. As such, the interaction between AI and 

humans is essential for an equal partnership rather than a one-sided dependency. 

Taking our results together with the findings of Wan et al. (2023) and Dell’Acua et al. (2023), 

we emphasize the importance of iterative interaction in the co-creative process. Merely co-
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piloting with AI is insufficient; it is the active, directive involvement of humans that 

unleashes the novel potential of AI. This finding also resonates with Anantrasirichai & Bull’s 

(2022) view of AI as an augmentative tool, implying that it is not AI alone but how we use it 

that enhances novelty. Therefore, contrary to the general assumption of AI as a universal 

enhancer, our study advocates for a more nuanced understanding. It is not about whether AI is 

used but how it is used that determines the novel output. 

Consequently, businesses should not blindly adopt AI as a creative tool to be used carelessly, 

highlighted by our finding that Treatment Group 1 did not produce more novel results than 

the Control Group and significantly (p < 0.05) less novel ideas than Treatment Group 2. Our 

regression analysis indicates that the number of interactions might explain the differences in 

novelty between the co-piloting groups, as the prompted individuals had significantly (p < 

0.001) more interactions. The number of user responses was also the only variable to make 

the difference between prompted and unprompted groups insignificant, implying it explains 

some of the difference for novelty. Further investigation is needed, however, to understand 

better how to apply the tool to harness its creative powers. Subsequently, future research 

should experiment with various approaches to gain insight into how to make AI produce 

novel outputs through co-creation. This research should include experimentation with 

temperatures, as temperature is a determent for AI’s creative output. We applied the standard 

temperature; however, higher temperatures produce more random outputs and can thus be 

more creative.  

Though our results suggest effective human-AI co-creation significantly boosts novelty, these 

findings challenge the traditional view of AI in creative processes; AI enhances ideas’ 

usefulness, but humans are more novel (Boussioux, 2023; Kirkpatrick, 2023; Haase & Hanel, 

2023). Our contradicting findings lead us to consider whether our experiment produces results 

that differ in novelty and usefulness compared to previous research because previous studies 

tested AI in isolation and not through co-creation. Alternatively, our results could be 

influenced by the rapid advancements in AI technology or the specific demographics of our 

participants, being mainly skilled students. The latter factor calls for replicating our 

experiment and applying a different sample. Further, to better understand the implications of 

the rapid development of AI technologies, future studies should compare three groups: 

participants without AI, AI in isolation, and participants co-creating with AI. Thus, one can 
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examine whether the differences in novelty stem from the nature of co-creation, the rapidly 

evolving AI technology, or participant characteristics. 

Furthermore, our results indicate that AI can work as a productivity enhancer for creative 

work, given that both AI groups generated ideas in a shorter time than the control group. AI’s 

effectiveness came as no surprise, considering the models excel at creating content quickly 

(Wolfram, 2023). For businesses that require a high volume of creative content, for example, 

content marketing, AI's time efficiency means that more content can be produced within a 

given timeframe, potentially scaling the creative output without additional human labor. As an 

extension, AI might allow creative professionals to allocate more time to more complex 

aspects of their work, like refining concepts or fine-tuning ideas to better align with strategic 

goals. Thus, co-piloting with AI could work as a tool for clearing routine creative tasks to 

make way for more complex problem-solving. 

Further, we highlight that Treatment Group 1 was significantly faster than Treatment Group 2, 

indicating that fewer interactions may be advantageous when time represents a substantial 

limitation. Though thorough iteration produces more novel outputs, and we found that time 

spent had a small positive, yet significant effect on novelty, fewer interactions may produce 

satisfactory results within a shorter time frame. Subsequently, fewer interactions can be 

favorable when time represents a limitation, and the output only needs to meet certain 

requirements. However, we did not manipulate time pressure and cannot conclude on time 

pressure’s effects. To gain further insights, future research should investigate how to best 

apply AI as a creative tool dependent on available time. 

Moving on, our findings stipulate that all knowledge workers can use AI to produce more 

novel outputs, regardless of their competence within their respective domains. We found no 

moderating effects for domain-specific competence concerning novelty, usefulness, or 

creativity, suggesting that highly competent knowledge workers should apply AI to the same 

degree as less competent individuals. Our findings, however, contrast the results of Noy & 

Zhang (2023) and Dell’Aqua et al. (2023), who found that competence had a leveling effect, 

enhancing the quality most for less competent workers. A reason for our deviating results 

could be our participants being a homogenous group of highly competent people - having an 

excellent GPA from high school to attend the Norwegian School of Economics (NHH). 

Hence, the cognitive competence should be somewhat the same for the whole group. 
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Furthermore, as our moderator sample consists of business students and our experiment is not 

complicated from a business perspective, our experiment could have been more directed at 

knowledge acquired throughout the study. As such, the experiment might not have been 

optimal to find competence’s moderating effect. Therefore, it might be of interest for future 

research to facilitate an experiment with participants with a normal distribution of cognitive 

competence and test for more specific domain competence. 

Furthermore, the assessment of traditional competence metrics might have overlooked the 

growing role of AI literacy in creative collaboration (Ilomäki, 2011; Wang & Yuan, 2022). 

This oversight can be paralleled with the evolution of internet proficiency. Initially, 

competence in using the internet was a unique skill that set some individuals apart in their 

ability to access and synthesize information. Over time, however, this skill has transformed 

from a distinctive advantage to a fundamental necessity in creative work. Similarly, AI 

literacy is emerging as a possible differentiator for creative professionals. It enables a deeper 

engagement with AI tools, encouraging novel idea generation by tapping into AI's vast data 

processing capabilities. Our results underpin this sentiment; when the participants used AI for 

the first time and their overall experience positively affected the novelty of their ideas, though 

not significantly. 

Nevertheless, as AI technology becomes more integrated into everyday business operations 

and creative endeavors, the ability to effectively utilize AI will likely evolve from being a 

differentiator to a hygiene factor. This transition underlines a crucial point: While capturing a 

snapshot of this transition, our study might have missed these nuances of AI literacy and its 

growing impact on creative collaboration. Future research should thus investigate what skills 

are paramount for generating novel and creative outputs in the future and could integrate AI 

literacy as a competence requirement. 

Taken together, we contribute to the research field by showing that human-AI co-creation can 

produce more novel outputs than humans alone. Our findings have several implications for 

how knowledge workers should approach future ideation processes. Regardless of 

competence, this effect is equal for all workers and provides valuable insight for businesses 

and management. 
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5.1.2 Additional Findings 

Even though our findings indicate that effective human-AI co-creation leads to more novel 

outcomes on average, previous research emphasizes that organizations seek a few great ideas 

rather than an abundance of mediocre ones (Girotra et al., 2010). While enhancing average 

performance is advantageous in routine tasks like landing an airplane, some processes only 

search for one great output. For example, a pharmaceutical company focuses solely on the 

most promising drug candidates when deciding its investment strategies. This raises a crucial 

question: While co-creating with AI can augment the quantity and novelty of ideas on 

average, does the co-creation process lead to the most creative ideas? 

Our findings reveal that the three most novel, the two most useful, and the two most creative 

ideas came from non-AI participants. The finding is consistent with those of Haase & Hanel 

(2023), who suggest that the best humans outperform AI regarding the highest creativity 

scores. The results indicate that the best innovators and creative workers thrive unhindered by 

AI, as AI may limit the thought process required for the most creative ideas. Therefore, the 

distinction between AI as an enhancement of overall novelty and a contributor to exceptional 

creativity in the best ideas is vital.  

Though AI can assist in providing diverse perspectives and thus complement creativity, it 

fails to replace the intuitive and often unpredictable nature of human thought processes that 

lead to big C creativity. From a management perspective, these findings advocate for a 

balanced approach to integrating AI into creative processes. Organizations should recognize 

the value of human creativity and ensure that AI co-creation does not overshadow it. This 

balance is especially crucial for companies reliant on pioneering innovations, such as 

pharmaceutical companies, where the over-reliance on AI might lead to a homogenization of 

ideas and restrain the most innovative thought. That being said, our experiment is not ideal for 

testing big C creativity, as big C ideas usually require substantial time to develop (Necka et 

al., 2006). Furthermore, we highlight that we base our discussion on one observation: our 

sample. Future research must produce similar results before concluding whether the most 

creative humans consistently outperform human-AI co-creation. It would also be interesting 

to investigate whether the most creative humans can make use of AI.  
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However, co-creating with AI could be an effective tool for endeavors in everyday business 

life that require creative solutions. While the very best ideas came from non-AI users, most 

ideas within the top ten most creative ideas were generated by Treatment Group 2. The result 

is reasonable, considering creativity is often displayed as quick thinking and reorganizing 

acquired knowledge, while the best ideas demand more time and deep domain knowledge 

(Necka, 2006). Combined with the time efficiency of AI, these results imply that co-creation 

could be beneficial in contexts where generating a larger volume of feasible ideas is preferred 

over a few outstanding ones. Thus, in industries where little C is required daily, AI can be a 

powerful creative tool for knowledge workers as they rely on a constant flow of workable 

ideas rather than rare, major breakthroughs. Examples are consultants or other problem 

solvers who face a wide range of challenges that require creative solutions (Sternberg, 1999) 

or workers in ongoing incremental innovation processes dependent on small breakthroughs. 

Moving on to the GPTraters, the scoring patterns between the human judges (HJ), GPTrater-

1, and GPTrater-2 reveal key differences in their assessment approaches. GPTrater-1, trained 

to emulate human judgment, showed a similar level of strictness as HJ in scoring novelty, yet 

it rated the usefulness significantly higher. The finding suggests that while AI can closely 

replicate human-like assessment for novel outcomes, it struggles to evaluate the application of 

ideas in real life. However, GPTrater-2 generally scored higher on both variables, indicating a 

less constrained evaluation style, in line with its zero-shot learning approach (Johnson et al., 

2022). 

These differences have implications for improving efficiency and reducing the labor costs of 

creative assessment processes. The ability of AI raters, particularly GPTrater-2, to evaluate 

ideas quickly could be leveraged to screen a large volume of ideas swiftly, identifying 

promising ones for more detailed evaluation by human experts. This approach could 

substantially reduce the time and labor-intensive efforts typically required in the initial stages 

of business idea screening (Baer & McKool, 2014; Kaufmann et al., 2007. Furthermore, the 

method could mitigate some problems concerning subjective biases and constraints for human 

evaluators. In our study, for example, we spent substantial amounts of time recruiting judges, 

and the judges spent valuable time evaluating the ideas. Our results indicate that with proper 

training, the evaluation process could have been partly outsourced to an AI. However, given 



76 

 

AI’s struggles to correctly assess usefulness, human interference is still required at this point 

in the technological evolution. 

Overall, our additional analyses found that the most creative ideas were created by humans 

only, though we highlighted that these findings must be subject to further investigation. In 

addition, our findings on the creative assessment capabilities of AI suggest that the tool can be 

utilized as an initial idea screener, saving knowledge workers substantial time and resources.   

 

5.2 Limitations 

Our study is subject to several limitations that should be considered when assessing our 

results. As we did not provide performance-dependent incentives, participants may not have 

been stimulated to perform their best. If so, our data set may have been biased as the ideas 

scores could represent true human-AI co-creation creativity more because of low effort. 

Should effort indeed be low, idea scores favor AI users, as the chatbot is less dependent on 

time availability than humans. This may alter our results to indicate that AI is more effective 

than it is. On one hand, Treatment Group 2 did not spend significantly more or less time than 

the Control Group, indicating equal effort between the two groups. On the other hand, 

Treatment Group 1 spent significantly less time than the Control Group, which might indicate 

lower effort from the unprompted AI users. Lower effort from AI users may represent a 

potential effect evident in the real world – people get lazier when they have AI access. 

However, this was not the intended construct of measure, and the lack of incentives 

potentially caused low effort among participants, thus representing a limitation in our study. 

Moreover, as we did not conduct our experiment in a natural setting, we may have created an 

environment that does not augment purely human creativity, potentially favoring the 

treatment groups. Human creativity depends on intrinsic motivation (Prabhu et al., 2008; De 

Jesus et al., 2013; Fischer et al., 2019), and the participants in the Control Group may, 

therefore, not have performed as well as they would have in a natural setting where they have 

a source of intrinsic motivation. As with the lack of incentives, a lack of intrinsic motivation 

may reduce the creativity of the ideas in the Control Group. Ideas co-created with AI will 
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likely not be affected equally, as the AI cannot be motivated. Thus, the unnatural setting of 

the experiment and the subsequent lack of intrinsic motivation limit our study. 

Furthermore, there were fewer students from schools other than the Norwegian School of 

Economics in Treatment Group 2 compared to the Control Group and Treatment Group 1. 

Subsequently, the differences between the groups may not have been an effect of effective co-

creation but were due to differences between the populations. To test this, we conducted a t-

test for novelty, usefulness, and creativity with the Control Group and Treatment Group 1 

populations. We split the participants from NHH and other schools and tested for the 

difference in means between the groups, receiving close to 1 p-values. Furthermore, we tested 

our hypotheses on NHH students only and got the same results as for the whole population, 

indicating that it did not largely affect our results. 

As discussed in our evaluation of the validity and reliability of the study, we did not supervise 

the participants and were thus unable to control other factors affecting creativity. For 

example, participants in the Control Group may have used AI without our knowledge, and 

participants in all three groups may have used external aids or collaborated with others. 

Considering we removed 18 ideas (13%) from the Control Group responses, assuming the 

participants did not follow instructions closely is reasonable. Therefore, there may be bias in 

our results caused by external effects, and the lack of supervision consequently represents a 

limitation in our study. 

Further, the judges do not have experience or expertise in the relevant market, potentially 

limiting their ability to give fair scores. To ensure the participants had sufficient knowledge of 

the market for their product and to make comparing ideas easier, we chose to restrict the ideas 

to target the average Norwegian student. However, none of the judges had experience in this 

specific market, and none were recent students. Though the judges qualify for CAT 

concerning general business and investment experience, their lack of market expertise may 

have affected their evaluation of ideas targeted at students. Some judges highlighted this 

limitation, stating that some ideas left them wondering if the product would be desired by 

students today. 

Moreover, some judges highlighted that several ideas from the treatment groups were similar, 

negatively affecting the score of later ideas. When evaluating the first ideas, the judges were 
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unaware of the similarities and thus initially gave the first ideas higher scores than later ones. 

Though the judges went back to reevaluate some ideas, similar ideas may still have caused 

biases in the evaluation and represent a limitation to our study. 

Furthermore, limited time and resources reduced our scope for the data analysis. For example, 

we did not create control variables for the judges or test for significant scoring differences. 

Accounting for such differences may have altered our results, as some judges may have been 

harsher than others. Subsequently, a more thorough data analysis would have given a more 

nuanced view of potential differences between schools and may have affected our results. 

Moving on, as we used students as participants, the competence gap may have been too 

narrow to cause significant moderation effects. The difference in experience between a first- 

and fifth-year student is only five years, while in practice, the experience gap between new 

hires and seniors can span several decades. This sentiment gains support, considering none of 

our moderation measures yielded significant results. Ideally, we should have investigated low 

and high extremes of business competence; however, recruiting such participants would not 

have been feasible in our study. Subsequently, complications concerning measuring the 

moderation effects limit our analysis.  

Lastly, first-year students had received few grades at the time of the experiment. Thus, the 

basis for their GPA variable was limited, potentially causing noise in our data. For example, 

one of the first courses at NHH is an ethics course; therefore, this may be the only course 

some first-year students have completed. Subsequently, a student with an A in Ethics, with no 

other completed courses, will have the highest possible cognitive business competence score. 

As such, few grades for first-year students limit our GPA variable and subsequent moderation 

analysis. 
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6. Conclusion 

Our study found that human AI co-creation does not positively affect creativity, regardless of 

how AI is used. However, closer examination revealed that efficiently prompting and 

interacting with AI produces more novel ideas, significant at a 5% level. Further, we found 

that competence had no moderating effects on the AI-creativity relationship, indicating that 

AI is equally effective across all competence levels. In addition, the two most creative ideas 

were generated by non-AI users. Taken together, our results contribute to the literature 

concerning how and when knowledge workers should utilize AI as a creative tool, providing 

valuable insights for management. 

In conclusion, our research on human-AI co-creation in creativity reveals a nuanced message: 

AI's role in the creative process is to generate a breadth of novel ideas, yet the depth of the 

most groundbreaking creations remains outside AI's frontier, only achievable for the most 

creative humans. This interplay suggests a collaborative future where AI is not a substitute for 

human intelligence but a tool to amplify human creativity and ingenuity. As we look ahead, 

the opportunity for creative professionals lies in mastering the co-creative process with AI, 

harnessing its potential not as competing forces but as dynamic partners in creative 

collaboration. The future of creativity is not human or AI but the uncharted territory of 

synthesizing minds and machines.  
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8. Appendix 

8.1 Survey 

The number, such as “1. Survey Start “ indicates the order that the pages appear in. The 

names “Control Group”, “Treatment Group 1” and “Treatment Group 2” appear to indicate 

that the following picture is how the group received the page.  

1. Survey Start 
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2. Experiment Start - (All) 

 

3. Prompt - (Treatment Group 2) 
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4. Experiment intro (All) 

Control Group 

 

 Treatment Group 1 & 2 
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5. The Experiment (All) 

Control Group 
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Treatment Group 1 & 2 
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6. Survey Start - (All) 
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7. Questions on AI and Technology - (Treatment Group 1 & 2) 
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8. Creativity - (All) 

First part 
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7(2). Second part (All) 
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9. Personal Information (All) 

 

9. Field of Study - (All) 
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9(2). If Business is chosen - what school (All) 

 

 

 

 

 

 

 

 

 

 

 

 

 



103 

 

10. GPA and Bachelor or Master degree - (All) 
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11. Length of Study (All) 
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12. Redirection to Forms 
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8.2 GPTtrainer - Our Chatbot 

A2.1 Prompt and temperature 

 

 

A2.2 Startscreeen for our chatbot 
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8.3 The Judges 

A2.1 The list of judges  

 

Table 13 - The judges 
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A2.2 - Information for the Judges  

 

The information above was included in the Excel document containing the ideas distributed to 

the judges. Translated into English, the passage reads as follows: 

Thank you very much for serving as a judge in our experiment! 

You will now evaluate 52 business ideas. The business ideas are a maximum of 150 words 

each, and each idea was generated in between 2 and 15 minutes. Our test judges typically 

took between 60 and 90 seconds to evaluate an idea, but please take the time you feel is 

necessary to give a representative score. 

Guiding assessment criteria are attached. We ask that you use these and evaluate the ideas on 

each of the four dimensions. That said, we are after your subjective assessment of each idea 

based on your own experiences and business expertise. We are after the quality of the ideas 

assessed from the four dimensions. Therefore, you do not need to worry about formal 

"errors", such as an idea lacking a clear headline. 

If you do not consider using the entire assessment scale necessary, you do not have to. You 

may also go back and re-evaluate ideas if you have a changed view of the idea after reading 

through other ideas. All the information you need should be available in this Excel document, 

but the assessment criteria are also added as a separate PDF. 

The ideas should be sent back by email by Monday, November 13th. 

If you have any questions, do not hesitate to contact us! 
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Aleksander can be reached at 47 90 25 85 

Anders can be reached at 95 99 40 46 

 

A2.3 - Scoring Criteria  
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The scoring criteria above was included in the Excel document containing the ideas 

distributed to the judges. Translated into English, the passage reads as follows: 

The following criteria are only guidelines, and individual assessments are encouraged. 

We encourage the judges to use their subjective business experience in the evaluation of 

the ideas. 

 

All ideas will be evaluated based on four different assessment dimensions. These four are 

assessed separately. 

 

Innovative: The degree to which the idea is original and unique, in terms that the idea has 

not existed in a similar form before. 

Useful: The degree to which the idea solves a problem in the real world, its 

feasibility, and its comprehensibility. 

Profitability Potential: The degree to which the idea has a profitability potential, seen 

from an investment perspective. 

Target Group Reach: The degree to which the product is accessible to 

the "average student in Norway". 
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Score Novel Useful Profitability 

Potential 

 

Target Group 

Reach 

1 - 2 There is no business idea 

or the participant does not 

explain the idea. 

The business 

idea is not 

useful at all. 

The product does not 

have profitability 

potential at all. 

The product does not 

reach its intended target 

group at all. 

3 - 4 The business idea is far 

from novel. 
The business idea is 

far from useful. 
The product has little 

profitability potential. 
The product 

struggles to reach its 

intended target 

group. 

5 - 6 The business idea is 

somewhat novel. 
The business 

idea is 

somewhat 

useful. 

The product has some 

profitability potential. 
The product somewhat 

reaches its intended 

target group. 

7 - 8 The business idea is 

novel. 
The business 

idea is useful. 
The product has decent 

profitability potential. 
The product 

reaches its 

intended target 

group. 

9 - 10 The business idea is 

really novel.  
The business 

idea is really 

useful.  

The product has 

excellent profitability 

potential. 

The product is excellent 

at reaching its intended 

target group. 
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8.4 Variables 

The list of all variables included in initial testing and final analyses: 

 

 

 

Table 14 - Explanation of variables 
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8.5  T-tests 

Overview of all conducted t-tests for all seven dependent variables, comparing all three 

participant groups: 

 

 

Table 15 - T-tests 
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8.6 Assumptions for OLS 

Testing assumptions for OLS on the whole population 

Plotting the residuals versus the fitted values in the scatter lot allows us to inpect whether our 

dataset has a constant variance, detecting heteroscedasticity. Though there are some 

concentrations of residuals around 3.5 to 4.0, the residuals are mainly evenly distributed 

around the red line. Subsequently, we do not consider heteroscedasticity a noteworthy 

concern. Moreover, as the residuals somewhat resemble a straight line, we consider the 

linearity assumption to be met. 

Further, inspecting the Q-Q plot, the populations seem to resemble the normal distribution as 

the quantiles are mainly plotted on a straight line. Despite some skew in both ends, we 

consider the plot satisfactory for our purposes.  

 

Figure 9 - OLS assumptions, whole population 

To test for autocorrelation by conducting a Durbin-Watson test. As the DW-statistic is close 

to the desired value of 2, and the p-value is far from < 0.05 (Saunders et al., 2019), we can 

conclude that there is close to zero autocorrelation in the residuals.  

 

 
Table 16 - Durbin-Watson test, whole population 
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Multicollinearity was tested by calculating the collinearity statistics for tolerance and VIF. As 

none of the included variables achieve a tolerance above 0.1 and a VIF below 10, we 

conclude that there is no multicollinearity in our data.  

 

 

Table 17 - Multicollinearity, whole population 

 

 

Testing assumptions for OLS on the AI population 

All arguments above are also valid when testing the assumptions for OLS on the AI 

population. Note that the test below are done with all control variables, and not only the AI 

specific variables.  
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Figure 10 - OLS assumptions, AI population 

 

Table 18 - Durbin-Watson test, AI population 

 

Table 19 - Multicollinearity, AI population 
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8.7 GPTrater Input 

Prompt GPTrater-1 

GPTrater-1 was prompted with the instructions below before evaluating ideas. Note that 

GPTrater-1 was called GPT Vurderinger and that “Treningsmodell_GPTrating” was the 25 

ideas given to the chatbot as training. 

As GPT Vurderinger, my primary role is to assess startup ideas based on Novelty and 

Usefulness, each rated on a scale from 1 to 10, mirroring the scores provided in 

"Treningsmodell_GPTrating". When similar ideas are presented, they will receive lower 

ratings for Novelty to reflect the lack of originality. The normal novelty score should be 3.9 

and the normal usefulness score should be 4.2. I can deviate from this scores, but only if an 

idea is varies greatly in novelty and usefulness compared to the other ideas. Only a few ideas 

should score 7 or higher. 

All ratings will be given as whole numbers, without decimal points. The ratings will be 

presented in a format suitable for exporting to two rows in an Excel sheet, with Novelty and 

Usefulness as separate columns. This structured approach ensures clear and efficient 

recording of scores, closely aligning with the ratings in "Treningsmodell_GPTrating". My 

evaluations will strictly include these numeric ratings, without any accompanying 

explanations or justifications, focusing on objective and concise assessment based on 

originality and practical utility. 

Prompt GPTrater-2 

GPTrater-2 was prompted with the following instructions before evaluating ideas: 

As GPT Vurderinger, my primary role is to assess startup ideas based on Novelty and 

Usefulness, each rated on a scale from 1 to 10, and you must use the whole scale.  Bad ideas 

are given bad scores, while good ideas are given good scores. The ratings will be presented 

in a format suitable for exporting to two rows in an Excel sheet, with Novelty and Usefulness 

as separate columns. This structured approach ensures clear and efficient recording of 

scores. My evaluations will strictly include these numeric ratings, without any accompanying 
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explanations or justifications, focusing on objective and concise assessment based on 

originality and practical utility. Use the knowledge only as a guidelines. 

 

8.8 Naming our Thesis 

To test the impact of human-AI co-creation for ourselves, we decided to name our thesis in 

collaboration with ChatGPT-4. After initial prompting, we provided the chatbot with five 

examples of master thesis titles and our introduction. AI’s first suggestion was “Synergizing 

Minds and Machines”. After back-and-forth iteration, and many suggestions later, ChatGPT-4 

came up with the title that became the name of our thesis.  

 

 

 


