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1: INTRODUCTION

The primary purpose of this dissertation is to study econometric specifications of

demand equations consistent with economic theory. These specifications will be used

to analyse the demand structure in the European Union salmon market. Special

attention will be given to dynamic specification, as several studies have shown that it

is important to include appropriate dynamics to obtain specifications in accordance

with economic theory. Accordingly, only time series data will be used. Issues

concerning use of cross section data in demand analysis and aggregation will be

regarded as out of scope.

Two different approaches to demand analysis are common in the literature, single

equation specifications and system specifications. The two approaches differ to the

extent the estimated demand equations may be related to the consumer theory. In the .

single equation approach, one uses the first order conditions from the consumer's

optimisation problem, which predicts a relationship between quantity demanded for a

product, the own price, the price of substitutes and income. The demanded quantity

(or price) of a product is then regressed on the other variables with an arbitrarily

chosen functional form.

In applied work with single equation demand specifications, functional forms which

are linear in expenditure are almost exclusively used. In this dissertation, only such



specifications will therefore be meant when the label single equation specification is

used. One of the most common specifications is when the relationship is assumed to

be linear in the logarithms of the variables. It should be noted that if these single

equation specifications are to be in accordance with economic theory, the demand

must be independent of the level of income, i.e., homothetic (Deaton and Muellbauer,

1980, eh, 3).1 This restriction follows from the Klein-Rubin theorem and violates

2Engel's law.

In the system approach one also utilises the fact that the consumer theory indicates

that the demands for different products, and in particular close substitutes, are

interrelated. This interrelationship follows because the substitution matrix is

symmetric and because the budget constraint implies that when the demand for one

product increases for a given expenditure, the demand for at least one other product

must decrease. Estimating a system allows both a test of the restrictions implied by

consumer theory and, when these restrictions are imposed, the parameter estimates are

more efficient. Hence, a system approach will provide more information than a single

equation approach as the interaction between the demand for different products can be

accounted for, and a system approach will provide more efficient parameter estimates.

Studies using single equation specifications together with the work of Pollak (1970),

Pollak and Wales (1969; 1992) and Anderson and Blundell (1982; 1983; 1984) on

l In a complete demand system, the expenditure elasticity must be unity for all the goods in the system.
In an incomplete system, the assumption necessary for theoretical consistency is slightly less
restrictive, as the expenditure elasticities must either be equal for all goods, or unity for one group of
goods and zero for the remaining (LaFrance, 1986).
2 For a discussion of the Klein-Rubin theorem and restrictions on other functional forms ifthey are to
be theoretically consistent, see Pollak and Wales (1992).
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demand systems, indicate that dynamics might be important when considering

demand equations.' There are several arguments for including dynamics in demand

equations, both of economic and statistical origin. The economic arguments are

mostly based on the observation that adjustment costs can delay the correction of

disequilibrium movements. These adjustment costs may occur under different

circumstances such as habit formation, imperfect information and contractual

obligations (see e.g. Houthakker and Taylor, 1966; Pollak, 1970). The statistical

arguments follow from the strong dependencies over time that time series data tend to

exhibit, often leading to invalid inference in static models as the hypothesis of no

autocorrelation cannot be rejected. It must be noted that dynamic effects are more

likely to be of importance when using aggregated data, than with micro data.

A particularly interesting empirical result is due to Anderson and Blundell (1982;

1983; 1984), who find that with a proper dynamic specification, the symmetry and

homogeneity restrictions implied by consumer theory are not rejected. This is in

contrast to the results usually obtained in studies using static demand system

specifications, where these restrictions are often rejected. See Deaton and Muellbauer

(1980, eh. 3) or Deaton (1986) for a discussion ofthis issue. It should be noted that in

most studies using a static specification, the homogeneity and symmetry restrictions

are imposed without any testing.

3 Pollak and Wales (1992) summarise work on demand system specification, in particular, the authors'
own work during the period 1969-1992. Their work from this period will therefore not be cited
explicitly as general references on this topic.
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A problem with the general dynamic specification of Anderson and Blundell in

applied work is the difficulty introduced by the system's nonlinear specification. An

important objective for this work is therefore to attempt to derive a dynamic system

specification which is simpler to use, without losing the generality of Anderson and

Blundell's specification.

A problem with the functional forms most commonly used in demand system

specification is that the parameters containing most information about the dynamic

adjustment process are not identified. Accordingly, these functional forms are not well

suited for a study with emphasis on the adjustment process. Another problem with

dynamic systems is that they are data intensive, and additional lags quickly deplete

the available degrees of freedom, a problem that Hendry (1995, p. 3l3) dubs "the

curse of dimensionality." This problem restricts the size of the system that might be

studied with data sets of conventional length, and there is a trade-off between the

number of goods included in the system and the number of lags which can be

specified. Hence, when one is particularly interested in the dynamic adjustment of

demand and not necessarily the demand structure, a single equation specification,

which is less complex and data intensive, may be preferable.

An issue which has strongly affected the econometrics in single equation

specifications, but which has not had any impact on demand system specifications, is

the problem nonstationary data series may cause. This may be a serious issue, since

regression on nonstationary data series will normally give spurious results because

normal inference theory does not apply (Phillips, 1986).An exception exists when the

4



data series are cointegrated, i.e., form a long-run relationship, and the regressors are

strongly exogenous (Engle and Granger, 1987; Phillips, 1991). As most economic

data series tend to be nonstationary, this issue will be addressed in this work. In

particular, it will be of interest under which conditions normal inference theory may

be valid when estimating demand equations with nonstationary data series.

Dynamic specifications of demand equations will be used to study the demand for

salmon in the European Union. The demand structure faced by Norwegian salmon

farmers will be of particular interest. During the last decade there have been a number

of studies on the demand for salmon, or subgroups such as fresh salmon, using time

series data (DeVoretz, 1982; Kabir and Ridler, 1984; Bird, 1986; Herrmann and Lin,

1988; Bjørndal, Salvanes and Andreassen, 1992; Bjørndal, Gordon and Salvanes,

1992; Herrmann, Mittelhammer and Lin, 1992; 1993; Bjørndal, Gordon and Singh,

1993; DeVoretz and Salvanes, 1993; Wessells and Wilen, 1993; 1994; Bjørndal,

Gordon and Salvanes, 1994).With the exception ofWessells and Wilen (1993; 1994),

a common feature of all these studies is the use of a single equation specification for

the demand function. Cross-equation interactions between demand functions such as

symmetry have been ignored together with most dynamic characteristics. Also, as

noted above, single equation demand functions will be in accordance with economic

theory only under restrictive assumptions (Deaton and Muellbauer, 1980, eh. 3), e.g.

the adding up restriction will hold only if demand is independent of the level of

expenditure. A system approach to demand analysis allows the homogeneity and

symmetry restrictions implied by economic theory to be tested for or imposed, and the

adding up condition to be imposed. Hence, one can ensure that the estimated demand
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system is in accordance with economic theory. Another advantage is that a system

approach leads to more efficient parameter estimation, as more information is utilised

when there are cross-equation restrictions and the errors across equations are

correlated.

As indicated above, a dynamic specification may be necessary in order to obtain valid

inference when using time series data, and also to obtain specifications in accordance

with economic theory. Several of these points are likely to be of importance in this

study. Dependencies over time in the data series are likelyas in all time series. Also,

the market for salmon in the European Union has been quite volatile during the last

10-15 years, with a strong increase in the demanded quantities and a substantial

decline in the prices (see Tables 3.5, 3.6 and 3.7). Hence, the demand for salmon in

the European Union is likely to have departed from an equilibrium, at least

periodically. The increased supply of all product forms of salmon and price decline in

the late 1980s also indicate that the data series might be nonstationary, and that time

series properties should be investigated.

By specifying dynamic systems of demand functions in accordance with consumer

theory and by paying attention to the time series properties of the data, it is hoped that

the results obtained are more precise than in the earlier studies. The data set used is

collected by Eurostat and contains import values and quantities for the product forms

fresh, frozen and smoked salmon to the European Union for the period 1981-1992.4

Demand equations will be specified for fresh, frozen and smoked salmon. This will

4 Eurostat is the statistical agency of the European Union.
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provide more information than in earlier studies, which mostly use either fresh or a

total salmon aggregate as a dependent variable and sometimes frozen salmon as one of

the regressors.i These studies provide little information about the demand for frozen

salmon and no information about the demand for smoked salmon and the relation

between these goods.

The dissertation is organised as follows. In Chapter 2, issues related to demand

specification and estimation will be reviewed. This includes the restrictions consumer

theory implies for demand functions if they are to be theoretically consistent.

Common empirical specifications of demand functions, both single equation and

system approaches, will also be discussed, as will estimation issues such as

simultaneity and derived demand. In Chapter 3, the salmon market will be discussed

with particular emphasis on the European Union. The data sets will also be presented.

In Chapters 4 and 5, different approaches will be taken to analyse the demand for

salmon in the European Union. In Chapter 4, the Fully Modified Least Squares

(FMLS) estimator of Phillips and Hansen (1990) that incorporates dynamics semi-

parameterically, will be used to estimate a demand system containing fresh, frozen

and smoked salmon for the European Union. In Chapter 5, the same demand system

will be estimated, but the Bewley transformation (Wickens and Breusch, 1988)will be

used to give the dynamics a parametric representation. In Chapter 6, issues concerning

inference in demand equations when using nonstationary data series will be addressed.

In Chapter 7, the attention will be focused on the dynamic adjustment of demand for

5 An exception is Kabir and Ridler (1984), who also estimate the demand for frozen salmon, although
only for Canadian wild-caught Atlantic salmon. Wessells and Wilen (1993; 1994) estimate a demand
system containing two categories of salmon, fresh and salted, together with other types of seafood in
Japan.
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the three product categories of salmon. In Chapter 8, a summary will be presented

where the different dynamic specifications and the empirical results will be compared

and policy implications discussed.
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2: DEMAND FUNCTION SPECIFICATION AND

ESTIMATION

2.1 Introduction

In this chapter, several issues related to specification and estimation of demand

functions will be reviewed. The reviews are only meant to give a brief overview

highlighting points relevant to this dissertation. More complete reviews on most of the

subjects may be found in several places. There is a well-developed literature on the

relationship between consumer theory and demand functions, and on empirical

specification of demand functions. Deaton and Muellbauer (1980b) provide excellent

reviews of both the consumer theory's implications on demand and empirical

specifications. Other works on the same subjects, with somewhat different focuses,

are Barten and B5hm (1982), Deaton (1986), Blundell (1988), Pollak and Wales

(1992) and Barten (1993). Pollak and Wales (1992) also gives a thorough treatment of

functional forms used in analyses of demand systems.

In addition, issues such as dynamic specification, simultaneity and derived demand

will be reviewed here. These points are not treated to any extent in the sources cited

above. We will discuss the most dynamic specifications used in the literature such as

the error correction models of Davidson et al. (1978) and relate them to the more

common demand specifications that are nested in this general framework. The error

13



correction specification is also used in a demand system specification by Anderson

and Blundell (1983; 1984). The simultaneity issues in connection to demand

estimation are excellently reviewed by Thurman (1985; 1986; 1987), and the

discussion here heavily depends on his work. The relationship between derived

demand and consumer demand has been discussed in agricultural economics journals,

and Gardner (1975) will be the main source for the discussion here.

This chapter is organised as follows. In Section 2.2, the conditions on a demand

system implied by the consumer theory will be reviewed. Of particular interest is what

conditions make a demand equation theoretically consistent. In Section 2.3, the

concept of weak separability is discussed. This concept is important as it is used a

great deal to simplify empirical analysis and data requirements. In Section 2.4, single

equation specifications used in the literature are reviewed, for both static and dynamic

models. In Section 2.5, several common functional forms for demand system

specification are presented and discussed. This includes both the linear expenditure

system (LES) and flexible functional forms such as the Rotterdam system, the

translog and the almost ideal demand system (AIDS). In Section 2.6, a brief comment

on specification of dynamic demand systems is offered, although this issue is treated

more extensively later in this dissertation. In Section 2.7, econometric issues in

connection to simultaneous equation bias in the estimation of demand equations are

discussed. The relationship between consumer demand and derived demand is

discussed in Section 2.8. Some comments on demand system specification are given

in Section 2.9.
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2.2 Theoretical Consistency

I will now briefly review the conditions on consumer demand implied by the

consumer theory, i.e., the conditions that make demand functions theoretically

consistent. The review is mostly based on Deaton and Muellbauer (1980b) and Comes

(1992).

There are four different representations of the consumer' s preferences that are dual in

the sense that they provide identical information about the consumer' s preferences.

These four representations are the utility function, the indirect utility function, the cost

(or expenditure) function and the distance function. This gives rise to four different

forms of demand functions; direct and inverse, compensated and uncompensated.

There is a close relationship between the different approaches. In fact, if we knowone

representation, we will be able to derive all the others (Diewert, 1971; 1982; Deaton

and Muellbauer, 1980b, Ch. 2). This is the core of duality theory, as shown by

Diewert (1971).

Most textbook approaches start by reviewing the utility function as a representation of

consumer preferences, and this will also be done here. We will assume the consumer's

preferences may be represented with a quasi-concave, twice differentiable utility

function U(q), where q denotes a vector containing the quantity consumed of each

good. The conditions that the consumer' s preferences must obey to be represented by

this utility function will not be discussed here, but may be found in Deaton and

Muellbauer (1980b, eh. 2.1) or Comes (1992, eh, 2.1).
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Let q=(qt-...,qn»O be a bundle of goods with a corresponding vector of prices

p=(p j, ...,Pn»O.1 With utility u from the consumption of the vector q given by a

strictly quasi-concave, twice differentiable utility function U(q) and given a budget, X,

the consumer's problem is to maximise U(q) given X or

(2.1) max{U(q)lp'q = X}.
q

The budget X, denotes the consumer's expenditure on the bundle q at prices p. The

constraint in (2.1) is therefore also known as the budget constraint? Equation (2.1)

gives the following first order conditions:

au
--AP- = Oaq; ,

(2.2)
p'q-X=O

where A is a Lagrange multiplier. These first order conditions can be solved to yield a

system of demand functions, where the demanded quantity for each good is a function

of prices and expenditure;

(2.3) qj=gj(p,x), for i=I, ...n.

These demand functions are known as the uncompensated or Marshallian demand

functions, and are homogenous of degree zero in prices and expenditure. This

homogeneity property implies that the consumer only considers real prices, as a

doubling of all prices and the budget leaves the demanded quantities unaltered. In

addition, the budget constraint must hold for the system of demand functions. That the

budget constraint is met is known as the adding up condition.

l Note that the requirement that all prices are positive excludes public goods, and the requirement that
all quantities are positive excludes household production.
2 The budget constraint is often represented with an inequality such that the expenditure must be less or
equal to the budget. However, in optimum the equality must hold (Comes, 1992).
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However, there are a few problems with this approach. First, the utility function is a

function of exogenous quantities, and by solving the first order conditions for

quantities, the original problem is inverted. This problem is easily solved by inverting

the utility function obtaining the indirect utility function as the object function, as will

be shown below. Moreover, the Marshallian demand functions do not allow us to

separate the effects of price and expenditure changes, thereby not allowing us to say

anything about the direction of price responses. An alternative way to describe the

consumer' s optimisation problem which allows us to separate the effects of price and

expenditure changes, is to minimise the expenditure of attaining a particular utility

level, obtaining the compensated demand functions. This approach will also be

reviewed below.

The indirect utility function is obtained by inverting the utility function, or by noting

that the demanded quantities (the Marshallian demand functions) are functions of

prices and expenditure such that

(2.4) max{u(q)lp'q = X}= F[x(p,X)]= \jJ(p,X).
q

The indirect utility function, \jJ(p,X), derived from the utility function in (2.1), is

strictly quasi-convex in prices, twice differentiable and homogeneous of degree zero

in prices and expenditure, i.e., a proportional change in prices and expenditure leaves

the utility unaltered. The consumer's problem may then be restated using the indirect

utility function;

(2.5) min{\jJ(p,X)lp'q = X},
p

17



which gives the first order conditions

(2.6)
p'q-X=O

These may be solved to yield the Marshallian demand functions:

a\jJ a\jJ

(2 7) ( X) ap; ap; c. ·-1. g; p, = a\jJ = - 8\jJ , lor [- ,...n.

~Pk apk ax

This expression is known as Roy's identity.

To be able to separate the effects ofprice and expenditure changes, it is convenient to

introduce the concept of a cost or expenditure function. Let the minimum expenditure

or cost of attaining a particular utility level u be denoted by the cost function C(u,p).

The consumer's problem may then be described as minimising the cost of attaining a

particular utility level or

(2.8) C(u,p) = X = min{p'qIU(q) = u},
q

which gives the first order conditions

P· -AU =0
I I

(2.9)
U(q)-u=O

The cost function must be homogenous of degree one in prices, increasing in u,

nondecreasing in p, concave in prices, and twice differentiable if it is to be equivalent

to the utility function in (2.1) as a representation of the consumer' s preferences. That

the cost function is homogenous of degree one in prices, implies that a doubling in all
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prices doubles the cost of attaining the same utility level. That it is increasing in u

implies that a higher level of utility is only feasible by increasing expenditure. That it

is nondecreasing in p, implies that a price increase can not decrease expenditure. The

cost function must also be concave in prices, i.e., expenditure rises no more than

linearly following a price increase.

The first order conditions (2.9) may be solved to yield the compensated or Hicksian

demand functions, which are functions of prices at any given utility level;

(2.10) qj=h;(p,u), for i=l, ...n.

An easier way to obtain (2.10) is by Shephard's lemma, which is an application of the

envelope theorem and may be stated as;

(2.11) BC(u,p) = q; = h;(p,u), for i=l, ...n.
Bp;

The compensated demand functions give the effects of a price change, provided that

the consumer' s utility level is held constant. The pure effects of price changes may be

summarised by the second derivatives of the cost functions, i.e., the Hessian matrix, S;

Bhl Bhl
BpI BPn {:' ...

s:" JBC2(u,p)
(2.12) S= =

Bp;Bpj Bhn Bhn snl «:
BpI Bpn

This matrix is also known as the substitution matrix or the Slutsky matrix. The

concavity of the cost function implies that the Slutsky matrix is negative semidefinite

and symmetric. The semidefiniteness follows from the homogeneity restriction and

symmetry follows from Young's theorem. This is important, as it allows us to

describe the compensated demand functions more accurately than the uncompensated
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demand functions. The negative semidefiniteness of the substitution matrix implies

that the own-price effects are negative, i.e., the compensated demand curves are

downward sloping, and Young's theorem implies that cross-price effects are

symmetric. In addition, the adding up condition (the budget constraint) must hold, and

homogeneity of degree one for the cost function implies that the compensated demand

functions are homogenous of degree zero in prices.

The substitution matrix also plays an important part when relating changes in

compensated demand to changes in uncompensated demand. When the consumer is at

an optimum, compensated and uncompensated demand must be equal, h(P,u)=g(P,X).

Differentiating this expression with respect to p holding u constant gives the Slutsky

equation. Letting S ij denote the ijth term in the substitution matrix and gj the

uncompensated demand function for the ith good, the Slutsky equation may be written

as:

(2.13) s.. = ag, +q agj

!I ap) J ax

The compensated effect of a change in the price of good j on the demand for good i

can here be seen to be equal to the uncompensated effect plus the "compensation"

given as the expenditure derivative, ag; / ax, times the consumption of good j.

Commodity j is said to be a net or Hicksian substitute (complement) for commodity i

if sij>O «O) and a gross or Marshallian substitute (complement) if ag; / ap»o «O). If

the income effect åg, / ax is positive, good i is said to be normal, and if the income

effect is negative, good i is said to be inferior. Note that the Marshallian own-price

effect does not have to be negative. If the income effect is large enough and negative,
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the absolute value of the compensation may be larger than the absolute value of the

Hicks substitution effect and give a positive Marshallian own-price effect. Such goods

are know as Giffen goods, and are unlikely to occur in applied work.'

As noted above, solving the first order conditions from the utility function (2.2) for

the exogenous variable q, is a little bit peculiar. A more conventional approach would

be to solve for price, yielding the uncompensated inverse demand functions

(Anderson, 1980):

(2.14)

Another common representation of the uncompensated inverse demand functions is to

express the functions in normalised or real prices;

(2.15) Pi = /;(q), for i=1, ...n.
X

The uncompensated inverse demand functions are homogenous of degree one in X,

i.e., a doubling of the budget will double all prices, and homogenous of degree zero in

q. However, as with the uncompensated demand functions, we can say little about the

shape of the uncompensated inverse demand functions, as it is not possible to separate

the quantity and scale effects. A scale effect is the derivative off with respect to the

distance measure d (Anderson, 1980). An interpretation of d is given in the next

paragraph.

3 However, examples where a good is reported to be a Giffen good do exist. See Johnston and Larson
(1994) for a discussion of when Giffen goods may exist, and references to empirical studies where
Giffen goods are reported. It should be noted that in most cases when Giffen goods are reported, even
the authors note that econometric misspecification is a likely problem.
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To separate the quantity and scale effects, a function with properties quite similar to

the cost function, the distance function, is introduced. The distance function is defined

as

(2.16) D(q,u) = max{dIU(q / d) = u}.
d

The distance function minimises the distance between a reference bundle q*, and a

multiple, (l/d), of this bundle necessary to reach the utility level u. It is decreasing in

u, homogenous of degree one in q, and concave in q. It may also be expressed in

relation to the cost function as

(2.17) D(q,u) = min{p'qIC(u,p) = X}.
p

Solving the first order conditions from either (2.16) or (2.17) will give rise to the

compensated inverse demand functions, a(q, u). These may also be obtained by an

inverse form ofShephard's lemma as (Deaton and Muellbauer, 1980b, p. 56);

(2.18) oD(q,u) = Pi = ai(q,u), for i=l, ...n.
åq, X

As the distance function is concave in q, its Hessian will take the same form as the

substitution matrix from the cost function. This matrix gives the pure effect of a

quantity change on prices, and is known as the Antonelli matrix, A;

åa, åa;

oql oqn {;l ... a;.JoD2(q,u)(2.19) A= =
OqiOqj oan åa;

anI «;
åq, oqn
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As the distance function is concave in q, the Antonelli matrix is negative semidefinite,

the compensated inverse demand functions are downward sloping and the cross-

equation effects are symmetric.

The Antonelli matrix plays the same role in relating changes in uncompensated

inverse demand functions to compensated inverse demand functions as the

substitution matrix does for direct demand functions. This gives a relationship similar

to the Slutsky equation (Anderson, 1980), and may be written as;

The compensated effect of a change in the quantity of good j on the inverse demand

for good i is equal to the uncompensated effect plus the scale effect. Depending on the

sign of ai}' the compensated inverse demand functions give rise to the notion of q-

substitutes (ai}<O) and q-complements (a!J>0).4 To the author's knowledge, a similar

notation does not exist for the uncompensated inverse demand effects. However, the

terminology of gross and net substitutes (complements) may of course also be used

with inverse demand relationships.

There is an intimate relationship between the Antonelli and the Slutsky matrices,

although two goods which are direct substitutes do not need to be q-substitutes and

vice versa. Letting S denote the Slutsky matrix, A the Antonelli matrix and X

expenditure, the two matrices are related by the following symmetric relationships

(Deaton and Muellbauer, 1980b, p. 57);

4 Using the same terminology, the direct compensated effects can be denoted as p-substitutes and p-
complements.
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(2.21) S = XSAS, A = XASA.

That is, the Slutskyand Antonelli matrices are generalised inverses of each other.

With all these equivalent representations of consumer demand, an interesting question

is, which one to use? The answer is, it depends. In most cases, each consumer' s

demand is assumed to be so small that it will not affect the market price, i.e., each

consumer is a price taker. This will be the case in a free market with many consumers,

each demanding only a small fraction of the total for each good. In such cases, direct

demand functions are an obvious candidate as the prices are treated as exogenously

given. Whether we choose a compensated or an uncompensated system depends on

what information we want, although knowledge of one also enables us to derive the

other. Inverse demand functions are not commonly used in consumer analysis, as the

consumers mostlyare assumed to be price takers. However, they are the most suitable

representation when quantities are rationed or a market for the goods in question does

not exist. Also, even if direct and inverse demand systems give equivalent

descriptions of the consumer's preferences, there are econometric reasons for

considering both. In particular, in situations with a downward-sloping demand curve

and an upward sloping supply curve, observations of a commodity's price and quantity

are not sufficient to identify the demand and supply curves. This problem will be

considered in more detail in Section 2.7.

2.3 Weak Separability

An unattractive feature of the just described general approach for empirical purposes

is that the demand for any commodity is a function of the price of all other
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commodities demanded by the consumer. However, this problem may be

circumvented with the notion of weak separability of the consumer's preferences

(Deaton and Muellbauer, 1980b, Ch. 5; Deaton, 1986; Barten, 1993). The reasoning

behind this concept is that the optimisation problem is also untractable for the

consumer if the demand for every commodity is a function of the prices of all other

commodities. To simplify this problem, we may assume that the consumer partitions

total consumption into groups of goods, so that preferences within groups can be

described independently of the other groups. For instance, the consumer may divide

total consumption into groups such as housing, clothing, leisure and food. Each of

these groups may also be divided into finer groups, e.g. food may be divided into

fruits, vegetables, meats, fish and other. A price change in one good will then affect

only other goods in the same group directly, commodities in any other group will only

be affected through the change in total expenditure as the price change makes the

consumer richer or poorer.

More formally, under weak separability the consumer maximises utility,

u = U(U1(ql), ,Up(qP)), from the p different groups of commodities, where each

vector q i = (q: , ,q~) may consist of one or more goods and no good belongs to

more than one group. Each function U,(-) is a proper utility function given the budget

allocated to group i, and is known as the subutility function or the felicity function for

group i.
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The notion of weak separability is closely related to two-stage budgeting. Under two-

stage budgeting, the consumer first allocates the budget over broader groups such as

housing, clothing, leisure and food, while at a second stage group expenditures are

allocated to individual commodities. At each stage, information appropriate to that

stage only is required, and the allocation at both stages must be perfect in the sense

that the results of two-stage budgeting must be identical to what would occur if the

allocation were made in one step with an ordinary utility function. Weak separability

and two-stage budgeting do not imply each other, but weak separability is both

necessary and sufficient for the second stage of two-stage budgeting (Deaton and

Muellbauer, 1980b, p. 124). In particular, weak separability does not give any rules

for how expenditure is allocated outside each group.

The notion of weak separability is extremely important for empirical work, as it gives

a rationale for singling out and studying only a small group of closely related goods.

Later, we will see that weak separability is necessary to specify systems of demand

functions consistent with the consumer theory in applied work. However, it should be

noted that weak separability between the goods studied and the rest of a consumer' s

bundle is generally assumed before the empirical specification, and not tested as a

hypothesis. Even if this assumption may seem reasonable, there is little or no evidence

that it is correct. It is possible to test for weak separability (Eales and Unnevehr, 1988;

Salvanes and DeVoretz, 1993), but it is hard to find data sets of sufficient size and

richness that will allow this, and it also involves serious aggregation issues.
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2.4 Single Equation Specifications

The first empirical demand studies were mostly concerned with estimating elasticities

and paid little attention to the consumer theory (Deaton and Muellbauer, 1980b, p.

61). By not paying attention to theory, theoretical properties of demand, such as

adding up and symmetry, are ignored. The researchers specified (mostly quantity

dependent) single equation demand functions linear in the parameters, of which the

double log was the most common specification (Deaton and Muellbauer, 1980b, p.

17).5This specification is still common today. Letting qit be the quantity consumed of

good i at time t, Pjt the price of good j at time t and Xr the expenditure at time t, the

equation to be estimated with this specification is

(4.1) lnqi' = ai + Leij lnpj' +ei InX/
j

The advantage with this specification is that the estimated parameters can be

interpreted as elasticities as eij = 8lnqu /8Inpj' (the cross price elasticity) and

ei = 8lnqu /8InX, (the expenditure elasticity). The range of j varies, and typically

includes commodities which are assumed to be closely associated with good i. The

measure of expenditure X, is typically a (often highly aggregated) measure of the

consumer's income. Early examples of this specification may be found in Stone

(1954a) and Prais and Houthakker (1955).6

5 As noted in Chapter l, when discussing single equation specifications, only specifications that are
linear in expenditure are considered.
6 It should be noted that parts of Stone's analyses are a bit different from most studies in this tradition
in that he uses economic theory to derive compensated demand functions, instead of the
uncompensated demand functions which normallyare estimated. This makes the potential problems
with the adding up conditions less serious.
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Economists had early discovered that dynamics might be important in the consumer's

behaviour (Duesenberry, 1949; Stone 1954a). The first explicit attempt to specify

demand functions that distinguished between short- and long-run behaviour was, to

the author's knowledge, Houthakker and Taylor's (1966) habit formation model.7 This

model is based on the double log and may be written as

(4.2) lnqi' = ai +Ci lnqi/_I + Leij InPl' +ei InX,.
l

The dynamics are introduced in the lagged consumption variable, qit-I' which makes

current consumption dependent on the previous period's consumption. The short-run

elasticities are eij and ei>and the long-run elasticities are found by setting lnqj equal at

all times, as implied by the notion of long-run equilibrium. The long run elasticities

may then be computed from (4.2) as 'Ilij = eij (1- ci )-1 and 'Il i = ei (1- c, )-1. To be

consistent with utility maximisation, the parameter c i must be between zero and one.

This seems to hold in all empirical analyses.

During the 1970s, very dynamic models, mostly motivated by problems with

persistent autocorrelation and bad forecasting abilities, appeared in the macro

economic literature, particularly in connection with the consumption function. The

work of Davidson et al. (1978) has left a major impact, not only on macroeconomic

work, but on all empirical work in economics based on time series data, including

demand analysis. An excellent discussion oftheir approach may be found in Banerjee

et al. (1993). The basic formulation is an autoregressive distributed lag model based

7 Houthakker and Taylor (1966) are often cited for their extended second edition from 1970. The first
edition is preferred here because it is important for the work of Pollak and Wales (1969) and Pollak
(1970) which will be commented on later.
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on some functional form, usually a functional form linear in the logarithms of the

variables.8 Based on a double log, this may be written as

r s s

(4.3) lnqi/ = ai + Leik lnqi/_k + LLeijllnpj/_1 + Lei/lnX,_I•
k=) j 1=0 1=0

The numbers of lags, rand s, is an empirical question. They are chosen large enough

to account for all dynamics such that the resulting residual in the empirical

specification is white noise.

There are both statistical and economic arguments for including lags in a model such

as (4.3). The statistical arguments are founded on the observation that often in time

series data there exist dependencies in the data over time. To capture these

dependencies, dynamic specifications are necessary. The economic arguments are all

arguments against the hypothesis of instantaneous adjustment to changes in economic

variables. As instantaneous adjustment implies a static model, the arguments against

instantaneous adjustment are also arguments against a static model. The hypothesis of

habit formation discussed above is a dynamic model. However, other limitations on

the adjustment process such as contractual obligations and imperfect information,

which induce adjustment costs can also invalidate the hypothesis of instantaneous

adjustment. These restrictions require more general dynamic specifications than the

habit formation model. To model demand when these features are present, a general

dynamic model is necessary. The advantage with (4.3) is that all linear dynamic

structures are included as special cases (Anderson and Blundell, 1982).9

8 The presentation here differs from Davidson et al. (1978), as they use a four period filter motivated
by their quarterly data. This is a special case of the model presented here.
9 It must be noted that autocorrelation may be introduced in a model when an incorrect functional form
is used (Alston and Chalfant, 1991).
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Note that the habit formation model in (4.2) is a special case of (4.3) with r=l and

s=O. Each parameter in (4.3) gives the elasticity of one variable at a particular lag with

respect to current consumption. The long-run elasticities are found by summing over

all the lags. Hence, the long-run elasticities from (4.3) are 11ij= L,eijl(l- Lkcikrl

and 11i = Lieu (1- Lk Cik)-1. An inconvenience with this model is that the long-run

elasticities which are of greatest interest, must be computed after estimation. The

model in (4.3) was therefore transformed into the following model by Davidson et al.

(1978);

r-I s-I s-I
L\lnqit = ai + LCikL\lnqit-k + LLEijllnpjt-1 + LEulnXt_1

(4.4) k=1 j 1=0 1=0
- ro(lnqt_r - L 11ijlnpjt_s -l1i InXt_s)

j

The relationships between the parameters in (4.3) and (4.4) are

K L L r

c,= LCik -1, Eijl = Leijl' s, = Lei" ro = 1- LCik .
k=1 1=0 1=0 k=1

Specifications such as (4.4) are known as error correction models (ECM). The

advantage of such models are that the long-run parameters (elasticities) are directly

estimated. The parameter ro is also of interest as it may be interpreted as the

adjustment speed towards equilibrium. An inconvenience with this specification is

that it is nonlinear, requiring use of the more computationally difficult nonlinear

estimation techniques. However, this may be circumvented in several ways, as

described by Wickens and Breusch (1988) or Bårdsen (1989). Specifications based on

(4.4) have also been common in demand analyses during the last decade, see e.g. Bird

(1986), Johnson et al. (1992) and Salvanes et al. (1994).
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Other single equation specifications similar to the double log but without or with only

some logarithmic variables have also been used in the literature. These are, for

instance, specifications where the data series are linear in their levels, see e.g.

DeVoretz and Salvanes (1993). More recently, also Box-Cox transformations have

been estimated. The advantage with these models is that the functional form decides

the right transformation of the variables, and includes the double log and the linear

model as limit cases. An empirical example may be found in Bjørndal, Salvanes and

Andreassen (1992).

Even if the major body of work on demand function estimation with single equation

specifications has used quantity dependent models, there are examples where price is

used as the dependent variable. This is especially true in studies of agricultural and

fishery commodities (see e.g. Shonkwiler and Taylor, 1984). It must also be noted that

the much studied problem of simultaneity in price and quantity mostly has been

formulated with single equation demand (and supply) functions (Eales and Unnevehr,

1993). This problem has mostly been ignored in demand system specifications, as

demand has been assumed to be completely price or quantity dependent. A more

detailed discussion of simultaneity in demand equation estimation is given in Section

2.7.

There exist two major problems with single equation models. In general, they are not

theoretically consistent, because the budget restriction (or the adding up condition) in

general holds only when demand is independent of expenditure, i.e., the consumer's

31



preferences are homothetic (Deaton and Muellbauer, 1980b, p. 17-18). This follow

from the Klein-Rubin theorem (Klein and Rubin, 1947-48).10This also violates

Engel's law, which claims that the propensity to consume a particular group of goods

varies with total expenditure (Deaton and Muellbauer, 1980b, p. 193). It should be

noted that it is sometimes argued that in the analysis of a single commodity, where the

functional form of the other goods in the system remains unspecified, single equation

specifications may produce satisfactory local approximations, in particular if there is

not too much variation in total expenditure.

The single equation models specify uncompensated demand equations. The prices of

the goods omitted from the specification may then cause problems because any

change in either of them causes changes in demand for the commodity in question

through changes in expenditure. This problem may be reduced if one specifies a

compensated demand function (Stone, 19S4a). In empirical work this problem may

not be too serious, as the effect is small if the particular good represents a small

portion of the budget.

2.5 Demand Systems

In order to estimate demand functions that are consistent with utility maximisation,

the concept of weak separability discussed above is used to separate a group of goods

from the rest of the consumer's bundle. The demand functions for the goods inside the

group are then specified in a system of demand functions where the adding up

JO It should be noted that in an incomplete demand system, the expenditure elasticity may differ from
unity, if they are equal for all goods, or equal to unity for one group of goods and zero for the
remaining goods (Lafrance, 1986).
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condition is imposed and the homogeneity and symmetry restrictions associated with

consumer theory can be tested or imposed. These conditions, together with the trivial

assumptions of positive prices and consumption, ensure that the demand system is

consistent with consumer theory." Most, but not all systems are derived from an

explicitly formulated utility, indirect utility or cost function. However, this is not a

necessary condition for theoretical consistency. Also, only demand systems are used

in empirical work as it is not possible to measure or compare utility. For a discussion

of the connection between the functional form of a utility, indirect utility or cost

function and each of the demand systems where this can be explicitly formulated, see

Pollak and Wales (1992). We will concentrate on demand systems in the following,

where some of the most commonly used demand systems, the linear expenditure

system, the Rotterdam system, the translog and the almost ideal demand system, will

be presented. The demand systems presented are by no means the only demand

system specifications used in the literature, and many other examples are reviewed in

Pollak and Wales (1992, Ch. 2). The systems are chosen because they are or have

been the most commonly used systems, particularly when using time series data.12

2.5.1 The Linear Expenditure System

The linear expenditure system (LES) (Klein and Rubin, 1947-48; Stone, 1954b), or

the Stone-Geary system as it is also known, is the simplest of the demand systems, but

is not commonly used today. This specification is important as it was the first

Il It should be noted that positive consumption is not absolutely necessary, and in some studies using
cross section data at a micro level, zero consumption is allowed, see e.g. Heien and Wessells (1988;
1990), Wellman (1992) and Salvanes and DeVoretz (1993).
12 This selection of systems may of course be debated. For instance the quadratic expenditure system
which has been extensively used by Pollak and Wales may indeed qualify as a commonly used system.
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theoretically consistent demand system to be specified and estimated (Stone, 19S4b),

and it was important in empirical work into the mid 1970s.

Each equation in the linear expenditure system may be written as

where X( denotes the expenditure on the n goods in the system and the als and the b/s

are the parameters to be estimated. The parameters bi are often interpreted as the

minimum or subsistence quantity consumed of each good i, while the parameter ai is

the fixed proportion of expenditure that is allocated to each good when the subsistence

expenditure is covered. A more common specification in empirical work is to write

each demand equation as a budget share equation. The budget share equations for

(5.1) are obtained by multiplying through each equation withpi( and l/Xl' and may

then be expressed as

where wit denotes the budget share for good i. The advantage with this formulation is

that the adding up condition is imposed on the data, and it is thereby automatically

satisfied. For this reason, also all the demand systems presented below are formulated

as budget share equations.

There are several weaknesses in the linear expenditure system that make it

unattractive in applied work. As the name indicates, the demand functions are linear

in expenditure and accordingly, Engel's law cannot hold. Moreover, it is not possible
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to test restrictions implied by the consumer theory, such as the hypotheses of

symmetry and homogeneity. The functional form is also restrictive in that only

substitutes and normal goods are allowed, if the system is to be theoretically

consistent.

2.5.2 Flexible Functional Forms

The restrictiveness of the functional form in the linear expenditure system can also be

seen by noting that only 2n-l free parameters are estimated. This corresponds to n

intercepts and n-I expenditure effects in a system with n goods, with one free

parameter removed because of the adding up restriction. There are no parameters free

to measure the price effects (Deaton, 1986). The lack of measurable effects also

prevents testing of the restrictions implied by the consumer theory on the demand

system. To overcome this problem, more general functional forms, able also to

measure the price effects, were introduced. These functional forms are known as

flexible functional forms.

Diewert (1974) defines a flexible functional form as a function that is capable of

providing a second order approximation to an arbitrary production/utility function.

Diewert speaks of the production and utility function. This implies that the demand

systems are first order approximations to the underlying true demand system, and that

the underlying utility, indirect utility and cost functions are second order

approximations to the same true functions.
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With adding up imposed by the data, a flexible functional form must have (2+n)(n-l)

free parameters. Homogeneity corresponds to (n-l) restrictions and symmetry to

1/2n(n-l) restrictions. With these restrictions imposed, the functional form has

1/2(n+ 1)(n+2) separate effects, but it is not a second order approximation anymore in

the mathematical sense (Deaton, 1986). However, it is a flexible functional form with

respect to the theory.

The following demand systems are flexible functional forms, and are preferred to the

linear expenditure system in most applied work because oftheir flexibility. In addition

to the possibility of testing restrictions implied by consumer theory, this flexibility is

important as it allows free estimates of the price effects to be obtained.

However, flexibility is not necessarily the most important feature of a functional form

(Pollak and Wales, 1992, p. 64). For instance, a Quadratic Expenditure System (QES)

(Howe, Pollak and Wales, 1979) will on many occasions have the same number of

free parameters as a flexible functional form, even though it is not flexible as it is not

able to approximate all the cross price effects. Is the QES then more restrictive than a

flexible functional form? According to Pollak and Wales (1992, p. 64) the answer is

no. Rather, the QES emphasises other features of demand by providing a more

detailed description of own-price and expenditure effects.

How suitable a functional form is depends on both the data available and what

questions one wants to ask. Flexible functional forms are most suitable when one

want to measure substitution effects, particularly when using time series data, which is
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most suitable for this purpose. Other functional forms such as the QES may be more

suitable when one is primarily interested in own-price and expenditure effects,

particularly when using cross section data. As time series data will be used in this

dissertation, and the substitution relationships between goods are of interest, flexible

functional forms seem best suited.

2.5.3 The Rotterdam System

The Rotterdam system of Theil (1965) and Barten (1966; 1967; 1968) was the first

attempt to address some of the limitations of the linear expenditure system. The

demand equations are in budget share form and satisfy the adding up condition

automatically. The symmetry and homogeneity restrictions implied by consumer

theory may be expressed as linear functions of the estimated parameters.

Consequently, one may either test if the data are in accordance with the consumer

theory for this specification, or impose these restrictions on the estimated parameters

to ensure theoretical consistency. Note that this, and most other empirical

specifications, is an approximation to the underlying demand equations." The results

may in all specifications be dependent on the functional form. In particular, a rejection

of the hypothesis of symmetry and homogeneity does not necessarily imply that the

consumer theory is false. It might just as well be caused by empirical (mis-)

specification, of which choice of functional form is an important part.

13 It is of course possible to postulate that the consumers' preferences actually correspond to the
demand equations from a particular functional form.
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Another improvement with the Rotterdam system compared to the linear expenditure

system is that it allows for free estimation of price effects, and for complements and

inferior goods without losing its theoretical consistency. Each equation in the

Rotterdam system may be written as

(5.3) wi/dlnq;, = b.d ui i,+ :~:>ijdlnp}"
}

where

} }

Remember that ei is the expenditure elasticity for good i. We also have that e~ is the

compensated cross-price elasticity, which is related to the uncompensated and

expenditure elasticities by Slutsky's equation on elasticity form, eij = e~ - eiwj• The

h. ago ago
raw form of the Slutsky equation is sij = -' = -' + q} -' , where each element sijap} ap} ax

corresponds to the ijth element in the substitution matrix (see equation (2.12)). The

continuos difference operators d are in applied work replaced by their discrete

approximation .!l.

The adding up restrictions imply that

i .
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These restrictions are automatically satisfied when the budget shares in the data set

add to unity. However this restriction makes the covariance matrix singular. One must

therefore delete one equation from the demand system before estimation. With correct

estimation technique and an iid(O,/®'L) error term, the system is invariant to which

equation is deleted (Barten, 1969), and the adding up restrictions from (5.4) are used

to retrieve the parameters in the deleted equation.i" This is also a feature the

Rotterdam system has in common with all the other systems of demand equations

formulated in their budget share equations. The symmetry and homogeneity

restrictions may be expressed as functions of the parameters in the Rotterdam system.

They may be written as:

Symmetry:

(5.5)

Homogeneity: Lei) = o.
j

As mentioned above, the restrictions may be used to test whether the data support a

theoretically consistent specification of the Rotterdam system. They may also be

imposed to ensure that the estimated system is theoretically consistent.

The Rotterdam system is common in the literature, and there also exists an inverse

version (Barten and Bettendorf, 1989). The Rotterdam system differs from most other

functional forms in that its utility or cost functions never have been explicitly

formulated, and that differential demand functions are used instead of functions

formulated in the levels of the variables.f

14 Identically independently distributed errors is a fairly strict assumption. It is used because it makes
the statistical arguments easier. However, the arguments hold also under weaker assumptions, see
White (1984, ch. 7).
15 There is some discussion in the literature about the appropriateness of using differential demand
functions as in the Rotterdam system. In particular, it is not clear that the differential demand functions

39



2.5.4 The Translog System

The translog (Christensen et al., 1971; 1973) has been the most common flexible

functional form in production analysis since the mid 1970s. A consumer demand

system derived from an indirect translog utility function by Roy's identity was first

applied by Christensen et al. (1975), and this formulation has since been rather

common. The share equations are given as

(5.6)

The restrictions associated with this formulation are:

Adding up:

(5.7) Symmetry:

Homogeneity: IJ3ij = o.
j

The translog demand system shares some of the features of the Rotterdam system in

that the adding up restrictions are automatically imposed and one equation must be

deleted before estimation to avoid a singular covariance matrix. The symmetry and

homogeneity restrictions may be tested for or imposed. There exists no clear criteria

for choosing between the Rotterdam system and the translog system. What functional

form will perform best depends on the true structure in the underlying data. An

will correspond to the underlying demand functions in levels under all circumstances (Phlips, 1974;
Deaton, 1986).
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argument against the translog system in applied work is the fact that nonlinear

estimation routines are necessary in order to estimate the system.

2.5.5 The Almost Ideal Demand System

The most common functional form in demand system specification since the early

1980s has been the almost ideal demand system (AIDS) of Deaton and Muellbauer

(1980a). As with the Rotterdam and translog systems, the almost ideal demand system

is formulated in terms of the budget shares, and each demand equation can be written

as

(5.8)

where

1
lnp' = ao +La; lnp, +- LLY li lnPi' lnp), .

; 2 i )

The almost ideal demand system is linear except for the translog price index lnPt.

This problem has traditionally been circumvented in most applied work as suggested

by Deaton and Muellbauer, by using a Stone price index, i.e., Inp,. = L; wit InPit ,

which makes the system linear. The Stone index has also been shown to do well

compared to the translog index in some empirical work (e.g. Anderson and Blundell,

1983). However, recently the use of the Stone price index has been shown to be

inappropriate as it causes the estimated parameters to be inconsistent (Pashardes,

1993; Buse, 1994; Moschini, 1995). Moschini attributes this problem to the fact that

the Stone price index does not satisfy what Diewert calls the commensurability

property, and suggests that the problem may be solved by using a price index that
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satisfies this property. 16 Moschini suggests several other price indices which satisfy

this property and may be used to keep a linear specification of the almost ideal

demand system (see also the discussion in the next section). He also shows that these

indices perform as well as the translog index in a Monte Carlo experiment. To keep

the specification of the demand system linear, we will use the price index that

Moschini calls the "corrected" Stone index, which may be written as

(5.9) lnp's = I Wit In(Pi~) ,
l Pi

where PiO denotes base period (Moschini suggests that the mean is used as the base

period). When the almost ideal demand system is referred to later in this dissertation,

the linear version is meant if nothing else is noted.

The restrictions to ensure theoretical consistency for the almost ideal demand system

are:

Adding up:

(5.10) Symmetry: y ij = y n :

Homogeneity: I y ij = o.
j

The almost ideal demand system is parallel to the Rotterdam and translog systems in

that the adding up restrictions are automatically imposed and one equation must be

deleted before estimation to avoid a singular covariance matrix. The symmetry and

homogeneity restrictions may be tested or imposed. There exist no clear criteria for

16 The commensurability property means that a price index should be invariant to the unit of
measurement for the prices.
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choosing among the almost ideal demand system and the other two systems, and

which functional form will perform best depends on the true structure in the

underlying data. The almost ideal demand system has the advantage that it is linear

and formulated in levels. It may accordingly be encountered as more intuitive and

easier to use than the Rotterdam and translog systems. In common with the Rotterdam

system, the almost ideal demand system also has an inverse representation (Eales and

Unnevehr, 1993).

2.5.5.1 The Relationship Between the Nonlinear and the Linear Approximate

Almost Ideal Demand Systems

Recently, there have been a number of papers discussing the relationship between the

nonlinear and the linear approximate almost ideal demand systems (Green and Alston,

1990; 1991; Pashardes, 1993; Alston, Foster and Green, 1994, Buse, 1994; Moschini,

1995). These papers mostly focus on two issues; how well does the linear approximate

almost ideal demand system approximate the nonlinear system and what are the

correct expressions for the elasticities in the linear approximate almost ideal demand

system.

First, note that the use of the Stone price index transforms the constant term in (5.8) to

a; = a; - (3ao' The linear approximate almost ideal demand system can then be

written as

n

(5.11) wit =a; + LYijlnp) +(3;ln(X/ / P,')
)=1
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As noted above, the Stone price index has recently been shown by several authors to

make the parameter estimates inconsistent. Most authors attribute this problem to the

fact that it introduces a measurement error because the prices are never perfectly

colinear, which they must be for the Stone price index to equal the translog price

index in (5.8). However, Moschini (1995) attributes the problem to the fact that the

Stone price index is not commensurable, and suggests several alternative price indices

that solve this problem. In addition to the "corrected" Stone price index above, which

may be regarded as the log linear analogue to the Paasche index, there are the

Tornqvist index

which is a discrete approximation to the Divisia index, and the log linear analogue to a

Laspeyre index, which may be written as

n

(5.13) In~L = I WiD ln(pi/).
i=1

This index should be comforting if one worries that the presence of Wit in the other

linear indices on the right-hand side of the equation introduces a simultaneity

problem. Moschini (1995) shows in a Monte Carlo experiment that all ofthese indices

perform very well.

Several authors have been concerned about how well the linear version of the almost

ideal demand system approximates the nonlinear integrable system. We will show that
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when prices are normalised to unity, the two representations are equal when evaluated

h . f l" 1718at t e pomt o norma isation. '

We first look at the nonlinear version. With the price normalised at some point, at this

point, (5.8) reduces to

If ao is set equal to the logarithm of expenditure in the base period, which is done at

the point where the elasticities are evaluated in some empirical studies (Blanciforti,

Green and King, 1986; Buse, 1994), a; equals the predicted budget share at the point

of normalisation.

Similarly, at the point of normalisation, each equation in the linear approximate

almost ideal demand system (5.11) reduces to

which is identical to (5.14). However, note that when the Stone price index is used,

there may be a difference between (5.8) and (5.11) in applied work, as the estimated

parameters in the linear approximate almost ideal demand system are inconsistent.

This problem is avoided if one of the indices suggested by Moschini (1995) is used.

Next, turn to the computation of the elasticities. The uncompensated elasticity for the

nonlinear almost ideal demand system is given as

17 In this dissertation, prices are normalised to unity at mean when the almost ideal demand system is
used.
18 Note that the Stone index and the "corrected" Stone index are identical if prices are normalised
before the index is computed.
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(5.15) n, = -s +(Y ij) -(~)(a. i + i:r ij InPitJ 'W,t W,t }=l

where c) is the Kronecker delta. At the point of normalisation when a.o is set equal to
expenditure in the base period, a.i equals the predicted budget share and (5.15)

reduces to

(5.16) YJij= -c) +(Y ij) -(~)Wit.W,t W,t
This expression is identical to the formula used by Chalfant (1987) in the linear

approximate almost ideal demand system.

Buse (1994) shows that the correct formula for the uncompensated elasticity for the

linear approximate almost ideal demand system computed by Green and Alston

(1990) can be written as

(5.17) n, =-c)+ Yij -(~)(Wit + fYijlnpitJ(l+ fpilnPitJ-l
WI/ WI/ }=l }=l

However, at the point of normalisation also this expression reduces to (5.16). Hence,

at the point of normalisation, the formulas for the uncompensated elasticities are equal

in the nonlinear and the linear approximate almost ideal demand systems, if a.o is set
equal to the logarithm of expenditure in the base period. One way to obtain this is to

normalise the sum of the quantities to one at the normalisation point. Expenditure will

than equal one, and the logarithm of expenditure, and thereby a.o' zero. This is also

true if the Stone price index is replaced by any of the indices suggested by Moschini.

Green and Alston (1991) show that the expenditure elasticities, and thereby the

compensated elasticities, may differ between the nonlinear and the linear approximate
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almost ideal demand systems. However, using the same arguments as above, one can

show that at the point of normalisation, they are all equal.

2.6 Dynamic Specifications of Demand Systems

The subject of dynamic specification of demand systems has received relatively little

attention in the literature. However, some exceptions exist. Following Houthakker and

Taylor's (1966) work on single equation habit-formation demand equations, Pollak

and Wales (1969) introduced habit formation in the linear expenditure system by

including lagged dependent variables in the specification. Theoretical consistency for

this approach was shown by Pollak (1970). Habit-formation has later been introduced

in other demand system specifications, including the almost ideal demand system (see

e.g. Howe et al. (1979), Blanciforti and Green (1983) and Alessie and Kapteyn

(1991».

Habit formation is, however, not the only possible reason for dynamics in consumer

demand. Pollak (1970) for instance, suggests that contractual obligations or imperfect

information may cause some adjustment time to any changes in prices or expenditure.

These hypotheses do, however, require a more general dynamic structure than the

habit formation model. The only specification that has been able to nest these

structures is the error correction specification of Anderson and Blundell (1983; 1984).

This specification is based on the framework developed for a production function by

Anderson and Blundell (1982). The system of demand functions based on an almost

ideal demand system is transformed into an autoregressive distributed lag model by

including lags of all the variables in the demand system, and then transformed into an
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error correction model in the spirit of Davidson et al. (1978). Some complications

arise in the dynamic system that are apparent in neither the single equation error

correction model nor the static demand system specification because of the singular

nature of the system and the lagged budget shares. This is solved by Anderson and

Blundell, but the dynamic demand system specification they suggest is nonlinear.

The advantage with Anderson and Blundell's specification is that other more

restrictive dynamic specifications, such as autoregressive errors and habit formation,

as well as the static model are nested inside the general dynamic model. Hence, this

specification allows the researcher to test the appropriateness of, for example, the

habit formation hypothesis. On the occasions where this framework has been utilised,

the hypothesis of more restrictive models is rejected in favour of the most general

dynamic specification (Anderson and Blundell, 1983; 1984; Veall and Zimmermann,

1986). As dynamic specification of demand systems is the main scope of this

dissertation, this issue will be further discussed on in later chapters. Anderson and

Blundell's specification will also be presented in more detail.

2.7 Simultaneity

In Section 2.2, it was shown that direct and inverse demand systems contain the same

information about the consumer's preferences. This is true when we know the demand

system. The quantity demanded of a good is then easily found if we know the prices at

any price level (and vice versa). However, in applied work the aim is to obtain

information about the consumer's preferences byestimating demand functions using

empirical data. We then have observations only of the transaction price and quantity
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for each good, possibly together with other variables which may affect either demand

or supply (e.g. consumer income and input factor prices). Observations of only prices

and quantities will not be sufficient to identify either demand or supply, as we will not

be able to tell if price/quantity changes are caused by changes in demand or supply.

Accordingly, both price and quantity are in general endogenous in the econometric

model.I9 A complete simultaneous equation system or an instrumental variable (IV)

approach with supply shifters as instruments is then necessary to obtain consistent

estimates of the parameters in the demand function(s). Under some special

circumstances, however, the supply functions have a form which makes either the

price(s) or quantity(ies) exogenous, giving us the possibility of obtaining consistent

estimates of the demand functions without taking the supply side into account. The

advantage is that ordinary least squares (OLS) or seemingly unrelated regressions

(SUR) estimation then may be used, giving more efficient parameter estimates/"

We will now deal with the situation where either quantity or price may be treated as

exogenous and how this may be statistically tested for in a single equation framework.

The results easily generalise to a system framework and this will be commented on at

the end of the section. The review is based on Thurman (1985; 1986; 1987).

19 It should be noted that some authors also worry about the possible endogeneity of expenditure
(Deaton, 1986; LaFrance, 1991). While this may be a concern, it does not seem to be too much of a
problem under fairly reasonable assumptions, in particular when using time series data (Deaton, 1986).
This issue is mostly ignored in applied work.
20 When the right-hand side variables are uncorrelated with the error terms, they are the most efficient
instruments, and an IV approach is reduced to OLS or SUR estimation (Davidson and MacKinnon,
1993).
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Thurman bases his exposition on a simultaneous equation system for one commodity.

The system is given by;

where E[X; Z; let uJ= O,E(etuJ= O, Pt is the price of the commodity, qt is the

quantity and Xt and Z t are vectors of exogenous variables, each with at least one

element which is not common to both vectors.i' To simplify the discussion, we

interpret (7.1) as the demand function and (7.2) as the supply function.

There are two alternative parameter restrictions on the system (7.1), (7.2) which

predetermine supply (Thurman, 1986). Each of the two implies its own normalisation

of demand. The first is that the supply equation predetermines price, i.e., Cl = O,

giving the following model for the demand function;

With the other restriction the supply equation predetermines quantity, i.e., c2 = O,

giving the following model for the demand function;

That is, if supply predetermines price, a direct demand function is appropriate, while

if supply predetermines quantity, an inverse demand function is appropriate. If (7.4) is

appropriate and one wishes an estimate of the elasticity b, then the inverse of the slope

21 We will not comment on the necessary condition for a simultaneous equation system to be identified
(see Davidson and MacKinnon, 1993), but note that the interpretation of the exogenous variables
leaves our system identified.
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coefficient in (7.4) is not only consistent, but also equal to the full information

maximum likelihood estimator for b (Shonkwiler and Taylor, 1984).

Several economic hypotheses are consistent with either (7.3) or (7.4) (Thurman,

1985). In the agricultural economics literature, it is at times argued that supply is more

variable than demand, leading to models where price is predetermined (e.g.

Wohlgenant and Hahn, 1982). Another argument for predetermined price is that

households are price takers. It is important to distinguish between predetermined price

and price taking behaviour, as aggregate demand shocks common to all the

households will lead to endogenous prices, even if the households are price takers.

One might of course argue that such shocks should be explicitly modelled, as they

represent a systematic change in preferences (Thurman, 1987). Other arguments for a

predetermined price are that prices are set by suppliers based only on cost

considerations independent of consumption (Theil, 1975, p. 165), or that supply is

provided by a competitive industry with constant returns to scale and a perfectly

elastic supply curve (Thurman, 1985).

An argument for predetermined supply for agricultural commodities is that often there

exists a relatively fixed length biological production period which leaves supply fixed

at any point in time. A similar argument is often used in wild fisheries, where it may

be argued that fishermen catch what they can get and land the catch whatever the price

(Barten and Bettendorf, 1989; Salvanes and Steen, 1994). Another argument for

predetermined supply is ofcourse rationing (Deaton and Muellbauer, 1980b, eh, 2.7).
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In most of the literature considering estimation of demand functions, one of the

preceeding arguments is used to argue that either price or quantity is predetermined,

even if the possibility of a simultaneous equation bias is acknowledged. Thurman

(1986) uses a test by Hausman (1978) to statistically test the hypothesis that price or

.. d . d 22quantity IS pre etermme .

The Hausman test exploits the fact that both OLS and IV are consistent if the

variables in question are exogenous, while only IV is consistent if the variables are

endogenous. The test measures the distance between the OLS and IVestimates of the

parameters on the variables in question. If the distance is small, one concludes that the

estimates converge to the same parameters and that the null hypothesis of exogeneity

for the variables in question cannot be rejected. If the distance is large, the estimators

are judged to have different probability limits and the null hypothesis can be rejected.

Letting bOLS denote the OLS estimates and b.; the IVestimates of the parameters for

the variables in question, the Hausman test is given as

(7.5)

where

(7.6) V(q) = V(bIV) - V(boLS).

Under the null hypothesis, the test statistic is distributed as X 2 with degrees of

freedom equal to the number of variables in question.

22 The test is also known as a Wu-Hausman or a Durbin-Wu-Hausman test as Durbin (1954) and Wu
(1973) proposed endogeneity tests which are special cases of Hausman's test.
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A problem with the Hausman test in a supply-demand framework is that it can only

answer one question at the time, i.e., whether price or quantity is predetermined. To

obtain an answer, the researcher must therefore conduct two Hausman tests; one on a

direct demand function to test if price is predetermined and one on an inverse demand

function to test if quantity is predetermined (Thurman, 1986). If both tests reject the

null hypothesis, one should use an IV approach to estimate the demand function.

However, if one test rejects and the other does not, we may have one of two

outcomes; either the price or quantity are exogenous as indicated by the test where the

null cannot be rejected, or the system is simultaneous, but the power of the test where

the null cannot be rejected is too low to show this. Thurman (1986) conducts an

investigation on how the test power will affect the results, and concludes that: "The

relative power result states that we should expect a price-dependent rejection and a

quantity-dependent nonrejection only when supply is flat or close to it" (Thurman,

1986, p. 645). That is, the power is weak only when the null hypothesis is, or is close

to being true anyway.

Although endogeneity has been considered in only a few studies in demand system

specifications, most of the analysis above generalises straightforwardly to the system

case. Wahl and Hayes (1990) conducted a Hausman test for predetermined prices

using an almost ideal demand system by setting the system on vector form. Eales and

Unnevehr (1993) take this kind of analysis a step further towards the single equation

approach recommended by Thurman (1986) by deriving an inverse form of the almost

ideal demand system, testing for both predetermined prices and quantities. In systems

it is also possible to test whether price or quantity is endogenous in a subset of the
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equations, although Hausman (1978) indicates that the power of the test is weak in

such cases. Itmay also create difficulties if some demand equations are thought to be

direct and others inverse, i.e., a mixed demand system. Moschini and Vissa (1993)

derive such an expression for a Rotterdam system, but it seems difficult to conduct

tests for endogeneity in this framework.

2.8. Derived Demand

In many demand studies the data utilised are not at the consumer level, but at

intermediate levels such as import or wholesale level. This may create problems when

one is interested in consumer demand, as the data may reflect derived demand from

the intermediaries, not the consumer. This may be the case in this dissertation, where

import data are used. Both the market structure and the intermediaries' production

technology may cause the derived demand functions to deviate from the consumers'

demand functions. We will next discuss the relationship between derived demand and

consumer demand, and in particular, when they are equal.

The intermediaries' production technology may cause their demand for a commodity

to differ from the consumers' demand, since the producers have substitution

possibilities in response to changes in the relative prices of input factors (Hicks, 1957;

Gardner, 1975; Wohlgenant, 1989). In the case where the intermediaries' production

technology uses two inputs, a and b, and is characterised by constant returns to scale,

the relationship between the derived demand own-price elasticity for input a, Ea' and

the consumer demand own-price elasticity 'Il, may be expressed as (Hicks, 1957, p.

244; Gardner, 1975);
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(8.1)

where o is the elasticity of substitution between the two inputs, eb is the supply

elasticity for input b, and Sa and Sb are the cost shares for inputs a and b respectively.

The derived demand elasticity will be less elastic than the consumer demand elasticity

if o < ITlI. It will be equal to the consumer demand elasticity if ø = ITlI ' and it will be

more elastic if ø > ITlI.

One simpler version of the relationship between consumer demand and derived

demand often used in the literature is to assume the derived demand is equal to the

consumer demand times the elasticity of price transmission (George and King, 1971),

or

The elasticity of price transmission ET' is the elasticity of the consumer price with

respect to the input factor price. However, Gardner (1975) shows that this expression

is correct only when the intermediaries' production technology is characterised by

fixed factor proportions (i.e., the elasticity of substitution is zero). Equation (8.1) will

then reduce to;

(8.3)

Note that in this case the derived demand elasticity will always be less elastic than the

consumer demand elasticity as O =ø < ~ I.
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An interesting question is whether the derived demand elasticity will equal the

consumer demand elasticity under any other conditions than O' = Illl. The answer is

yes, if the intermediaries' production technology may be represented with only one

variable input. If Sa is equal to one and Sb equal to zero, it is easily seen that both (8.1)

and (8.3) reduce to

While a short-run technology with only one variable input factor in each production

process does not seem unrealistic for many retailers or wholesalers, other factors such

as labour and capital are necessary in the long run. It may therefore be of interest to

see how the relationship between the consumer demand and the derived demand

elasticities changes with different relationships between two cost shares. This is

graphed in Figure 2.1 for four different values of the elasticity of substitution, 0'=0,

0'=0.5, 0'=1 and 0'=5. The consumer demand own-price elasticity II is set equal to

minus one, and the supplyelasticity for input b, eb' is set equal to one. The

relationships in the figure are relatively insensitive to the supplyelasticity for input b,

and also to II if the relationship between II and O' is kept constant. In all cases, the

derived demand elasticity approaches the elasticity of substitution when the cost share

of input a approaches zero, and in all cases the derived demand elasticity approaches

the consumer demand elasticity when the cost share of input a increases until they are

equal when the cost share of input a is one. /
/
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Figure 2.1. The relationship between consumer and derived demand elasticities

The market structure can cause import demand to deviate from consumer demand if

the intermediaries have market power or if there is significant domestic production. If

the intermediaries have market power, they will drive a wedge between the consumers

demand and the derived demand to extract the monopolistic profit. This will be true if

the intermediaries have market power in the retail markets (oligopoly) or in the input

factor markets (oligoposony), see e.g. Goodwin (1994). Domestic production may

cause problems when using import data as the data may not reflect the size of the

market.

It should be noted that the issue of derived demand is independent of whether one use

a single equation or a system specification for the demand equations. The problem is

that data are often available only at an intermediate level, and not at the retail level.
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Derived demand for the firms operating at this intermediate level is what the data

measure. However, data on output and other factors for these firms are rarely

available, preventing the estimation of the intermediate firms' demand. On the other

hand, data on some measure of consumer expenditure are mostly available, enabling

estimation of equations with the form of consumer demand functions. This has lead to

a large literature estimating demand equations based on the consumer theory with data

at intermediate levels such as import, export, wholesale or ex-vessel. While single

equation specifications have been most common, demand systems, including the

almost ideal demand system, have also been used when estimating demand equations

with data at an intermediate level. International trade models are one example, and it

seems to be no problem to interpret the results as import demand in this case (Alston

et al., 1990;Davis and Kruse, 1993).

2.9 On Demand System Specifications

The linear expenditure system was once important as it was the first effort to specify

demand equations in accordance with consumer theory. However, it was not

considered for the empirical work in this dissertation because of the strict restrictions

the functional form imposes on the consumers' behaviour. This is, of course, the

reason that this functional form is not commonly used anymore. One reason to prefer

the Rotterdam, translog and almost ideal demand systems to other demand system

specifications is that in most other demand systems the functional form imposes

stricter restrictions on consumer behaviour.

58



As mentioned above, no clear criteria exist to discriminate between the Rotterdam,

translog and almost ideal demand systems. However, with the scope of this

dissertation in mind, the features of the systems might be important. The translog is

unattractive, because the nonlinear specification makes it difficult to introduce any

dynamics. The introduction of further dynamics is also difficult in the Rotterdam

system because of the limited dynamics inherent in the differential specification. In

particular, error correction models like the specification of Davidson et al. (1978)

seem to be difficult to derive from the Rotterdam system as it is the levels of the

variables which form the long-run relationship. One might also question if all

available information is utilised in the Rotterdam specification under all

circumstances. For instance Engel and Granger (1987) indicate that with

nonstationary cointegrated data series, the levels of the data series must be included to

uncover the long-run relationship between the variables in each equation. The linear

version of the almost ideal demand system avoids these problems, and does not have

any other drawbacks to the author's knowledge. Probably because of its lack of

drawbacks, the almost ideal demand system is also the only one ofthese specifications

that has been used in empirical work using the most general dynamic specifications

based on error correction specifications (see Anderson and Blundell, 1983; 1984;

Veall and Zimmermann, 1986). The almost ideal demand system will therefore be the

preferred demand system specification in this dissertation.
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3: THE SALMON MARKET

3.1 Introduction

In this chapter, several issues in relation to the salmon market, and particularly the

salmon market in the European Union, will be reviewed. This includes topics such as

supply sources for salmon, market structure, and a review of earlier demand studies of

the salmon market. The market in the European Union is given more attention in this

study than other markets because the European Union is the primary market for

Norwegian salmon. Of particular interest is the market structure faced by Norwegian

salmon farmers. Only fresh, frozen and smoked salmon will be considered, as these

are the product forms of interest when considering farmed salmon. Canned salmon

will not be dealt with in this dissertation, since most researchers do not consider

canned salmon to be a significant substitute for other salmon product forms. The data

sets used in this dissertation will be presented and some issues related to the data set

will also be discussed.

This is only a brief overview, and several other texts give a more detailed analysis of

the salmon industry, such as Shaw and Muir (1987) and Bjørndal (1990), and in

Norwegian, Bjørndal (1987), Bjørndal, Salvanes, Andreassen and Sæter (1990),

Bjørndal and Salvanes (1992) and Bjørndal and Salvanes (199Sa). The production

structure in the salmon industry will not be considered here. However, Shaw and Muir

(1987) and Bjørndal (1990) also cover that aspect, together with several other studies,

notably Salvanes (1989; 1993), Salvanes and Tveterås (1992) and Bjørndal and

Salvanes (199Sb).

This chapter will be organised as follows: In Section 3.2, the supply of salmon, both

wild caught and farmed, will be discussed. In Section 3.3, the substitution possibilities
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in the salmon market are discussed. The market structure is reviewed in Section 3.4.

In Section 3.5, a presentation of the primary markets for salmon is given, while a

review of earlier studies of the demand for salmon and categories thereof is offered in

Section 3.6. The data set is presented in Section 3.7, where also several issues related

to the data set are discussed.

3.2 The Supply of Salmon

Since the early 1980s, the supply of salmon has increased significantly worldwide.

Moreover, a new dimension has been added to the market with the introduction of

farmed salmon. Production of farmed salmon has increased from virtually nothing in

1980 to around 33 percent of total supply in 1992 with a quantity of 307,200 metric

tons (see Table 3.1), and the production is still rising. Norway is the predominant

producer of farmed salmon, and although Norwegian farmers' market share has

declined recently, they still provide over 40 percent of the world supply of farmed

salmon.

Wild-caught salmon consists of two groups, Atlantic and Pacific salmon. While there
,

is only one species of Atlantic salmon, the Pacific salmon consists of six different

species; chinook, chum, coho, pink and sockeye and local to Japanese waters; cherry.

Cherry salmon is fairly similar to pink, and is often reported together with pink.

Pacific salmon dominates the supply of wild salmon with about 98 percent of the

supplied quantity. Only four countries land Pacific salmon. With the average share of

supply in parentheses, these countries are; USA (44%), Japan (28%), USSRIRussia

(16%) and Canada (12%) (Bjørndal, 1990). Wild Atlantic salmon is found in all

countries in the Northern Atlantic. However, the quantities are small, and in many

places there is a moratorium on commercial harvesting of salmon. The relative

importance of the different species in the total supply of wild salmon in the period

1980-1985 may be seen in Table 3.2. Chum, pink and sockeye make up the largest

part of the supply with almost 90%. The supply of chinook and coho is much smaller,
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but still significantly larger than Atlantic and cherry. The relative importance of pink

and sockeye has also been increasing recently (Bjørndal and Salvanes, 1992).

Table 3.1. Production of salmon 1980-92
Year World catch of Production of Total salmon Farmed salmon

wild salmon farmed salmon production share of total
(1,000 tons) (1,000 tons) (1,000 tons) production

1980 537.4 6.9 544.3 1%
1981 649.0 11.8 660.8 2%
1982 557.2 16.3 573.5 3%
1983 678.7 24.4 703.1 3%
1984 624.1 32.4 656.5 5%
1985 793.5 46.6 840.1 6%
1986 675.0 69.4 744.4 9%
1987 650.2 84.3 734.5 11%
1988 612.0 139.7 751.7 19%
1989 705.2 203.8 909.0 22%
1990 804.0 273.8 1,077.8 25%
1991 875.5 299.9 1,175.4 26%
1992 635.4 307.2 942.6 33%

Source: Bjørndal (1990), Globefish Highlights 111991 and 111992, Bjørndal and Salvanes (1995a),
FAD: Fisheries Statistics: Catches and landings.

Table 3.2. Annual average catches ofwild salmon by species 1980-1985

(1,000 tons)
Atlantic (SaImo salar)
Chinook (O tshawytscha)
Coho (O kisutch)
Sockeye (O nerka)
Pink (O gorbuseha)
Chum (O keta)
Cherry (O masuo)

11.2
21.2
35.3
135.7
238.0
200.9

3.6
Total 645.9

Source: Bjørndal (1990).
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Salmon aquaculture focuses on three species, Atlantic, chinook and coho. In Table 3.3
the production of farmed salmon is shown for the period 1986-92, and in Table 3.4 the
production is divided into Atlantic and Pacific salmon for the period 1986-91. Note

that the data from the two sources are not entirely comparable. Atlantic is the most

important, and provides about 80% of the quantity produced of farmed salmon.

Several Pacific rim nations (Canada, Chile, Australia) are also producing farmed

Atlantic salmon, and it is therefore expected that Atlantic salmon will continue to be

the main species in salmon aquaculture (Bjørndal and Salvanes, 1992).Norway is by

far the largest producer of farmed salmon, supplying more than SO% of the quantity of

Atlantic and 40% of all farmed salmon. However, Norway's market share is declining

as salmon aquaculture is established and expands in more countries. In Europe,

Scotland and the Faroe Islands are major suppliers, and Chile and Canada supply

significant quantities as well. Japan is the largest supplier of farmed Pacific salmon,

although the production recently has expanded quickly also in other countries along

the Pacific rim (Bjørndal and Salvanes, 1992).

Table 3.3. Production of farmed salmon (Atlantic and Pacific) 1986-92

(1,000 tons)
1986 1987 1988 1989 1990 1991 1992

Norway 44.8 46.S 78.7 111.3 146.0 132.4 128.0
Scotland 10.3 12.7 18.0 28.6 32.4 40.6 36.1
Ireland 1.2 2.2 4.1 S.2 6.3 9.3 10.S
Chile 1.1 1.8 4.2 8.8 23.3 34.1 46.S
Faroe I. 1.9 2.S 4.0 8.0 13.0 20.0 18.0
Iceland 0.2 O.S 1.2 1.6 2.9 2.9 3.8
USA 1.3 2.4 4.2 3.6 3.9 7.1 7.0
Canada 1.0 3.1 9.8 16.8 21.2 27.0 28.7
Australia 0.4 1.8 2.S 2.6
Japan 7.0 11.6 14.0 18.0 21.0 21.0 21.0
New Zealand 0.6 1.0 l.S l.S 2.0 3.0 s.o
Total 69.4 84.3 139.7 203.8 273.8 299.9 307.2

Source: Bjørndal and Salvanes (l995a).
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Table 3.4. Production of farmed salmon by species 1986-91 (1,000 tons)
1986 1987 1988 1989 1990 1991

Atlantic
Norway 45.5 47.4 80.0 115.0 158.0 160.0
Scotland 10.4 13.0 18.0 29.0 33.4 46.6
Ireland 1.2 2.2 4.7 6.2 8.0 8.0
Chile 0.1 0.6 1.7 9.5 11.0
Faroe I. 1.9 2.5 4.0 3.0 13.0 20.0
Iceland 0.7 0.7 1.3 1.5 3.0 5.0
Canada 0.8 1.0 1.6 2.0 9.9 10.8
Australia 1.0 2.0 4.0 6.0
Total Atlantic 60.5 66.9 112.5 160.4 238.8 261.4
Pacific
Japan 7.0 12.0 14.0 18.0 21.5 21.0
Canada 1.0 1.2 6.0 12.4 12.2 15.1
Chile 1.5 2.0 4.0 7.0 13.8 14.0
USA 1.5 1.5 2.7 1.9 2.5 5.0
New Zealand 0.6 1.0 1.5 1.5 2.0 3.0
Total Pacific 11.6 17.7 28.2 40.8 52.0 56.1
Source: Globefish Highlights, no. 1/1992 (preliminary numbers for 1990 and 1991).

3.3 Substitution Possibilities in the Market for Salmon

The quality of the different species of salmon differs a great deal, and there are many

different views on which products belong to the same market segment. Atlantic

salmon is generally regarded as the highest quality. Pacific salmon is sometimes

divided into two groups; high-value and low-value salmon. Different relationships

may exist between the products in the different groups. Other seafood products, both

white fish and crustaceans, may also be substitutes for salmon or some product

forms/species of salmon. We will here first comment on the relationships between the

different species of salmon, and particularly on the division of Pacific salmon into

high- and low-valued species.

In Figure 3.1, the real pnces of the different salmon species are shown usmg

Norwegian export data for farmed Atlantic salmon and data from the Fisheries of the

United States for the Pacific species. There is no doubt that Atlantic salmon

77
I1\TlnInlllB'i1 Nor,es Baadelahøl'kole~.,jIljllj lifmI Bihlloteke&



commands the highest price. Note however, that the price of farmed Atlantic salmon

has decreased relative to the other species during the 1980s. This may be explained by

the large increase in the supply of farmed salmon. It must also be noted that from

around 1985, there has existed a separate market for wild-caught Atlantic salmon,

which commands a higher price than farmed Atlantic salmon.
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Figure 3.1. Real prices of different salmon species 1981-1990. Prices in real USD

(1990=1).

There exists some disagreement in the literature on which Pacific species are

reasonably viewed as close substitutes to Atlantic salmon. Bjørndal and Salvanes

(1992) argue that chinook and coho are the Pacific species most similar in quality to

Atlantic salmon, and accordingly the Pacific species most likely to be close substitutes

for Atlantic salmon. An aggregate of high-valued salmon containing chinook and

coho has also been used as a substitute price when modelling the demand for farmed
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Atlantic salmon (e.g. DeVoretz and Salvanes, 1993). However, as may be seen in

Figure 3.1, also sockeye is clearly a high-valued species, and has actually commanded

a higher price than coho from 1985 on. Herrmann and Lin (1988) and Herrmann,

Mittelhammer and Lin (1993) therefore used an aggregate of high-valued salmon

containing chinook, coho and sockeye as substitute for farmed salmon.! In some

studies, only the highest valued Pacific species, chinook, is used as the substitute for

farmed salmon (e.g. Herrmann and Lin, 1988). There is no disagreement about

categorising chum and pink as low-valued salmon.

One explanation as to why sockeye, which according to Figure 3.1 clearly belongs to

the high-valued species, is not treated as a close substitute to Atlantic salmon may be

that it traditionally has been canned while chinook and coho have been consumed

fresh. However, this has changed a great deal over the last decades as the share of

sockeye being canned has declined as better processing opportunities have become

available. Sockeye is now increasingly marketed as fresh or frozen (Bjørndal, 1990).

Another reason for not treating sockeye as a close substitute to Atlantic salmon, in

particular when considering regional markets (i.e., the EU or the US), is that most

sockeye is consumed in Japan. Also chum and pink were traditionally canned, but

here also fresh and frozen product forms become more important, although these

species still are canned to a large extent.

The question of whether sockeye is a close substitute for Atlantic salmon may be

important. From Table 3.2, one can see that the quantity of landed sockeye is about

two and one half times that of chinook and coho together. Hence, while farmed

salmon production is much larger than the supply of high-valued Pacific salmon if

high-valued Pacific salmon is taken to be only chinook and coho, the supply of high-

valued Pacific salmon has been larger than farmed salmon for most of the last decade

I It should here be noted that there are regional differences in preferences with respect to the different
Pacific species. In particular, sockeye is very well regarded in Japan, while coho is preferred to
sockeye in the United States.
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if sockeye is included. As sockeye mostly is consumed in Japan, while the other high-

valued species are preferred in the European Union and the United States, the question

whether sockeye is a close substitute to Atlantic salmon also depends on whether

there exist separate regional salmon markets or one world market.

Viewing the price movements in Figure 3.1, one might also question the division of

Pacific salmon into different subgroups. The relationship between the prices of Pacific

species seems to be quite stable, and the prices seem to move along the same paths,

although volatility is greater for the high-valued species. Except for the downward

trend, the price of farmed Atlantic salmon also seems to have moved with the other

prices. This is particularly true in the last period covered by the figure. This might

indicate that all salmon species belong to the same market, even though' the

relationship can be closer for species with fairly equal price levels. Note however that

as long as the different salmon species are not perfect substitutes, one must expect

some differences also in the price paths of the different species, as the quantity

available of each species differs each year. In particular for wild salmon there are

large fluctuations in the quantity available each year because of different strengths in

the salmon runs.

Many studies are also using an aggregate of all salmon or product forms thereof (Bird,

1986; Wessells and Wilen, 1993; 1994; Asche, Salvanes and Steen, 1994).2 From

Figure 3.1, this may be reasonable as the relationship between the prices of the Pacific

species seems to be quite stable, although volatility is greater for the high-valued

species. Except for the downward trend, the price of farmed Atlantic salmon seems to

have the same movements as the other prices.' When other species of salmon cannot

be used as substitutes, other species of fish or crustaceans are used. In addition, beef,

2 Wessells and Wilen (1993; 1994) consider two product forms of salmon, fresh and salted, in Japan.
Asche, Salvanes and Steen (1994) also consider two product forms, fresh and frozen, in the European
Union.
3 A problem with an all salmon aggregate is, of course, that the composition of the aggregate differs
between observations as the quantity available of the different species changes.
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pork and poultry have also been tried (Bird, 1986). All these possible substitutes are

chosen on a prori assumptions. Recently, there have been market delineation tests

which may question some of the substitutes in the European Union. Steen (1994)

finds that fresh, frozen and smoked salmon compete in the same market segment and

Asche, Salvanes and Steen (1994) indicate that a crustaceans aggregate may belong to

this market segment However, Gordon, Salvanes and Atkins (1993) conclude that

salmon does not belong to the same market segment as cod and turbot. This also

implies that it is unlikely that other medium and low-valued species of white fish

belong to the same market segment as salmon.

An interesting question when considering the substitution possibilities in the salmon

market, is when do the product forms compete. Salmon is consumed as an appetiser or

at lunch tables in its smoked form, or as a main dish based on the fresh or frozen

product form. It therefore seems unlikely that fresh and frozen salmon compete with

smoked salmon in their final uses. However, fresh and frozen salmon are the main

inputs for the smoking industry, and one would therefore expect a close connection

between the import prices (and farm gate prices in salmon producing countries) of

fresh and frozen salmon and smoked salmon if the smoking industry is competitive.

Hence, at this market level, fresh and frozen salmon imported as an input for the

smoking industry clearly competes with imports of smoked salmon. As most of the

Pacific salmon imports to Europe are frozen, Pacific salmon is probably a weaker

substitute for fresh farmed salmon than for frozen farmed salmon. Different types of

white fish are on the other hand mostly consumed as main dishes, and are therefore

probably stronger substitutes for fresh than for frozen and smoked salmon.

3.4. Market Structure

The structure of the salmon market has received a lot of attention. In particular, the

question of whether some of the suppliers of farmed salmon have market power, at

least in some markets, has been raised. Many people in the industry hold this view.
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Several authors have also argued that this is the case, and that it is reasonable to treat

Norway and Scotland as units (DeVoretz and Salvanes, 1988; Herrmann and Lin,

1988). Norway especially, with its large market share for farmed salmon may have

market power potential if acting as a unit. Scotland may also have a degree of market

power if the market for fresh salmon in the European Union is viewed as a separate

market (see Tables 3.5, 3.6 and 3.7 for total imports in the European Union and for

imports fromNorway and Scotland for fresh, frozen and smoked salmon).

In Scotland, the industry is fairly concentrated, while in Norway access to the industry

and the size of each farm is regulated by the government. In both countries the

farmers are organised. In Scotland, this is voluntary. Itwas mandatory until the end of

1991 in Norway, where the Fish Farmers Sales Organisation (Fiskeoppdretternes

Salgslag (FOS)), had an exclusive right to administer the farmgate sales and also

provided generic marketing for Norwegian salmon.4 The FOS did not have the

authority to disallow any sales, but all buyers had to be licensed, and the FOS could

remove the licence if the buyer did not abide by its rules. The FOS gained information

about the buyers' activities by having access to their accounts and by collecting

payment from buyers for the farmers. The main reason the Norwegian government

gave the FOS its powers was to ensure a balanced development of the industry. The

government used licensing of farms as a tool in regional policy to promote growth in

remote areas.

The ability to set a minimum price for farmgate sales, combined with the fact that

Norwegian farmers provided more than 40% of the world supply of farmed salmon

and 50% of Atlantic salmon, may well indicate ,that the FOS thought it had market

4 The FOS organised advertising campaigns and set quality standards. The Norwegian Superior salmon
designation was introduced by the FOS as they divided Norwgian salmon into three quality classes;
superior, ordinary and production.
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power.i Others seem to have shared this view. As late as June 1992, the Commission

in the European Union condemned the Norwegian and Scottish producers for price

collusion (Steen, 1994).

However, there are those who argue against the proposition that the FOS, and its

Scottish counterpart, had any market power. This view is taken by Bjørndal and

Schwindt (1988) and Bjørndal and Salvanes (199Sa). The main argument advanced is

that farmed salmon cannot be viewed as a market on its own. Farmed salmon has

many substitutes, most notably wild-caught salmon, as farmed salmon provides only a

limited part of total world supply of salmon. Other seafood products may also be

substitutes for salmon.

Neither producers nor consumers have preferred trading partners and the producer

organisations may not have the opportunity to restrict the actions of the individual

farmers. The fact is that the minimum price was a nonbinding constraint throughout

the 1980s as salmon was traded at prices above the minimum level during that period.

In recent studies, there does not seem to be any empirical evidence indicating that the

European salmon market is not competitive (DeVoretz and Salvanes, 1993; Steen,

1994; Asche, Salvanes and Steen, 1994). Although these results do not necessarily

generalise to other salmon markets, it seems that at least the European salmon market

is competitive.

As a postscript it should be noted that there was strong downward pressure on the

price of salmon in the period 1989-1991 due to increased production of farmed

salmon and record landings of wild Pacific salmon. To stabilise price, the FOS

initiated a large freezing programme in 1990, and in the period 1990-91, about 88,000

tons of salmon were frozen. However, the FOS did not succeed in stabilising the price

5 It should be noted that the market shares for Norwegian farmers early in the 1980s were significantly
higher than the 40% and 50% used here. These are the percentages in 1992, when Norwegian farmers
had their lowest market share ever (see Table 3.3).
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and a huge inventory of frozen salmon, together with low prices, forced the FOS into

bankruptcy in November 1991.

The largest quantities of Pacific salmon, particularly chum, pink and sockeye, are

landed in late summer and fall when the large salmon runs occur." Because of this,

there has been some speculation that producers of farmed salmon, and in particular

Norway, may have market power on a seasonal basis (DeVoretz and Salvanes, 1993;

Steen, 1994). However, there exists only weak, and not statistically significant

evidence in that direction. Accordingly, it does not seem likely that producers are able

to exploit the seasonality of the salmon runs to gain market power in periods. Itmust

also be noted that frozen Pacific salmon and small quantities of fresh chinook and

coho are available all year along together with other types of seafood. This should

limit the opportunity to exploit market power. It should also be noted that in Alaska,

there have been allegations that Japanese purchasers and Alaskan processors had

monopsony power to some extent after 1988, which was used to keep prices low.

Some trade barriers also exist in the salmon market. The European Union charges a

duty on all salmon imports from outside the Union. The duty is fairly low, 2%, for

fresh or frozen salmon, whole or filets. However, there is a large smoking industry in

in the European Union countries (particularly in France, Denmark and Germany)

which is protected by a 13% duty on imports of smoked salmon. In periods of low

salmon prices, Scottish and Irish farmers actively lobby for higher trade barriers on

salmon from outside the European Union. Such trade barriers have not yet been

implemented, but may become a problem in the future for producers outside the

Union. In November 1991, European Union producers received some protection as a

minimum price was implemented for a limited period, although at a fairly low level,

on salmon imports 'into the European Union. Minumum prices have also been

6 Some runs occur in the spring. Most of the spring runs are chinook, which because of this, also is
known as spring salmon. There are also spring runs of chum.
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implemented several times after this. However, the European smoking industry gives

the outside producers some defence, as these processors are interested in an

inexpensive input. On April 16, 1991, following dumping charges from domestic

producers, the United States was effectively closing that market to Norwegian

producers as Norwegian imports now face a high tariff, on average 26 percent, but

depending on firm.

3.5. The Demand for Salmon

The most important markets for salmon are the European Union, Japan and the United

States. Japan is the world's largest consumer of seafood, and although it produces

significant quantities of salmon domestically, Japan also imports large quantities. The

imported salmon are mostly wild-caught salmon from Canada and the United States,

but farmed salmon are becoming increasingly important. This is particularly true for

the Pacific rim producers in Australia, Canada, Chile and New Zealand, but

increasingly also for European producers, in particular Norway. A survey of the

Japanese market may be found in Wessells (1990).

The market in the United States is mostly own-supplied by wild-caught Pacific

salmon, but imported farmed salmon has gained access to some market segments such

as the restaurant sector, but also supermarkets, particularly on the east coast. The

advantage with farmed salmon is that it is a high-quality product and there is some

degree"of delivery reliability. This market was important to Norwegian farmers in the

last half of the eighties with over 20% of Norwegian exports in some years. However,

the high levy that was imposed on Norwegian salmon in April 1991, closed this

market for Norwegian farmers. This market is today supplied by Canadian, Chilean

and domestically produced farmed salmon. A briefreview of the development of U.S.

imports offresh salmon can be found in Anderson (1992).
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The European market is the most important for farmed Atlantic salmon. In other parts

of the world farmed salmon is used almost exclusively in the high quality, high valued

fresh market. In Europe farmed salmon is also used in lower valued processed product

forms. However, until the last half of the 1980s, fresh salmon was regarded as an

upscale product consumed in restaurants, and farmed salmon was produced for this

market. Historically, the European countries with large smoking industries used the

cheaper frozen Pacific salmon as the main input. However, this situation has changed.

Now the European smoking industry buys most of the frozen farmed salmon and also

significant quantities of fresh farmed salmon. Farmed salmon has also gained access

in new markets such as the supermarkets. Tables 3.5, 3.6 and 3.7 show imports of

salmon into the European Union for the three product forms fresh, frozen and smoked

salmon. As can be seen, there has been a tremendous growth in imports for all product

forms. Note that fresh salmon has overtaken frozen salmon as the most important

product form. It should also be noted that re-exports are excluded from the data, as

discussed in Section 3.7.7

Some of the explanation for the strong position for farmed salmon is that in Europe,

transportation costs work in favour of farmed salmon as much of the farmed salmon is

produced in Europe (see Table 3.3), while most of the wild salmon is landed in the

Pacific. Also, as may be seen from Figure 3.1, the price offarmed Atlantic salmon has

recently declined relative to the Pacific species, making farmed salmon more

competitive. The effect of the cheaper and more available farmed salmon can be seen

in the market shares in Europe for Canada and the United States, the main exporters of

Pacific salmon. The combined market share of Canada and the United States was

about 60% of all salmon in the early 1980s, while in 1992 it was under 10%. For their

major product form, frozen salmon, the market share was reduced from about 75% in

the early 1980s to about 40% in 1992. It should be noted that the market in Europe

7 This is the major reason for the deviations from the numbers reported in Steen (1994), who used the
same data source, but also counted re-exports.
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has increased dramatically from 1981 to 1992, so the lost market share does not

reflect a decrease in quantity of salmon fromNorth America.

Denmark has gained a special position in the European salmon market as a broker for

salmon (Bjørndal and Salvanes, 1992). Denmark is the second largest importer of

salmon in Europe, after France. However, most of this salmon is re-exported to other

countries inside the European Union. Although a substantial part is re-exported

without any processing (40% in the late 1980s (Bjørndal et al., 1990)), there has

emerged a large Danish processing industry. Most of the processing is smoking

(Bjørndal et al., 1990). The emergence of this industry can be explained by the

different duties on fresh and frozen salmon (2%) and smoked salmon (13%) imported

into the European Union. Recently, there has also emerged an export oriented

smoking industry in the United Kingdom. However, it is based on domestically

produced salmon and the export quantities are small compared to Denmark.

In several European countries, there is a significant salmon processing industry. The

most common processing activity by far is smoking, especially in France and

Germany, as well as Denmark. Smoked salmon processed inside the European Union

is traded in fairly large quantities between the members of the Union, but only

Denmark and the United Kingdom are net exporters (Bjørndal et al., 1990). In France,

the largest importer of salmon in Europe, the smoking industry purchases almost 50%

of all salmon imports (Monfort, 1988). The smoking industry purchases almost all

frozen salmon imports, as well as significant quantities of fresh salmon. As noted

above, the smoking industry is also protected by a much higher import duty (13%)

than fresh and frozen salmon (2%). Imports of smoked salmon from outside the

European Union mostly is a speciality, and the quantity imported is small. The

European Union imported on average seven times as much frozen as smoked salmon

each year in the period 1981-1992.
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3.6 Demand Studies

The demand for salmon, or product forms thereof, has been studied extensively in the

economics literature. Until the early 1980s, the attention was directed toward the

demand for canned salmon, the principal product form made from the Pacific salmon.

As canned salmon is not considered in this dissertation, this literature will not be

reviewed here. An excellent survey may be found in Herrmann (1990, eh. 3). 8

It must be noted that the studies reviewed cover many different markets usmg

different model specifications over different time periods. One must therefore be

careful when comparing results, as the results from each study are directly applicable

only for the market being studied over the period covered by the data set. Note also,

that depending on the model specification, different measures of income/expenditure

are used. While one might argue in all cases that the measure used is compatible with

some weak separability assumption, these weak separability assumptions need not be

compatible.

DeVoretz (1982) was the first to study the demand for product forms other than

canned salmon when he estimated a demand function for an aggregate of Canadian

fresh and frozen salmon.9 Kabir and Ridler (1984) also considered the demand for

fresh and frozen salmon, but only for Canadian Atlantic salmon. Kabir and Ridler's

study was probably the first motivated by the emergence of farmed salmon as it

became a traded commodity around 1980, even though the quantity was minor

compared with the quantities traded today. Bird (1986) estimated the total world

demand for salmon.

8 This dissertation focuses on market structure, and approaches using market research techniques will
not be considered here. Ifthis is ofinterest, see Wessells and Anderson (1992) and references therein.
9 DeVoretz (1982) also estimates the demand for Canadian canned salmon.
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Table 3.8. Estimated elasticities from demand studies of salmon

Market! Time Data Ownp. Crossp. Substitute Exp./Inc Author
Dep. var. horiz. period Elast. Elast Elast.
Canada! LR 1948/ -8.33 2.38 Tuna 2.04 DeVoretz (1982)
All 1976
Canada! LR 1955/ -13.51 5.12 Kabir and Ridler
Fresh 1981 (1984)
Canada! LR 1955/ -10.00 - 3.83
Fresh 1981
World SR 1958/ -2.15 0.22 Tuna 10.29 Bird (1986)
All 1982
World LR 1958/ -0.88 0.81 Tuna 0.33
All 1982
USAf LR jan83/ -1.97 0.56 Pacific 4.51 Herrmann and Lin
Norw. s. mar87 salmon (1988)
EU/ LR jan83/ -1.83 0.37 Pacific 2.73
Norw. s. mar87 salmon
France/ SR jan81/ -1.06 1.07 High. val. 1.88 Bjørndal,Salvanes,
Norw. s. jun90 fish. Andreassen (1992)
France/ LR jan81/ -1.30 1.31 High. val. 2.30
Norw. s. jun90 fish.
USAf LR jan85/ -2.89 Bjørndal, Gordon
Norw. s. dec88 and Singh (1993)
World LR jan83/ -2.38 0.95 Pacific 2.11 DeVoretz and
Norw. s. dec88 Salmon Salvanes (1993)
USAf LR 1.q.83/ -1.350 0.448 Pacific s. 3.279 Herrmann,
Norw. s. 4.q.88 High. val. Mittelhammer and
EU/ LR 1.q.82/ -1.941 0.354 Pacific s. 2.589 Lin (1993)
Norw. s. 4.q.88 High. val.
Japan! LR 1.q.83/ -2.282 2.589 Pacific s. 3.681
Norw. s. 4.q.88 High. val.
EU/ LR 1.q.82/ -1.883 1.395 Pacific s. 2.454
Pac.high 4.q.88 Low. val.
EU/ LR 1.q.82/ -1.160 0.342 Pacific s. 0.608
Pac.low 4.q.88 High. val.
Japan! LR l.q.83/ -3.019 2.557 Pacific s. 2.958
Pac.high 4.q.88 Low. val.
Japan! LR 1.q.83/ -1.918 2.713 Pacific s. 1.720
Pac.low 4.q.88 High. val.
Japan(s)/ LR jan80/ -2.11 1.10 Wessells and
Fresh s. dec89 Wilen (1993)
Japan(n) LR jan80/ -1.21 1.09
Fresh s. dec89
Spain! SR jan85/ -1.06 3.28 Bjørndal, Gordon,
Norw. dec89 Salvanes (1994)

92



salmon LR jan85/ -1.78 5.51
dec89

Italy SR jan85/ -0.66 0.69 High. val. 7.22 Bjørndal, Gordon,
Norw. dec89 white fish Salvanes (1994)
salmon LR jan85/ -1.27 1.34 High. val. 13.85

dec89 white fish
Japan! LR jan80/ -1.28 1.29 Wessells and
Fresh s. dec89 Wilen (1994)
Japan(s) LR jan80/ -2.21 1.09
Fresh. dec89
Japan(n) LR jan80/ -1.19 1.08
Fresh dec89
EU/ LR jan811 -3.728 1.373 Frozen s. 0.239 Asche, Salvanes
Fresh dec92 and Steen (1994)
EU/ LR jan811 -2.569 2.757 Fresh s. 0.454
Frozen dec92

LR=long run 10SR=short run

Following growth in farmed salmon production, a number of studies of demand for

both farmed and wild-caught salmon appeared in the late 1980s and early 1990s

(Herrmann and Lin; 1988; Bjørndal, Gordon and Salvanes, 1992; Bjørndal, Salvanes

and Andreassen, 1992; Herrmann, Mittelhammer and Lin, 1992; 1993; Bjørndal,

Gordon and Singh, 1993; DeVoretz and Salvanes, 1993; Wessells and Wilen 1993;

1994; Bjørndal, Gordon and Salvanes, 1994; Asche, Salvanes and Steen, 1994). An

overview of the results from the studies is given in Table 3.8.11 In several of the

studies results from alternative specifications are reported. From these studies only

one model (the one preferred by the authors ifthis is indicated) is reported here. In the

studies where a system containing many goods is estimated (Wessells and Wilen,

10 There is some disagreement in the literature of what is a long-run relationship. I take the stand held
in the time series literature (e.g. Banerjee et al., 1993),.in regarding a static model as a long-run
relationship. The static model is regarded as a long-run relationship because it is implicitly assumed
that the adjustment after, for example, a price change is instantaneous. When the data series is
nonstationary, a static regression also provides the parameters in the cointegration vector provided that
the data series indeed form a long-run relationship. For a model to provide a short-run relationship, the
model must be dynamic, as it is only in this case that further adjustment will take place in the following
periods.
Il The results from Herrmann, Mittelhammer and Lin (1992) are excluded as they only report
elasticities for Japan for each month.
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1993; 1994; Asche, Salvanes and Steen, 1994), only the salmon categories relevant to

this dissertation are reported. There also exists a substantial literature concerned with

the demand for salmon in unpublished working papers. With a few exceptions, there

will be no attempt to cover this literature here.

The market studied, the aggregation level of the data, and the model specification vary

a great deal in the different studies. In the early studies (DeVoretz, 1982; Kabir and

Ridler, 1984; Bird, 1986), price dependent models were preferred as wild-caught

salmon was the subject of interest.12 In the more recent studies where the interest is

mostlyon farmed salmon, quantity dependent models, possibly estimated with

instrumental variables (IV) procedures to control for simultaneity, have been

preferred. Most of these studies specify single equation demand functions. Recently

Wessells and Wilen (1993; 1994) and Asche, Salvanes and Steen (1994) have used

system specifications.

With some exceptions, little attention has been paid to dynamics. Bird (1986) and

Asche, Salvanes and Steen (1994) use error correction representations based on the

Bårdsen transformation (Bårdsen, 1989). Simpler dynamics are also introduced in

some of the studies. Bjørndal, Salvanes and Andreassen (1992) and Bjørndal, Gordon

and Salvanes (1994) use a habit formation model and Wessells and Wilen (1993;

1994) use a model with autoregressive errors.

There has been some discussion on whether it is reasonable to assume that prices are

predetermined in the quantity dependent specifications. Herrmann and Lin (1988) and

Herrmann, Mittelhammer and Lin (1992; 1993) implicitly assume that prices are not

predetermined and estimate their demand equation with IV procedures. Bjørndal,

Salvanes and Andreassen (1992), Bjørndal, Gordon and Singh (1993), Bjørndal,

12 DeVoretz (1982) reports the results from a price dependent model, but also reports that he has
estimated a simultaneous equation model.
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Gordon and Salvanes (1994) and Wessells and Wilen (1993; 1994) assume that prices

are predetermined, as the demand equations are estimated without any supply shifters

as instruments. DeVoretz and Salvanes (1993) and Asche, Salvanes and Steen (1994)

test the assumption of predetermined prices using a Hausman test. In both cases the

hypothesis of predetermined prices cannot be rejected, and predetermined prices

therefore seem to be a plausible assumption. However, the results are directly

applicable only for the markets being studied over the period covered by the data set.

Hence, one must be careful if one wishes to generalise this result. In particular, note

that only the demand for farmed salmon is studied by DeVoretz and Salvanes (1993)

and only the European market, where farmed salmon dominates, is studied by Asche,

Salvanes and Steen (1994).

Although the results differ a great deal, some general conclusions can be drawn. The

studied categories of salmon seem to be own-price elastic. The only exceptions are

Bird's (1986) long-run elasticity and Bjørndal, Gordon and Salvanes' (1994) short run

elasticity in Spain. However, with the exception of Asche, Salvanes and Steen (1994),

the magnitude of the elasticities seem to be lower in the markets where farmed salmon

has a strong position. In most markets, salmon seems to have substitutes and salmon

seems to be expenditure elastic. However, in the studies using system specifications

(Wessells and Wilen, 1993; 1994; Asche, Salvanes and Steen, 1994), which are

theoretically consistent, the expenditure elasticities are notably lower and, in the last

case, also inelastic.

3.7 The Data Set

The data sets used in this dissertation consist of import data to the European Union for

three product forms of salmon. The data sets originate from Eurostat via the

Norwegian Seafood Export Council in Tromsø (the exact product categories are given

in section 3.7.1). The raw data sets consist of the cumulative total import value in

ECU and total imported quantity in metric tons, to all countries in the European Union
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for the three product forms fresh, frozen and smoked salmon, on a monthly basis from

January 1981 to December 1990, and monthly import value and quantity from January

1991 to December 1992.13,14 This gives 144 observations. These data series are

aggregated over the countries in the European Union to obtain data for the European

Union.

A problem with the data set is that all observations are missing in nine months in the

period 1981-85, because the data tapes for these months are missing from Eurostat.ls

To reduce this problem to two missing observations, the data are aggregated to a

quarterly level in the chapters where the long-run properties of demand is the focus of

interest. This gives 48 observations. We will not lose any long-run information on the

demand for salmon in this process, only short-run seasonality. This leaves two

remaining missing observations are the first quarter (March) of 1982 and the fourth

quarter (December) of 1984 in this data set. The missing observations are filled by

interpolation.

As noted, both Scotland and Ireland produce farmed salmon and Denmark has a

significant re-export of salmon. There is also a large smoking industry in several of

the member countries in the European Union. This may cause problems in the

analyses. The import data do not provide any information about salmon produced and

consumed domestically in the United Kingdom and Ireland. However, the United

Kingdom and Ireland, which are the only countries producing salmon in the European

Union, produce a fairly small share of the total supply of salmon in the European

Union (under 10% in most of the period 1981-1992), and the part that is exported is

accounted for in the data set. Since between 40% and 50% of the Scottish and even

13 The data are cumulative only until 1990. From then on the monthly imported values and quantities
are registered.
14 The Norwegian Seafood Exports Council also had the tapes available for 1980. However, as
observations in nine of the twelve months were missing, I chose to exclude 1980.
15 The lacking months are: February 81; May 81; November, 81, January 82, January 83, March 83,
May 84, December 84, January 85.
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more of the Irish production is exported, less than 5% of the total salmon supply is left

out of the data set. Hence, the domestic consumption should not cause serious

problems. Re-export between members of the European Union, and particularly in

processed forms, may cause greater problems. If this is included, the re-exported

salmon will be counted twice, first when it is imported as fresh/frozen, and then when

it is re-exported, either in the same product form or as smoked salmon. As the primary

interest in this dissertation is the demand facing Norwegian farmers, exports from the

United Kingdom and Ireland are included in the data. Exports from all other countries

in the European Union are excluded to avoid counting the salmon twice, as these

countries do not have a salmon aquaculture industry.

3.7.1 Data Description and Variable Definition

The data sets were extracted from Eurostat's COMTEX data base's Chapter 3; Fish

and Crustaceans, Molluscs and other aquatic invertebrates. Prior to 1988 fresh salmon

was registered as one aggregated product; No. 030103 Fresh or chilled Pacific salmon

(Oncorhyncus SSP), Atlantic salmon (Salmon Salar) and Danube Salmon (Hucho

Hueho). In 1988 a new nomenclature and new categories were introduced. The fresh

salmon category was then disaggregated into no. 03021200, Fresh or chilled salmon

and no. 03041013, Fresh or chilled fillets of salmon. Hence, to ensure compatibility

with the data until 1988, these two groups were aggregated into one. A parallel

harmonisation was done for frozen salmon. Prior to 1988 frozen salmon was in the

category no. 030104 Frozen Pacific salmon (Oncorhyncus SSP), Atlantic salmon

(Salmon Salar) and Danube Salmon (Hucho Hueho). From 1988 this was

disaggregated into three categories, no. 03031000 frozen Pacific salmon, no.

03032200 frozen Atlantic salmon and no. 03042012 frozen fillets of all salmon. Here,

these groups are also reaggregated for the years 1988-92 in the data set. The smoked

salmon category changed code in the nomenclature from no. 030233 to no. 03054100,

while retaining the definition Smoked Pacific salmon (Oncorhyncus SSP), Atlantic

salmon (Salmon Salar) and Danube Salmon (Hucho Hueho).
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The product categories used by Eurostat limits the possible disaggregation. In

particular, it is not possible to separate Pacific and Atlantic salmon and the different

species of Pacific salmon (chinook, chum, coho, pink and sockeye), or separate the

product forms into more disaggregated product forms. Whole salmon and filets are

not separated until 1988, disallowing disaggregation if one is to keep a sufficiently

long data set for the econometric analysis. These points may cause problems as the

aggregation is not necessarily consistent (see Deaton and Muellbauer (1980, eh. 6) for

a discussion of aggregation issues). In particular, shares of the different salmon

species may differ between periods because of different quantities available, and the

relative price between the species may also differ if they are not perfect substitutes.

The same may be true for the product forms in the frozen salmon category, where

filets constitute a significant share (around 10%) at the end of the sample. This is not a

problem for fresh salmon, where the filets share is stable at around 1%. It should be

noted that these problems are common to most demand studies, and are present to

some extent in all the studies of salmon demand reviewed above.

3.7.2 Seasonality

Seasonality may cause unnecessary noise in the data set, and in the literature on

seasonality it is generally recommended that seasonality is removed if it is not of

particular interest (Sims, 1974; Wallis, 1974; Sims, 1993; Hansen and Sargent, 1993).

As the data sets in this dissertation consist of quarterly data in most chapters, and

information about the long-run properties of salmon demand is the focus in these

chapters, this seasonality will be removed.

The data series for value and quantity for the different products are deseasonalised

using seasonal (quarterly) dummy variables. This procedure is discussed by several

authors, see Frisch and Waugh (1933), Lovell (1963), Jorgenson (1964) and Davidson

and MacKinnon (1993, eh. 19.6). In this approach, each data series is regressed
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against a set of deterministic variables that include appropriate seasonal dummies.

This regression may be written as

(7.1) Yi=DTa+Ds~+E,

where Yi is the raw data series, DT is a vector of deterministic components including

a constant term and possible deterministic trends, Ds is a vector of seasonal dummies,

a and ~ are parameters to be estimated and E is white noise. The deseasonalised data

series are generated purging the original data series of seasonal factors or

(7.2) Yi = Yi - Ds~'

where Yi is the deseasonalised data series. Note that it is only the seasonal factors that

are removed, each data series still contains other deterministic components. This

method of removing deterministic seasonality is relatively common in empirical

works (Osborn et al., 1988; Gordon et al., 1993). There exist more advanced

nonlinear methods of removing seasonality (Osborn et al., 1988; Harvey, 1989), but

the subject will not be pursued further here, as it is beyond the scope of this

dissertation.
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4: A SYSTEM APPROACH TO THE DEMAND

FOR SALMON IN THE EUROPEAN UNION

4.1 Introduetion!

During the last decade there have been a number of studies of salmon demand using

time series data (DeVoretz, 1982; Kabir and Ridler, 1984; Bird, 1986; Herrmann and

Lin, 1988; Bjørndal, Salvanes and Andreassen, 1992; Bjørndal, Gordon and Singh,

1993; DeVoretz and Salvanes, 1993; Herrmann, Mittelhammer and Lin, 1993;

Wessells and Wilen, 1993, 1994).2With the exception of Wessells and Wilen (1993;

1994), a common feature of all these studies is the use of a single equation approach

to the specification of each demand function and a varying degree of attention to the

dynamic properties of the data. Cross-equation interactions between the demand

functions have been ignored together with the time series properties of the data series.

Also, the estimated demand function will be in accordance with economic theory only

under very restrictive assumptions (Deaton and Muellbauer, 1980a, eh. 3). An

approach using a system of demand equations may avoid this problem as the adding

up, homogeneity and symmetry restrictions implied by economic theory are easily

imposed. The lack of attention to the time series properties of the data may also be a

l This chapter also appears as Asche (1996).
2 It should be noted that the demand functions in Herrmann and Lin (1988) and Herrmann,
Mittelhammer and Lin (1993) are parts ofa larger equilibrium model. However, each demand function
is a double log single equation equation and does not allow imposition of adding up, homogeneity and
symmetry restrictions except under very restrictive circumstances (see Deaton and Muellbauer (l980a,
Ch.3)).
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problem, as most economic data series are found to be nonstationary. This may cause

problems with spurious regressions or estimates with nonstandard distributions

(Phillips, 1986; 1991; Engle and Granger, 1987), but may be solved through the

concept of cointegration and a correct estimation technique (Phillips and Hansen,

1990;Hansen, 1992).

We will estimate the demand for fresh, frozen and smoked salmon in the European

Union for the period 1984-1992 using the almost ideal demand system (AIDS) of

Deaton and Muellbauer (1980b). Byestimating this system, we will obtain better

knowledge of the relationship between the three most important high-valued product

forms of salmon.' It is expected that this analysis will confirm that fresh and frozen

salmon are substitutes, but it will also provide some new information. In particular,

the above mentioned studies do not provide any information about smoked salmon,

and little information about frozen salmon. Expenditure elasticities for the three

different product forms will also be of interest.

The data series are all found to be nonstationary, but cointegrated. The Fully Modified

Least Squares (FMLS) estimator of Phillips and Hansen (1990) will therefore be

utilised. This estimator is obtained by nonparameterically correcting the ordinary least

squares (OLS) estimates for both impacts from unit root distributions and

autocorrelation. The FMLS estimator has earlier been utilised to estimate an almost

ideal demand system system by Chambers (1993) on aggregate consumption data. We

will follow his approach, but will in addition take care of possible drifts in the

3 By restricting attention to high-valued salmon, canned salmon is excluded since it is primarily
produced from lower quality Pacific salmon.
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nonstationary data series and the equilibrium relationships as suggested by Hansen

(1992).

This chapter will be organised as follows. In Section 4.2, we will explore the time

series properties of the data using an Augmented Dickey-Fuller test (Dickey and

Fuller, 1979; 1981) and present the basic almost ideal demand system to test for

cointegration. In Section 4.3, the FMLS estimator will be presented. The empirical

results are presented in Section 4.4, before some concluding remarks are given in

Section 4.5.

4.2 Data and Model Formulation

The data set consists of import data from the European Union's trade statistics,

Eurostat, and was made available for this study by the Norwegian Seafood Export

Council in Tromsø (see Chapter 3.7). The data set contains deseasonalised data series

on value and quantity of quarterly imports to the European Union of fresh, frozen and

smoked salmon for the period 1984(1)-1992(4).4,5 The deseasonalisation of the data

series is done as described by Jorgensen (1964), by removing deterministic

seasonality with quarterly dummy variables. Real values were obtained using OECD's

consumer price index for the European Union. To analyse the time series properties of

the data series, Augmented Dickey-Fuller tests (Dickey and Fuller, 1979; 1981) were

undertaken for each of the price and expenditure share series and on total expenditure

on the three goods. The results are presented in Table 4.1.6 The null hypothesis of a

4 This leaves a slight bias in the data set as national consumption is not included for the producing
countries inside the Union. Inside the European Union, only the UK and Ireland are producing salmon,
and as the domestic consumption of salmon in these two countries is small compared to the total
demand in the European Union, the error this introduces in the data is small. See also the discussion in
Chapter 3,7,
5 The data set used in this paper is three years shorter than the data sets used in the other chapters in
this dissertation, This is because this chapter was the first to be written, and it was written before the
final data sets were ready, As the paper is published in Asche (1996) in this form, I chose to present
these results here. However, the results are not significantly altered by using the full data sets. The
uncorrected Stone price index is used in the almost ideal demand system here for the same reason,
6 All estimation and tests in this chapter were done with the econometric software package Shazam
(White, 1978).
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unit root can not be rejected for any of the data series at a 10% significance level. We

will therefore proceed under the assumption that all the data series contain a unit root.

Table 4.1. Unit root tests

Variable Test Statistic Number of lags

Fresh salmon price -0.711 1

Frozen salmon price -1.024 O

Smoked salmon price -0.467 O

Fresh salmon share -0.741 1

Frozen salmon share -2.211 3

Smoked salmon share -1.026 3

Expenditure -0.293 2

Critical value is -2.93 at a 5% level and -2.60 at a 10% level (Fuller, 1976).

We will estimate the system of demand functions using the almost ideal demand

system system of Deaton and Muellbauer (1980b)J Each equation in the demand

system may be written as;

(1) wit = ai + aiTt +L 'Y ij lnpjl + ~i In(X, / p,),
j

where Wit is the budget share of the ith good in period t, t is a linear time trend, Pit is

the price of the jth good, Xt is total expenditure on all the goods in the system and InP t

is a price index, here approximated by a Stone price index, In P, = Li wit InPit, to

keep the demand equations linear.

7 Several issues regarding the specification of the system, as derived demand, weak separability and
simultaneity need a discussion. As these issues appears in a parallel fashion in Chapter 5, I refer to the
discussion there.
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To be in accordance with economic theory, the parameters of the demand equations

must satisfy the following restrictions;

Adding up:
; ;

Homogeneity: LY ij = Oand
j

Symmetry: Y ij = Y F> i '¢ j.

The adding up condition is satisfied by the construction of the data, while the

homogeneity and symmetry restriction must be imposed on the estimated parameters."

As the budget shares sum to unity the covariance matrix of the demand system is

singular. To avoid this problem one equation must be deleted. The system is invariant

to which equation is deleted and the parameters of the deleted equation may be

retrieved using the adding up conditions (Barten, 1969).

As the data series are nonstationary, before we proceed we must confirm that they are

cointegrated, i.e., form a long-run relationship, to avoid spurious regression problems

(Engle and Granger, 1987). This is done as suggested by Engle and Granger by testing

the residuals from the demand system for stationarity using the Augmented Dickey-

Fuller test. The null hypothesis of a unit root corresponds to no cointegration, i.e., no

long-run relationship. The results from these tests are presented in Table 4.2. As the

null hypothesis of a unit root is rejected at a 10% significance level for all equations,

we may conclude that the data series in all the demand relationships are cointegrated.

8 Note that the homogeneity restriction is redundant, as no money illusion is already imposed since real
prices are used. However, the results do not change when using nominal prices when the homogeneity
and symmetry restrictions are imposed. As the redundant restriction is used in Asche (1996), the results
are reported in this fashion also here.
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Table 4.2. Cointegration tests

Tested Equation Fresh salmon Frozen salmon Smoked salmon

Test Statistic -4.351 -5.048 -6.284

Critical value is -4.415 at a 5% level and -4.186 at a 10% level (MacKinnon, 1991).

4.3 The Fully Modified Least Squares Estimator

Normal inference is in general not valid when the data series are nonstationary, even if

they are cointegrated. The advantage with the Fully Modified Least Square (FMLS)

estimator (Phillips and Hansen, 1990), is that it removes the nonstandard elements in

the estimated parameters' distributions, yielding estimators where normal inference

theory applies. Also, as an autocorrelation consistent estimate of the covariance

matrix is used in the FMLS estimator, the FMLS estimator will be robust against

short-run dynamics causing autocorrelation.

To discuss the FMLS estimator (Phillips and Hansen, 1990), it is convenient to start

with Phillip's triangular error correction system (Phillips, 1991), but with Hansen's

(1992) modifications to include deterministic components. Let Yt be an-vector 1(1)

process." Ut be a n-vector stationary time series whose long-run covariance matrix is

nonsingular and Zt a vector including a constant term and other possible deterministic

components such as a time trend.!? We partition these vectors into subvectors of

dimension nI and n2with n=nl+n2 and assume that the data generating mechanism for

Yt is the cointegrated system;

9 A data series is said to he integrated of order one or I( 1), if it needs to be differenced once to become
stationary .
10 Note that the vectors of deterministic components in (2) and (3) must not necessarily contain the
same components. The introduction of these vectors of deterministic components is the modification of
Hansen (1992) compared to Phillips and Hansen (1990).
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(3) LlY2t = A2z2t + u2t·
Here B is an nI xn2 matrix of coefficients which together with the coefficients in A l

give the long-run parameters in the system, C = [AI B], and Ult might be thought of

as representing stationary deviations from equilibrium. The coefficients in A2 give

deterministic components such as a drift in the random walks in (3). In the case with

the almost ideal demand system, the vector Ylt corresponds to the budget shares, ZIt to

the constant term and the trend and the vector Y2t to the prices and the expenditure

variable. Let the innovations in (2) and (3), Ut, satisfy the invariance principle
[Tf]

(4) T-1I2 LUt => Ser) == BM(n),

where BM(n) is a vector Brownian motion with covariance matrix n. This will be

true if Ut is iid(O,n) or a strictly stationary and ergodic sequence of martingale

differences with conditional variance matrix n. We partition conformably with y the

covariance matrix 0., that is,

[
0.11 0.12]0.= =L+E>+E>',
0.21 0.22

where L is the contemporaneous correlation, and the limit process S as S' = (S; ,Sn

and defines and the component process

Phillips (1991) shows that the OLS estimator of B in the system given by (2)

generally is distributed as:

T(B - B) => ( A !dSS;)( !S2S;) -I == (!dSI.2S;)( !S2S;)-1

(S)

In general, the limit distribution in (S) is a linear combination of the "unit root"

distribution given by (I~dS2S; Xf~S2S; r and the compound normal distribution

a~dSI.2S; Xf~S2S; r·Similar results are shown by Chambers (1993) in the case

when restrictions are imposed on B. Only if 0.12=0, i.e., Y2t is strictly exogenous, the
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presence of the "unit root" distribution in (5) disappears, and (5) reduces to a normal

distribution. In this case, Ordinary Least Squares (OLS) estimation of (2) is equivalent

to Maximum Likelihood Estimation of (2) and (3) if B is unrestricted. If B is

restricted, as it is in an almost ideal demand system, the Seemingly Unrelated

Regression estimator (SUR) is necessary to obtain Maximum Likelihood Estimates.

The FMLS estimator of Phillips and Hansen (1990) is constructed to correct for the

endogeneity problem (i.e., the unit root element in (5)) which is created if Y2t is not

strictly exogenous. This is important as it gives estimators with standard distributions

such that ordinary inference theory may be applied. The FMLS estimator with

Hansen's modification is given as:

where the dimension of the O-vector is equal to the number of deterministic

components in (2),

A A

and where Qkl and A kl are consistent estimates of the appropriate submatrices of the

covariance matrix Q and A = ~ +0. It is clearly seen that if Q21 =0, the FMLS

estimator collapses to an OLS estimator or SUR estimator depending on whether there

are cross equation restrictions or not. Hence, the FMLS estimator will correct the

problem with unit root elements in the distributions of the estimators if it exists, and

leave the estimators unaltered otherwise.

Phillips and Hansen (1990) used Newey and West's (1987) estimator to obtain a

consistent estimator for the long-run covariance matrix. This estimator may be written

as
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(7)

where k(~Jis a kernel estimator and WT is the bandwidth parameter. Newey and

West based the kernel in their covariance estimator on a Bartlett kernel. However,

Andrews (1991) found this kernel to be inferior to several others, of which a quadratic

spectral kernel was found to be superior. Both Hansen (1992) and Chambers (1993)

consider this kernel and it will be used also here. The kernel is given as

.{67tX)
k x _ [ 25 ] Sl -5 _ coJ 67tX)
()- 127t2x2 ~ " 5

5

(8)

Originally, there were no formal guidelines for choosing the size of the bandwidth

parameter. It was only noted that it must be chosen large enough to control for

possible autocorrelation (Newey and West, 1987). However, Andrews (1991) also

suggested an automatic selection procedure for the bandwidth parameter. This

requires the residuals from the system given by (2) and (3) to be modelled as either n

AR(P) models or one VAR(P) model. The lag length must be selected sufficiently

large to control for autocorrelation. In our case, p=l is sufficient. Let Pi and cri

respectively denote the estimated autoregressive parameter and the error standard

deviation from the ith equation in the system given by (2) and (3). The scalar a may

The bandwidth parameter is then given as (Andrews, 1991):

(lO) WT = 1.3221[Ta]ls .

The bandwith parameter was in our case found to be Wr:1.88.

Note that it is the long-run covariance matrix we obtain an estimate for, and problems

caused by short-run dynamics such as autocorrelation are thereby avoided. Therefore,

this estimator is known in the literature as a heteroscedasticity and autocorrelation
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consistent (HAC) covariance matrix estimator. The FMLS estimator accordingly

corrects both for nonstandard distributions caused by unit roots and autocorrelation.

Note from (S) and (7) that if there is no heteroscedasticity or autocorrelation and no

problems with unit root distributions in (2) and (3), OLS or SUR estimation on (2) are

equal to the FMLS estimates depending on whether there are cross equation

restrictions or not.

4.4 Empirical Results

There is a substantial literature on the demand for salmon using time series data

(DeVoretz, 1982; Kabir and Ridler, 1982; Bird, 1986; Herrmann and Lin, 1988;

Bjørndal, Salvanes and Andreassen 1992; Bjørndal, Gordon and Singh, 1993;

DeVoretz and Salvanes, 1993; Herrmann, Mittelhammer and Lin, 1993; Wessells and

Wilen, 1993; 1994). However, in this literature only the demand for fresh salmon or

an aggregate of salmon is modeled, although demand is sometimes divided into

different subspecies of salmon such as Atlantic and Pacific salmon (e.g. Herrmann

and Lin (1988)).11 Frozen salmon is the only other product form of salmon that is at

times considered, as it is sometimes used as, and found to be a substitute for fresh

salmon.P Fresh salmon or aggregate salmon are mostly found to be strongly own-

price elastic, and a luxury good (i.e., income elastic). However, with exception of

Kabir and Ridler (1984), the demand for frozen and smoked salmon, and the

relationships between these goods have not been modeled earlier to the author's

knowledge.

The data series were found to be nonstationary but cointegrated. Also, the presence of

autocorrelation suggest omitted dynamics. Hence, the almost ideal demand system in

(1) was reestimated with the FMLS estimator. To avoid a singular covariance matrix,

the demand system was estimated without the equation for smoked salmon. The

IIWessells and Wilen (1993; 1994) use two product forms of salmon, an aggregate of fresh and frozen
salmon and salted salmon.
12 Kabir and Ridler (1984) also estimate the demand for wild-caught frozen Atlantic salmon.
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parameter estimates are presented in Table 4.3, and with one exception all parameter

estimates are significantly different from zero, at least at a 10% significance level.P

Uncompensated price elasticities and expenditure elasticities are presented in Table

4.4, and compensated price elasticities are presented in Table 4.5.14

The results are in line with what is usually found in the literature where comparable

results exist. Both the uncompensated and compensated own-price elasticity for fresh

salmon are elastic, and the uncompensated elasticity is also significantly larger than

one. However, the magnitude of the elasticities is lower than what is usually found.

This gives some support to the results of Bjørndal, Salvanes and Andreassen (1992),

who found the own-price elasticity of a salmon aggregate to be barely elastic (-1.3).

The explanation for the low own-price elasticities may be that both the study of

Bjørndal, Salvanes and Andreassen (1992) with a data set containing observations

through June 1990, and this study with a data set with as recent observations as the

last quarter of 1992, capture the impact of increased salmon consumption in Europe

during the late 1980s which the earlier studies are not able to capture (see also Figure

5.1). The own-price elasticities are inelastic for both frozen and smoked salmon, and

both elasticities are not significantly different from zero for frozen salmon. Only the

uncompensated elasticity is significantly different from zero for smoked salmon. This

is reasonable, although there are no comparable results in the literature.

13 It must be noted that the homogeneity and symmetry restrictions that are imposed on the parameter
estimates, are rejected by the data. It should be noted that nominal prices were used in these tests.
14 The elasticities are computed by the formula that Green and Alston (1990) denote as group (iii).
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Table 4.3. Parameter estimates

Equation: Fresh Salmon Frozen Salmon

Variable Parameter St. Dev. Parameter St.Dev.

Constant -1.1747* (0.4704) 4.0851 * (0.5554)

Trend 0.0022 (0.0014) 0.0048* (0.0016)

Fresh price -0.2196* (0.0821) 0.1025** (0.0628)

Frozen price 0.1025** (0.0628) 0.1545* (0.0939)

Smoked price 0.1171* (0.0564) -0.2570* (0.0731)

Expenditure 0.1315* (0.0493) -0.3365* (0.0579)
*indicates significant at a 5% level and ** indicate significant at a 10% level.

Table 4.4. Uncompensated elasticitiesa,b

Smoked

Fresh Frozen Smoked Expenditure

-1.725* 0.135 0.235** 1.355*

(0.2429) (0.1989) (0.1695) (0.1331)

0.567* -0.277 -0.449* 0.158*

(0.1498) (0.2301) (0.1771) (0.1449)

0.197 -1.491* -0.596* 1.891 *

(0.3382) (0.3213) (0.2547) (0.1005)

Fresh

Frozen

* indicates significant at a 5% level and ** indicates significant at a 10% level.

a Standard deviations are in parentheses.

Yij wj
b llij = - - P i - - 3, 3 = 1 for i = j, 3 = O for i ::1= j ,

Wi Wi
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Table 4.5. Compensated elasticitiesa,b

Fresh Frozen Smoked Expenditure

-1.223* 0.677* 0.546* 1.355*

(0.2220) (0.1698) (0.2454) (0.1331)

0.626* -0.232 -0.413* 0.158

(0.1571) (0.2347) (0.1828) (0.1449)

0.879* -0.717* -0.161 1.891 *

(0.2454) (0.3179) (0.1823) (0.1005)

Fresh

Frozen

Smoked

* indicates significant at a 5% level and * * indicates significant at a 10% level.

a Standard deviations are in parentheses.

b 1')~ = y li +Wj - a, a = 1 for i = j, a = o for i ::I; j ,
w,

As expected, frozen and smoked salmon both appear to be substitutes for fresh

salmon. The compensated cross-price elasticities are all significantly different from

zero, while the uncompensated elasticity for fresh salmon in the equation for frozen

salmon is the only one of these uncompensated cross-price elasticities significantly

different from zero. Frozen and smoked salmon are strong complements, and all these

cross-price elasticities are significantly different from zero. This result is a little

surprising, but it seems reasonable when the fact that frozen salmon is used mostlyas

an input factor in the European smoking industry is taken into consideration. It should

here also be noted that smoked salmon mostly is imported as a specialty, as the EU

import levy is substantially higher on smoked (13%) than on frozen (2%) salmon, and

that the imported quantity of frozen salmon is more than seven times as high as the

import of smoked salmon in the period covered by our data set. This also implies that

the levy is effective as it gives little scope for processing outside the EU. Both fresh
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and smoked salmon appear to be luxury goods, as both expenditure elasticities are

significantly larger than one, while frozen salmon is expenditure inelastic.

4.5 Concluding Remarks

A demand system for fresh, frozen and smoked salmon was estimated with the almost

ideal demand system of Deaton and Muellbauer (1980b). As budget shares, prices and

expenditure in the system were found to be nonstationary but cointegrated, normal

SUR estimation of the demand system might not be appropriate. However, the

problems this might have created, together with possible dynamics, were avoided by

using the Fully Modified Least Squares (FMLS) estimator of Phillips and Hansen

(1990). The empirical results were reasonable, and gave new information about the

demand for frozen and smoked salmon. Both fresh and smoked salmon were found to

be luxury goods, and while both fresh and frozen and fresh and smoked salmon were

substitutes, frozen and smoked salmon are complements. The results also support

Bjørndal, Salvanes and Andreassen (1992) in that all categories of salmon are found

to be less own-price elastic than in many of the other earlier studies. Itmay therefore

seem as if the great increase in salmon consumption in the late 1980s and the

introduction of salmon into new markets such as fast food restaurants and

supermarkets might have caused the demand for salmon to become less elastic.
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5: A LINEAR DYNAMIC DEMAND SYSTEM:

THE DEMAND FOR SALMON IN THE

EUROPEAN UNION

5.1 Introduction

The most general specification used in the literature to model dynamics in demand

systems is the error correction representation suggested by Anderson and Blundell

(1982; 1983; 1984). In Anderson and Blundell's framework, the demand relationships

are specified with the almost ideal demand system (AIDS) of Deaton and Muellbauer

(1980a). A dynamic specification is obtained by adding lagged variables to the model

to account for the dynamics. This gives the demand system the form of an

autoregressive distributed lag model, which subsequently is transformed into an error

correction representation. This framework has been applied in a number of studies and

results indicate that a sufficiently rich dynamic specification is important when

modelling demand relationships (Anderson and Blundell, 1983; 1984; Veall and

Zimmermann, 1986).1 In particular, a correct dynamic specification provides valid

inference as autocorrelation is avoided. Also, the homogeneity and symmetry

restrictions implied by economic theory have not been rejected in any of these

specifications where the dynamics in the system are controlled for. This is in contrast

to many empirical studies using static demand specifications, where such regularity

I The framework has been used more extensively on the producer side, by specifying factor demand
functions derived from a translog production or cost function (see e.g. Anderson and Blundell, 1982).
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conditions generally fail (for a brief review, see Deaton and Muellbauer, 1980b, eh,

3).

A potential difficulty with Anderson and Blundell's specification in applied work is

that the equation system to be estimated is nonlinear. In addition to being

computationally expensive, problems can arise in nonlinear regression because the

parameter estimates may be sensitive to the starting values for the parameters, as the

criterion function may have several local optima (see Davidson and MacKinnon,

1993,p. 44).2 Moreover, because the criterion function may have severallocal optima,

one is never sure, even when different sets of starting values are used, of obtaining the

global optimum. In this paper the Bewley transformation as advocated by Wickens

and Breusch (1988) is used to obtain a linear specification of the demand equations.

The above mentioned problems may then be avoided, as this linear specification gives

a criterion function with a unique optimum.

Berndt and Savin (1975) show that when an autoregressive structure is present in a

singular system of equations, cross equation autocorrelation is also likely, as the

autoregressive structure becomes very restrictive if cross equation autocorrelation is

not allowed for. If cross equation autocorrelation is present but ignored, the

autoregression parameters in each equation must be equal. As the most common

functional forms for demand systems are singular both on the factor side and on the

consumer side (e.g. the translog, the almost ideal and the Rotterdam systems), a test

2 Whether the criterion function is maximised or minimised depends on the estimation technique, i.e.,
whether maximum likelihood, least squares, IV or GMM is used.
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for serial correlation in these specifications should also specify cross equation serial

correlation as a part of the alternative hypothesis. In applied work using demand

system specifications, a Durbin-Watson test is common when any test against

dynamic misspecification is reported. However, as the Durbin-Watson test does not

account for cross equation autocorrelation under the alternative, it may be a weak test

in connection with demand systems. In Section 5.2, we suggest to use the LM test of

Godfrey (1981) in a system of demand equations. Although Godfrey applied the LM

test to a simultaneous equation system, the test is also appropriate for a system of

demand equations as the test allows for cross equation autocorrelation to be specified

as a part of the alternative. As well, the LM test is a test for serial correlation in the

system, not equation by equation like the Durbin-Watson test. In singular systems, the

LM test is invariant to which equation is deleted.

The linear approach to a dynamic specification of a system of demand equations will

be used to estimate the demand equations for three product categories of salmon

(fresh, frozen and smoked) in the European Union using quarterly data for the period

1981-1992. The demand for fresh salmon and an aggregate category of all salmon has

been studied extensively using time series data (DeVoretz, 1982; Kabir and Ridler,

1984; Bird, 1986; Herrmann and Lin, 1988; Bjørndal, 1990; Bjørndal, Salvanes and

Andreassen, 1992; DeVoretz and Salvanes, 1993; Herrmann, Mittelhammer and Lin,

1993; Wessells and Wilen, 1993, 1994; Bjørndal, Gordon and Salvanes, 1994 and

Chapter 4 in this dissertationj.' With the exception of Wessells and Wilen (1993;

3 It should be noted that the demand functions in Herrmann and Lin (1988) and Herrmann et al. (1993)
are parts of a larger equilibrium model. However, each demand function is specified with a single
equation and does not allow imposition of adding up, homogeneity and symmetry restrictions.

129



1994) and Chapter 4, a common feature of all these studies is the use of a single

equation approach to the specification of the demand function.' Cross-equation

interactions between the demand functions such as symmetry have been ignored

together with most dynamic characteristics. Also, single equation demand functions

will be in accordance with economic theory only under restrictive assumptions

(Deaton and Muellbauer, 1980b, ch. 3).5 A system approach to the demand analysis

allows the adding up condition to be imposed and the homogeneity and symmetry

restrictions implied by economic theory to be tested or imposed." Hence, one can

ensure that the estimated demand system is in accordance with economic theory.

As indicated above, dynamic specifications are important to obtain valid inference

when using time series data, and also to obtain specifications in accordance with

economic theory. There are of course several reasons for including dynamics, both

econometric, such as dependencies over time in the data series, and economic (see e.g.

Pollak, 1970), such as habit formation, contractual obligation and imperfect

information that cause adjustment costs which may delay the adjustment toward long-

run equilibrium. Several ofthese issues may be important in this study. Dependencies

over time in our data series are likely, as in all time series. Moreover, the market for

salmon in the European Union has gone through important changes during the last 10-

15 years due to the introduction of farmed salmon. This may indicate that the demand

for salmon periodically has departed from long-run equilibrium. This study deviates

4 Wessells and Wilen (1993; 1994) estimate a Japanese demand system for several seafood products
including fresh and salted salmon, while in Chapter 4 the demand for fresh, frozen and smoked salmon
in the European Union is estimated. .
5 For instance, the budget or adding up restriction will hold only if demand is homothetic.
6 The system approach also leads to more efficient parameter estimation, as more information is
utilised.
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from Wessells and Wilen (1993; 1994) and Chapter 4 in using a more general

dynamic structure, as autoregressive errors are assumed in these studies.

The empirical results obtained in this study may also be of interest, as the above

mentioned studies, with the exception of Chapter 4, do not provide any information

about smoked salmon, and little information about frozen. Knowledge of the demand

for frozen and smoked salmon and the relationships between the three commodities is

accordingly limited.

This chapter is organised as follows. In the next section, an LM test is suggested for

demand system specifications. In Section 5.3, the data set and the almost ideal

demand system are described. In Section 5.4, the dynamic framework and the relation

between the linear specification used in this paper and the error correction

specification of Anderson and Blundell is discussed. The empirical results are

reported in Section 5.5, before concluding remarks are given in Section 5.6.

5.2 Serial Correlation

Consider the following multivariate linear regression model

(l) Y, = IIx, + v, ,

where Yr is an nx 1 vector of dependent variables, TI is an nxk matrix of unknown

parameters, x, is aN kx 1 vector of exogenous variables and v, is an nx 1 vector of

random disturbances. When using time series data, it is well known that in equation

systems where the errors are contemporarily correlated across the equations, serial

correlation may also be present across the equations (Guilkey and Schmidt, 1973).
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This problem persists also in singular equation systems (Berndt and Savin, 1975). The

problem considered by Guilkey and Schmidt (1973) and Berndt and Savin (1975) is

when Vt is generated by the stationary vector stochastic process

(2) VI = RV,_1 + e, ,

where

{
cr.. for t = s

E e. e . = y
( ',I J,J ° for t :;to s

and R is an nxn matrix of unknown parameters. In singular systems, the adding up

condition implies that i'R=k' , where i is a vector of ones (Berndt and Savin, 1975),

such that all the nonzero parameters in R must be equal if R is diagonal. Also, note

that if R=O, (1) reduces to a conventional system of seemingly unrelated regressions.

The possibility that R may not be diagonal is not reflected in the tests for serial

correlation or dynamic misspecification in demand systems used in the literature.

When testing for serial correlation, it is common to test for autocorrelation within

each equation using a Durbin-Watson test, and less frequently a Box-Pierce or Ljung-

Box tests. A weakness with these tests is that they ignore the possibility of cross

equation autocorrelation under the alternative hypothesis, and the tests may

accordingly have low power in cases where cross equation autocorrelation is present.

Godfrey (1981) introduced in a simultaneous equation context a LM test which also

allows cross equation serial correlation to be specified under the alternative

hypothesis. This LM test can be used also in the seemingly unrelated regression case.

This is of particular importance in singular equation systems, as the assumption of a
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diagonal autoregressive structure implies the strict (and unlikely) restriction that the

autocorrelation parameter is the same in all equations.

To avoid the singularity problem, one equation is deleted before estimation in singular

equation systems. In a system with autoregressive errors the singularity problem also

introduces a redundant variable problem when R is not diagonal. This is solved by

Berndt and Savin by subtracting the last column from the other columns in R when

one equation is deleted. In the rest of this section it is assumed that one equation is

deleted from the system and the necessary transformation of R has been undertaken in

(l) and (2) in the case of singular equation systems such that both singular and non-

singular systems will be treated at the same time.

An LM test for serial correlation is undertaken by first regressing the static system in

(1) obtaining the disturbance vector v;. Then, respecify the equations to include the

lagged values of the disturbance vector or;

(3) e; -nid(O,Q).
where S is a nxn matrix. The null hypothesis of no autocorrelation is then tested by

testing the hypothesis that Ho:S=O. This can be done both by a likelihood ratio test

using (1) and (3) or by a Wald test using (3). The test statistic is distributed as "I;
with n2 degrees of freedom. The test generalises easily to cases with higher order

serial correlation by including higher lags of the residuals from the static regression in

(3).
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There are several advantages with the LM test compared to either Durbin-Watson or

Ljung-Box tests in an equation system. As autoregressive and moving average errors

are locally equivalent alternatives in the LM test, the LM test also provides a test for

moving average errors (Godfrey, 1981). Moreover, it is a test for serial correlation in

the system, not equation by equation. This may be of particular importance in singular

systems.

Theorem 1: In singular equation systems, the LM test is invariant to which equation is

deleted.

This is most straightforward to see using the likelihood ratio test to test for serial

correlation. Barten (1969) shows that the likelihood function is invariant to which

equation is deleted. It is then straightforwar:d to see that any likelihood ratio test,

including the LM test for serial correlation is invariant to which equation is deleted.

That the LM test is a test for serial correlation in the system together with the

invariance property may be useful in applied work. As the Durbin-Watson and Ljung-

Box tests test for serial correlation equation by equation, one might find evidence for

serial correlation in some equations, while not in others. It is then not necessarily

straightforward what to do. This problem is avoided when using the LM test, as this is

a test for serial correlation in the system. In singular systems where serial correlation

is present in. only one equation, the invariance property of the LM test ensures that it

is not possible to "hide" this by deleting this equation. This is in contrast to

approaches using the Durbin-Watson or Ljung-Box test, which is not invariant to

which equation is deleted because of their equation by equation approach.
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One may of course also test against more limited alternatives using the LM test. For

example a test against the alternative hypothesis that R is diagonal may be tested by

restricting S to be diagonal.

5.3 Data and Specification

We will estimate the demand equations for three different product categories of

salmon utilising the almost ideal demand system of Deaton and Muellbauer (l980a).

The data set consists of import data from the European Union's trade statistics,

Eurostat, and was made available for this study by the Norwegian Seafood Export

Council in Tromsø (see also Chapter 3.7). The data set contains deseasonalised data

series on value and quantity of quarterly imports into the European Union of fresh,

frozen and smoked salmon for the period 1981(1)-1992(4).1 The deseasonalisation of

the data series is done by removing deterministic seasonality with quarterly dummy

variables, as described by Jorgensen (1964).

Each equation in the almost ideal demand system is given by

(4) wit =u; +U;Tt+ L'Yijlnpj, +øiln(X, IP,),
j

where Wit denotes the share of the ith good, t a linear time trend, lnpjt the price of the

jth good, InXt the expenditure on the n goods in the system and InP t a price index. The

price index is a translog index,

7 This leaves a slight bias in the data set as national consumption is not included for the producing
countries inside the Union. Inside the European Union, only the UK has a significant production of
salmon, and as UK's consumption of salmon is small compared to the total demand in the European
Union, the error this introduces in the data is probably small.

135



(5)

The translog price index makes the demand system nonlinear. To avoid nonlinearity,

Deaton and Muellbauer suggested that the price index could be approximated by a

Stone price index, i.e., lnPt = Li wi/lnPit . Recently, the use of the Stone price index

has been shown to be inappropriate as it causes the estimated parameters to be

inconsistent (Pashardes, 1993; Buse, 1994; Moschini, 1995), see also the discussion in

Chapter 2. Moschini attributes this problem to the fact that the Stone price index does

not satisfy what Diewert calls the commensurability property, and suggests that the

problem may be solved by using a price index that satisfy this property. 8 Moschini

suggests several other price indices that satisfy this property and may be used to keep

the specification of the almost ideal demand system linear. He also shows that these

indices perform as well as the translog index.

To keep the specification of the demand system linear, we will here use what

Moschini calls the corrected Stone index, which may be written as?

(6) ln~ = L Wi/ln(P~)
I Pi

Economic theory implies the following restrictions on the equation system:

addingup: Lai =1, LaiT =0, LYij =0, LJ3i =0,
i; i

homogeneity: LYij = 0, and
j

8 The commensurability property means that a price index should be invariant to the units of
measurement of prices.
9 Note that the Stone price index is identical to the corrected Stone index ifthe prices are normalised to
unity before the price index is computed.
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symmetry: y ij = y ji' i"# j.

The adding up conditions, which are automatically satisfied by the data, imply that the

covariance matrix is singular. This problem can be avoided by deleting one equation

from the system. The system is invariant to which equation is deleted, and the

parameters in the deleted equation may be retrieved using the adding up conditions.

By limiting the analysis to three product forms of salmon, we implicitly assume weak

separability between these three goods and all other goods in the consumer' s bundle.

This might seem a strict assumption. However, market delineation studies indicate

that the assumption is not very restrictive. In particular, Gordon, Salvanes and Atkins

(1993) conclude that salmon does not compete in the same market segment as turbot

and cod. As this also implies that salmon does not compete in the same market

segment as other species that belong to the same segment as turbot and cod, it should

not be too unreasonable to assume weak separability between salmon and different

types of white fish. There might still be a potential problem with other high-valued

seafood products. However, as their budget shares are generally very low, the impact

of omitting them should not be large, even if they indeed belong to the same market

segment as salmon.

Some additional specification problems are worth discussing.!" The fact that we are

using import data might have implications for the interpretation of the results. The

almost ideal demand system is a consumer demand model, while the fact that we are

using import data might imply that a derived demand system is estimated. This might

10 For a more thorough discussion of the problems of simultaneity and derived demand, see Chapter 2.
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cause problems as consumer preferences are not necessarily reflected by the

intermediaries' demand. Both the market structure and the intermediaries' production

technology may cause the derived demand functions to deviate from the consumer's

demand functions.

The intermediaries' production technology may cause their demand for a commodity

to differ from consumer demand, since the producers have substitution possibilities in

response to changes in the relative prices of input factors (Gardner, 1975;

Wohlgenant, 1989). However, in our case, each imported good is the main factor in

the intermediaries' production processes. It therefore seems reasonable to treat each of

the goods as the only variable factor in the respective intermediaries' optimisation

problems. l l In this case, the intermediate demand elasticities will equal the consumer

demand elasticities, and the intermediaries' demand will mirror the consumers'

demand. See also the discussion of derived demand in Chapter 2.8 and Figure 2.1.

The market structure can cause import demand to deviate from consumer demand if

the intermediaries have market power or if there is a significant domestic production.

If the intermediaries have market power, they will drive a wedge between the

consumers' demand and the derived demand to extract the monopolistic profit. This

will be true both if the intermediaries have market power in the retail markets

(oligopoly) or in the input factor markets (oligopsony), see Goodwin (1994). For the

three salmon categories, it seems unlikely that any intermediaries have market power,

II As some amounts of other factors obviously are needed in the intermediate production process, we
look at a restricted optimization problem. Also, as the cost shares of these other factors are small, the
difference between the solution to the restricted and the unrestricted optimisation problem should be
small.
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as salmon is marketed through many different channels by many different wholesalers

and retailers (see Bjørndal, Salvanes and Andreassen, 1992). It should be noted that

most of the imports of frozen salmon are smoked inside the European Union. Hence,

demand for imports of frozen salmon must reflect the demand for smoked salmon

inside the European Union. It may then seem strange to have a separate demand

function for smoked salmon. However, an import duty of 13% on smoked salmon

produced outside the European Union ensures that imports of smoked salmon are a

specialty, and hence a different product than ordinary smoked salmon.P

Domestic production may cause problems when we are using import data, as the data

may not reflect the size of the market. Of the countries in the European Union, only

Scotland has a significant production of salmon. However, its production is small

compared to the European market (less than 10%), and as only the share of the

production that is consumed domestically in the UK is not reflected in the data set, our

data should reflect the size of the market fairly well. It should also be noted that the

almost ideal demand system is also used when estimating international trade models,

and it is no problem to interpret the results as import demand (Alston et al., 1990).

A potential problem when estimating the demand system is that supply may be

upward sloping. If this is the case, instrumental variables are necessary to obtain

consistent parameter estimates. It is likely that the supply curves are upward sloping if

there exists a separate European market for salmon as argued by Herrmann and Lin

12 In some European countries the smoking industry is dominated by a few large firms. However, there
is a large trade in smoked salmon between the member countries in the European Union implying that
this national dominance may not be used to exploit market power.
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(1988), while the supply will be completely elastic in smaller sub-markets such as

Europe if there is a world market for salmon (see Bjørndal and Schwindt, 1988;

Bjørndal, 1990). To test whether quantities and prices are simultaneously determined,

a Hausman test (Hausman, 1978) is utilised, with lagged prices as instruments.P The

test statistic is 1.138 and is distributed as X\6). As the critical value for X\6) at a

5% level is 12.59, we cannot reject the null hypothesis. We will accordingly assume

that the prices are predetermined in our demand system. This is also supported by

more extensive testing by DeVoretz and Salvanes (1993). One might of course argue

how well suited lagged prices are to act as supply shifters, but they are used here for

two reasons. Farmed salmon, which constitutes the major share of the supply in

Europe, has a lag from when the production decision is made until it is ready for

market.l+ Hence lagged prices may be important for the production decision.

Moreover, as salmon production is an industry with participants from many different

countries, it is unlikely that any country specific supply shifters can have a major

impact.l>

As indicated in Chapter 4, the data series used may be nonstationary. However, as this

issue is discussed at length in Chapter 6, and as it does not affect the results, this issue

will not be commented upon further here.

13 The use of the Hausman test in demand systems was introduced in several recent studies on North
American meat demand (Wahl and Hayes, 1990; Eales and Unnevehr, 1993).
14 The lag depends on production site and the size of the marketed fish. Growth time may vary from
one year to two years. .
15 This argument would be weaker if Europe was a separate market, as Norwegian farmers have a
market share of more than 50% for all product forms in Europe, but only around 20% of world supply.
The exchange rates between USD and Ecu and NOK and Ecu were also tried as instruments, as these
two countries are the largest suppliers of salmon. However, they did not have any effect.
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The static system given by (4) was estimated with the homogeneity and symmetry

restrictions imposed. While a Durbin-Watson test could not rej ect the hypothesis of no

autocorrelation, as the test statistics in both equations were in the inconclusive zone,

the hypothesis could be rejected both using Ljung-Box tests and a LM test (see Table

5.1).16 Also the homogeneity and symmetry restrictions implied by economic theory

were tested using a Wald test, and with the exception of symmetry, these restrictions

could be rejected (Table 5.2). These results indicate that a dynamic specification is

necessary. Before we give the demand system in (4) a dynamic specification, a more

general discussion of dynamic specification of demand systems ensues.

Table 5.1. Tests for autocorrelation

Test Equation for fresh Equation for frozen System
Static Model:
Durbin Watson 1.32 1.35
Ljung Box,X~ 5.72* 5.22*

Ljung Box,X~ 12.12* 16.39*

LM, X~ 13.47*

LM, X~6
43.37*

Dynamic model:
Ljung Box,X~ 0.02 0.15
Ljung Box,X~ 4.98 10.52*

LM, X~ 2.72

LM, X~6
14.86

* indicates significant at a 5% significance level

16 All estimation and tests in this chapter were done with the software package Shazam (White, 1978).
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Table 5.2. Homogeneity and symmetry tests

Test Test Statistic Degrees of freedom

Static Model:

Homogeneity 22.85* 2

Symmetry 1.56 1

Homogeneity and symmetry 23.26* 3

Dynamic Model:

Homogeneity 5.36 2

Symmetry 0.39 1

Homogeneity and synnetry 5.44 3
* indicates significant at a 5% significance level

5.4 The Dynamic Model

An autoregressive distributed lag model is a natural starting point for a dynamic

model specification because of its general dynamic structure. Several transformations

of the model are possible, and especially the error correction approach advocated by

Davidson et al. (1978) has been popular during the last decade. The work of Anderson

and Blundell (1982; 1983; 1984) introduced this approach to specifications using

singular equation systems, allowing a dynamic error correction representation of

flexible functional forms such as the almost ideal demand system of Deaton and

Muellbauer (1980a). A potential difficulty with this approach is that the system to be

estimated is nonlinear. In particular, problems can arise because the parameter

estimates may be sensitive to the starting values for the parameters, as the criterion

function may have severallocal optima. Moreover, because the criterion function may
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have several local optima one is never sure, even when different starting values are

used, of obtaining the global optimum. However, this nonlinear specification may be

avoided using the Bewley transformation advocated by Wickens and Breusch (1988).

We will showone way this transformation can be obtained from an autoregressive

distributed lag model, and also that this specification is equivalent to the error

correction representation of Anderson and Blundell.

Let s(t) denote an nxl vector of the budget shares for the n goods in the system, x(t)

an kx1 vector of the exogenous variables in the system and ett) an nxl vector of

stochastic errors. Utilising the lag operator L, an autoregressive distributed lag model

may than be written as

(7) B' (L)s(t) = r'(L)x(t) + E(t),

where

p q

B' (L) = LB; Li, B~ = I and r'(L) = L ri' t ,

and Bi' and ri' are nxn and nxk matrices of parameters to be estimated. Given that

the inverse exists, the long-run parameters implied by (7) are

However, (7) may be reparameterised to give an observationally equivalent set of

equations of the form

where /). is the difference operator and
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The tilde indicates that the column/element for the constant term has been deleted. By

(9) may be rewritten as

(10) set) = TI(S)x(t) +A(L)lls(t) +H(L)LlX'(t) + T](t).

This is the Bewley transformation (Wickens and Breusch, 1988). The advantage with

(10) compared to (7) is that the long-run parameters, TI(S), are estimated directly.

However, as s(t) is present on both sides of the equations in the system (on the right

hand side in the term lls(t)), the term lls(t) will be correlated with the error term.

Ordinary least squares or seemingly unrelated regression, depending on the existence

of cross equation restrictions in the system, will therefore not produce consistent

estimates of the parameters in (10). This problem is solved by using 2SLS if there are

no cross-equation restrictions in the system given by (10) and by 3SLS if cross-

equation restrictions are imposed. The levels of the variables vector s(t) lagged one

period together with the exogenous and predetermined variables in the system can be

used as instruments. The parameter estimates and long-run covariance matrices from

(7) and (10) are then asymptotically equivalent (Wickens and Breusch, 1988).

As the vector of dependent variables in the almost ideal demand system adds up to

unity, the adding up restrictions associated with (8) and (10) are

t'Bi = mit', i = l, ...,p-l, t'f'i =O, i = O,...,q-l,

t'B*(l) = ki', t'TI = (1 OO ... O),
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tT*(l) = (k+1 OO ... O),

where mi and k are arbitrary constants, ~mi=k, and t is a vector of ones. The

covariance matrix from the equation systems in (7) and (10) is accordingly singular

and the systems have a potential redundant variable problem as the vector of lagged

dependent variables, which sums to unity, and differenced lagged variables, which

sum to zero, appear in each equation. To overcome the singularity and redundant

variable problem, Anderson and Blundell (1982) delete one of the variables in the

dependent variable vector in addition to the normal deletion of one equation. This also

implies that the last column is subtracted from the other columns in each B; matrix.'?

Note that this transformation leaves the parameters of the original B; matrix

unidentified (Anderson and Blundell, 1982). Letting a subscript on a matrix denote the

deletion of the last row and a superscript denote an nxn-l dimensional matrix, the

system to be estimated may be written as

All the parameters in (10) may be retrieved from (11) using the adding up conditions.

The invariance property to which equation is deleted also applies in this type of

system (Anderson and Blundell, 1982). Note also that the long-run structure in (11) is

given by

(12) TIn (9) = B~' (1)-1 r; (1).

[
b:1 - b:n

~ ~.
17 Each Bi matrix will then be given as Bi = . : .

b~1- b~
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By premultiplying both sides of (11) with B:' (1) and moving the long-run structure to

the last lag, (11) may be written as

(13)
~n(t) = -B:(L)~n(t) + rn(L)&(t)-. . ,

B; (l)Sn(t- p)+rn(l)x(t-q)+En(t)

where

The error correction specification of Anderson and Blundell (1982) is easily obtained

from (13) using (12). The equation system may then be written as

(14)
~n(t) = -B:(L)~n(t) + rn(L)&(t)-

B;' (l)(sn (t - p) - TIn (8)x(t - q)) + En (t)

The long-run relationship is found inside the parenthesis, which also makes the

system nonlinear.

The specification based on the Bewley transformation given by (11) and Anderson

and Blundell's specification (14) is observationally equivalent (in small samples one

might expect some differences as the long-run relationships in (11) and (14) appear at

different lags).l8 However, the specification given by (11) may be easier to use in

applied work, because of its linear specification.

18 A version of the Bewley transformation is used by Kesavan et al. (1993) in an AIDS model.
However, their specification is very restrictive as only within equation dynamics are allowed,
restricting the cross equation correlation to be contemporary and implying that the parameters are equal
for the lagged dependent variables in all equations (Berndt and Savin, 1975).
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5.5 Dynamic Specification and Empirical Results

As noted in Section 5.3, the static specification (4) failed the autocorrelation and

homogeneity and symmetry tests, indicating misspecified dynamics. Hence, to

account for the missing dynamics, the equations in (4) are transformed into a dynamic

system as given by (11). Four lags were necessary to incorporate the dynamics in this

specification when the homogeneity and symmetry restrictions are imposed on the

system. However, a search for a more parsimonious dynamic model indicated that the

last lag for the prices and expenditure could be deleted from both equations. With this

specification, the hypothesis of no autocorrelation cannot be rejected using the LM

test, while the Ljung Box test rejects the hypothesis of no autocorrelation in the

equation for frozen salmon (Table 5.1). Here, the advantage with the LM test being a

test for autocorrelation in the system is evident, as the Ljung-Box test could reject the

hypothesis of no autocorrelation in one equation, but not in the other. The

specification in equation (15) therefore seems to include the necessary dynamics.

With the equation for smoked salmon deleted, the estimated system is given as

YFZ
Y zz

(15) ±[9FF,;
;=0 9ZF,;

9FZ,;][~WFt_;]+ ±[<J>FF,i
9zz,; ~WZ-;t ;=0 <J>ZF,;

<J>FZ,;
<J>zz,; ][

~lnPFt_;]<J>FS,; ~lnpZt_; +
<J>zs,; ~l nPSt_;

±[f...F';]~ln( X:;.) +[llFt]
;=0 f...z,; P, l llZI
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The terms i1wi( introduce a simultaneity problem in the equations. As noted in the

preceding section, this is solved as suggested by Wickens and Breusch (1988) with an

instrumental variable approach. A vector of the levels of the shares in the system

lagged one period is used as instruments together with the predetermined variables in

the system. The system must then be estimated with an iterative 3SLS procedure when

the homogeneity and symmetry restrictions are imposed to keep the system invariant

to which equation is deleted (Berndt and Wood, 1975).

One of the main results from Anderson and Blundell's studies (1982; 1983; 1984) is

that with a proper dynamic specification of the estimated equations, the homogeneity

and symmetry restrictions implied by economic theory are accepted. These restrictions

are tested here using a Wald test. The null hypothesis of homogeneity and symmetry

cannot be rejected either separately or jointly, as may be seen in Table 5.2. These

restrictions are accordingly imposed in the remaining analysis. It should be noted that

the hypothesis of homogeneity and symmetry was rejected in all specifications with

more limited dynamics. Hence, the importance of a dynamic specification is seen not

only in providing valid inference by avoiding autocorrelation, but also in providing a

specification in accordance with economic theory.

The parameter estimates with this specification are presented in Table 5.3, while the

uncompensated and compensated elasticities at means are presented in Tables 5.4 and

5.5, respectively. The results are in line with what is reported in the literature

(DeVoretz, 1982; Kabir and Ridler, 1984; Bird, 1986; Herrmann and Lin, 1988;

Bjørndal, 1990; Bjørndal, Salvanes and Andreassen, 1992; DeVoretz and Salvanes,
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1993; Hemnann, Mittelhammer and Lin, 1993; Wessells and Wilen, 1993; 1994;

Bjørndal, Gordon and Salvanes, 1994 and Chapter 4). Both the uncompensated and

compensated own-price elasticity for fresh salmon are own-price elastic, and the

magnitude of the uncompensated elasticity is also significantly larger than unity. The

own-price elasticities for frozen and smoked salmon are own-price inelastic, but the

magnitude of the uncompensated own-price elasticity for smoked salmon is very close

to, and not significantly different from unity. All the own-price elasticities are

significantly different from zero. The demand for salmon is regarded as own-price

elastic in the literature, although it is mostly fresh or an aggregate category of salmon

that has been studied. It is accordingly a little bit surprising that the demand for frozen

and smoked salmon is found to be own-price inelastic, although this is also reported in

Chapter 4. However, frozen salmon is mostly used as an input in the smoking industry

(although fresh salmon can be used) and large quantities of frozen Pacific salmon are

also available the whole year. Hence, frozen salmon is probably the product category

with the keenest competition, and the low own-price effect therefore seems

reasonable. Even though smoked salmon mostly is imported as a specialty, it is likely

to compete with smoked salmon produced in the European Union. The weak own-

price effect is therefore also reasonable here. This difference in own-price effects also

highlights the importance of considering the different product forms of salmon, and

not analysing only one or an aggregate category.

The rather low magnitudes of the own-price elasticities, and particularly for fresh

salmon, also seem to confirm a trend in the literature in reporting own-price

elasticities with lower magnitudes when more recent data sets are used. An advantage
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with the almost ideal demand system compared to a single equation specification

linear in the logarithms of the variables, is that the elasticities are allowed to vary over

time. This is here exploited to plot the own-price elasticities using the annual average

budget shares in Figure 5.1. As one can see, the magnitude of the own-price elasticity

for fresh salmon decreases substantially over the period 1981-1992, while the

elasticities for frozen and smoked salmon are fairly stable. Hence, the increased

supply of fresh salmon has made demand less elastic.

Fresh and frozen salmon are found to be substitutes as expected, and they are

significantly different from zero, except for the compensated elasticity in the equation

for fresh salmon. Fresh and smoked salmon are also found to be substitutes, but only

the compensated elasticities are significantly different form zero. Frozen and smoked

salmon are found to be complements, but only the uncompensated elasticity between

smoked and frozen salmon in the equation for smoked salmon is significantly

different from zero. The complementary relationship between frozen and smoked

salmon may be a little bit surprising. However, as there is a large smoking industry in

several European countries (in particular France and Germany) which mostly uses

frozen salmon as an input factor, with smoked salmon imported only as a specialty,

the result does not seem unreasonable.
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Table 5.3. Parameter estimates with standard errors.
Equation Fresh Frozen
Variable Estimate St. Dev. Estimate St. Dev.
~freshst 1.487 (0.933) -2.194** (1.248)
~frOZSt 1.398* (0.696) -1.898** (0.943)
Afreshp- -0.069 (0.101) 0.187 (0.132)
~froZPt -0.194** (0.098) 0.163 (0.138)
Asmokep- 0.763* (0.245) -1.013* (0.339)
~inct 0.073 (0.701) -0.096 (0.104)
Afreshsj..] 2.088* (0.122) -2.605* (0.970)
~frozst_l 1.862* (0.591) -2.238* (0.818)
~freshpt_l -0.194 (0.122) 0.408* (0.163)

~fr°ZPt-l -0.209* (0.099) 0.161 (0.139)
~smokePt_l 1.005* (0.303) -1.311 * (0.424)
~inct_l 0.110** (0.067) -0.155** (0.093)
~freshst_2 2.160* (0.779) -3.088* (1.078)
~froZSt_2 1.964* (0.623) -2.688* (0.862)
~freshpt_2 -0.294* (0.117) 0.491 * (0.159)
~froZPt-2 -0.339* (0.121) 0.418* (0.170)
~smokePt_2 1.059* (0.304) -1.421 * (0.425)
~inct_2 0.153* (0.686) -0.232* (0.095)
~freshst_3 1.002** (0.675) -1.678** (0.839)
~froZSt_3 0.487 (0.348) -0.732 (0.485)
freshp- -0.179* (0.072) 0.103 (0.084)
frozp- 0.104 (0.085) 0.007 (0.121)
smokep- 0.075 (0.049) -0.113* (0.055)
inc- 0.087 (0.103) -0.226** (0.134)
Trend 0.004* (0.002) -0.001 (0.003)
Constant -0.849 (1.202) 3.231 * (1.569)

R2 0.956 0.918
*indicates significant at a 5% significance level and ** indicates significant at a 10% significance
level.
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Table 5.4. Uncompensated elasticitiess->

Smoked

Fresh Frozen Smoked Expenditure

-1.584* 0.186 0.155 1.242*

(0.165) (0.305) (0.159) (0.287)

0.441 * -0.756* -0.146 0.462

(0.179) (0.364) (0.139) (0.320)

0.115 -0.770* -0.975* 1.629*

(0.174) (0.296) (0.311) (0.316)

Fresh

Frozen

*indicates significant at a 5% significance level and ** indicates significant at a 10% significance
level.
a Standard deviations are in parentheses.
b The uncompensated elasticities are given as

Yij wj
llij=--l3i--8, 8=1, i=j, 8=0, i e j .

Wi Wi

Table 5.5. Compensated elastlcittess->

Smoked

Fresh Frozen Smoked Expenditure

-1.137* 0.708* 0.429* 1.242*

(0.200) (0.236) (0.138) (0.287)

0.607* -0.562** -0.048 0.462

(0.202) (0.288) (0.132) (0.320)

0.702* -0.085 -0.607* 1.629*

(0.226) (0.252) (0.202) (0.316)

Fresh

Frozen

*indicates significant at a 5% significance level and ** indicates significant at a 10% significance
level.
a Standard deviations are in parentheses.

bTh dl' .. . • Yij s: s: 1 . . s: O . .e compensate e asticities are grven as llij = - + wj - u, u = , l = J, u = , 1* J.
Wi
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Figure 5.1. Own-price elasticities

Both fresh and smoked salmon are found to be expenditure elastic. However, as only

the elasticity for smoked salmon is significantly larger than unity, only smoked

salmon seem to be a luxury product. Frozen salmon is found to be necessity, and the

elasticity is not significantly different from zero. The rather low magnitude on the

elasticity for fresh salmon is somewhat surprising, as most of the studies cited above

find fresh salmon to be a luxury good. This might be explained by the system

approach together with the recent data set, which has not been utilised in most of the

literature. In the studies where a system is used (Wessells and Wilen, 1993; 1994 and

Chapter 4) fresh salmon is found to be expenditure elastic, but barely so. With the

exception of Chapter 4, the demand for frozen and smoked salmon is not considered

in the above mentioned studies. However, the results seem reasonable, with smoked

153



salmon as the only luxury good, and with fresh and smoked salmon as most own-price

elastic. Note however, that the magnitudes of the elasticities differ from those reported

in Chapter 4 to some extent, even though the main conclusions seem to be similar.

Table 5.6. Uncompensated elasticities from static modela,b

Fresh Frozen Smoked Expenditure

Fresh -1.284 -0.080 0.060 1.304

(0.123) (0.167) (0.096) (0.079)

Frozen 0.222 -0.611 -0.107 0.496

(0.135) (0.215) (0.119) (0.093)

Smoked 0.041 -0.612 -0.893 1.463

(0.139) (0.215) (0.223) (0.102)

a Standard deviations are in parentheses.
b The uncompensated elasticities are given as

y ij wj 8= 1, i = j, 8= O, i * j.llij = --Pi --8,
Wi Wi

To facilitate a comparison with a static specification, uncompensated elasticities from

the static specification given in (1) with homogeneity and symmetry imposed were

also computed. These elasticities are shown in Table 5.6. This may be of interest, as

this has been the normal approach to specifying systems of consumer demand

functions. However, keep in mind that the homogeneity and symmetry restrictions are

rejected by the data in this model formulation and that the presence of autocorrelation

invalidates normal inference. Most elasticities differ somewhat in magnitude, but
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there are no major qualitative differences. Hence, the omission of the dynamics do not

seem to give too misleading results in this case.

A weakness with the specification based on the Bewley transformation compared to

Anderson and Blundell' s specification, is that it is not possible to test the hypothesis

that the model is an autoregressive errors model (Berndt and Savin, 1975). Our

specification nests this hypothesis only nonlinearly, and if it is of importance to test

this hypothesis, Anderson and Blundell's nonlinear specification is more suitable. As

the estimates of the long-run parameters in a model with autoregressive errors do not

differ from the parameters in the static model, this might give an indication of whether

a model with autoregressive errors is reasonable. However, in our case it is hard to

say, as the results are similar, but there are also differences in the magnitudes between

the two approaches. Without undertaking a test for the hypothesis of autoregressive

errors, it is accordingly difficult to judge whether it would be accepted in our case.

5.6 Concluding Remarks

To estimate the demand for fresh, frozen and smoked salmon in the European Union,

a demand system based on the almost ideal demand system of Deaton and Muellbauer

(1980a) was specified. To incorporate dynamics in the specification, a Bewley

transformation of an error correction model was utilised. This specification leaves the

dynamic specification of the demand relationships linear, in contrast to earlier

approaches (Anderson and Blundell, 1983, 1984; Veall and Zimmermann, 1986). The

singularity and redundant variables problems caused by the adding up conditions are

solved as described by Anderson and Blundell (1982).
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It was suggested to use the LM test of Godfrey (1981) also in demand systems. The

main advantages with the LM test in this context compared to the traditional Durbin-

Watson or Ljung-Box tests is the ability to specify cross equation serial correlation as

a part of the alternative hypothesis and that it is a test for serial correlation in the

system, not equation by equation. Also, in singular equation systems it is an

advantage that the LM test is invariant to which equation is deleted. Our results may

indicate that the Durbin-Watson test has weak power in our case, as it could not reject

the hypothesis of no autocorrelation in the static model. Both Ljung-Box tests and the

LM test rejected this hypothesis. In the dynamic model, some of the advantage with

the LM test being a test for autocorrelation in the system became evident, as the

Ljung-Box test could reject the hypothesis of no autocorrelation in the equation for

frozen salmon, but not for fresh salmon.

The empirical results are reasonable. The homogeneity and symmetry restrictions

implied by economic theory are not rejected with the dynamic specification. The

computed elasticities are mostly in accordance with what is reported in the literature.

However, the magnitudes of the own-price and expenditure elasticities for fresh

salmon are lower than what is normally reported in the literature. This seems to

confirm a trend, where lower magnitudes are reported when more recent data sets are

used. For frozen and smoked salmon there exist few comparable results in the

literature, but the results indicate the importance of considering more than one product

form if one is to gain knowledge about the demand structure for salmon.
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6: INFERENCE IN DEMAND EQUATIONS

WITH NONSTATIONARY DATASERlES

6.1 Introduction

It is widely recognised that most economic data series tend to be nonstationary.

Nonstationary data series may cause problems in econometric analysis as they, in

general, invalidate normal inference theory. However, in some special cases, normal

inference theory will also apply when using nonstationary data series (Phillips, 1991).

This will be the case when the data series are cointegrated and the regressors in the

long-run relationships are strongly exogenous. We will exploit this to argue that, in

most estimated demand equations based on microeconomic theory, normal inference

theory will apply also when the data series are nonstationary.

In applied work, the issue of nonstationarity has mostly been addressed in applied

macroeconomics. In demand system analysis it is only very recently this issue has

received some attention (Chambers, 1993; Ng, 1995 and Chapter 4). It is somewhat

surprising that one of the most active research areas of applied econometrics during

the 1970s and early 1980s, the flexible functional form specifications, has remained

almost untouched by the recent advances in time series analysis, and completely

ignored the potential problems which may be caused by nonstationary data series.

This is the case, even though dynamic specifications of flexible functional forms were

discussed from the mid 1970s (see e.g. Berndt and Savin, 1975), and the error

correction framework of Davidson et al. (1978), which has been so important in the

time series literature, was quickly adapted to flexible functional form specifications by

Anderson and Blundell (1982; 1983).
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The issue has been noticed in single equation demand equation specifications, which

fit more straightforwardly into the error correction framework of Davidson et al.

(1978). Error correction models have been used to estimate demand equations after

the data series have been found to be nonstationary but cointegrated, see e.g. Johnson

et al. (1992). However, the issue of inference on the long-run parameters has not

received much attention in these cases.'

Phillips (1991) has recently shown that, when nonstationary data senes are

cointegrated, and the regressors in the equations containing the long-run relationships

are strongly exogenous, normal inference theory will apply. While strong exogeneity

and cointegration are restrictive assumptions in most macroeconomic models, they are

often more reasonable in microeconomic models with aggregated time series data

under some assumptions about the market structure.

In this chapter, we will argue that when estimating demand equations, the assumptions

of cointegration and strong exogeneity are often reasonable, and that normal inference

theory may apply also when the data series are nonstationary. In fact, assumptions

comparable to cointegration and strong exogeneity are regularly made when

estimating demand functions, although they are stated somewhat differently. That the

nonstationary data series are cointegrated implies that there exists a long-run

relationship between the data series. This is a trivial assumption, as there would be

little sense in estimating a demand equation if there was not a long-run relationship

between price and quantity. Assuming that the agents are price takers, as will be the

case for example if the good demanded is supplied competitively, makes the price

strongly exogenous. If these assumptions hold, normal inference theory will apply

when estimating demand equations also when the data series are nonstationary.

l However, the issue is thoroughly discussed in several macroeconomic demand relationships,
including money demand.
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This chapter is organised as follows. In Section 6.2, we will discuss cointegration. In

Section 6.3, we will show Phillips' (1991) asymptotic results and further discuss them

in relation to demand equations. In Section 6.4, some further remarks as to when

prices may be regarded as exogenous in demand systems are offered, before

concluding remarks are given in Section 6.5.

6.2 Cointegration

Cointegration is a key concept when dealing with nonstationary data series because

the existence of a cointegration vector is a necessary condition for nonstationary

variables to form a long-run relationship (Engle and Granger, 1987). Cointegration

must therefore be verified in regressions with nonstationary data, to avoid spurious

regression problems. A regression on nonstationary data series without a cointegration

relationship will produce a spurious relationship (Granger and Newbold, 1986;

Phillips, 1986). In this section the concept of cointegration and testing for

cointegration is discussed as this is one of the key concepts if ordinary inference

theory is to be valid with nonstationary data series.

One may of course wonder how the variables in a demand equation may not form a

cointegration relationship. However, one would expect no relationship between price

and quantity when the adjustment cost is too large, e.g. when a factor is fixed (or

quasi-fixed so that we can not detect the relationship with a limited data set) (see e.g.

Brown and Christensen, 1981), or when supply is rationed. Hence, tests for

cointegration in demand equations with nonstationary data may be an advantage, as it

is also a test on the specification of the system.

A data series which has to be differenced d times to become stationary is said to be

integrated of order d, denoted xt-I(d). In general, a linear combination of variables

integrated of the same order will produce residuals integrated of the same order. In the
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classical Ordinary Least Squares (OLS) assumptions it is assumed that all variables

are stationary, as this is the only way to guarantee stationary residuals. Regressions on

nonstationary variables will in general provide spurious relationships as normal

inference theory does not apply (Granger and Newbold, 1986; Phillips, 1986).

However, in the special case when two or more nonstationary data series integrated of

the same order form a long-run relationship, i.e., they move together over time, a

The components of the vector xt are said to be cointegrated of order d,b,

regression on these variables will produce stationary residuals. In this case the

variables are said to be cointegrated. Cointegration is given the following definition

by Engle and Granger (1987):

denoted xr-Cltd.b) if (i) all components of x, are I(d); (U) there exists a vector

a. (F-O)so that Zt =0. 'x,-Itd-b), b>O. The vector a. is called the co-integrating

vector.

Hence, when the data series in Xt is integrated of the same order d, there are two cases

where we may obtain stationary residuals from a regression on the vector Xt; (a) the

data series in Xt are themselves stationary or; (b) the data series are cointegrated of

order d, or xrC1(d,d). For the purpose ofthis paper, we are only interested in the case

when the residuals from the cointegration relation are stationary, as we are only

interested in stable long-run relationships. Note that a regression on stationary

variables always gives a long-run relationship if the estimated parameters are

significantly different from zero.

Engle and Granger propose to use a Dickey-Fuller test (Dickey and Fuller, 1979;

1981) to test the residuals in a static regression of what is thought of as the long-run

relationship for stationarity, as a test for cointegration, given that the data series are

integrated of the same order.s However, it is easily seen using the definition of

2 Note that the test has a nonstandard distribution. Critical values can be found in MacKinnon (1991).
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cointegration given above that the residuals in static regressions are stationary only if

all the data series are either a) stationary in their levels or b) the nonstationary data

series are cointegrated. It is therefore sufficient to test the residuals from a static

regression of the possible long-run relationship for stationarity to validate the

existence of a long-run relationship; it is not necessary to test each of the data series

for its order of integration.

6.3 Inference in Demand Equations with Cointegrated Data Series

In this section, the results from Phillips (1991) which are used to validate ordinary

inference in demand equation specifications with nonstationary data series, will be

presented more formally. For the flexible functional forms, we will in the following

restrict ourselves to systems of demand equations, as these specifications apply to

both the consumer and producer sides. On the consumer side, the analysis has

traditionally dealt only with systems of demand equations (see e.g. Deaton and

Muellbauer, 1980b or Pollak and Wales, 1992). Systems of demand equations have

also been the most common specification on the production side in dynamic

specifications (see e.g. Berndt and Savin, 1975; Anderson and Blundell, 1982; or

Friesen, 1992), but cost or profit functions have often also been estimated in static

specifications (see e.g. Christensen et al., 1973 or Berndt and Wood, 1975). Duality

theory ensures that no information regarding consumer preferences or production

technology is lost byestimating only a system of demand equations.

Let Yl be an n-vector 1(1) process and Ut be an n-vector stationary time series whose

long-run covariance matrix is nonsingular. We partition these vectors into subvectors

of dimension nI and n2 with n=nl+n2 and assum~ that the data generating mechanism

forYl is the cointegrated system;

(1) Ylt = BY2t + Ult'

(2) ~Y2t = u2t·
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Here B is an ni xn2 matrix of coefficients giving the long-run equilibrium relationships

in the system, and ult might be thought of as representing stationary deviations from

equilibrium.' Equations (1) and (2) may also be written as a set of simultaneous

equations,

[10(3)

Equation (3) is one version of Phillips' well-known triangular error correction system

(Phillips, 1991). Let the innovations in (3), Ut, satisfy the invariance principle
[Tf]

(4) r-1/2 LUt => Ser) == BM(O),

where BM(O) is a vector Brownian motion with covariance matrix O. This will be

true if Ut is iid(O,O) or a strictly stationary and ergodic sequence of martingale

differences with conditional covariance matrix O. We partition conformably with y

the covariance matrix O and define Om = 011 - 0120;~021' Similarly, we partition

the limit process S as S' = (S; ,S;) and define the component process

SI.2= SI - 0120;~S2 == BM(Om) which is independent of S2'

Phillips (1991) shows that Maximum Likelihood Estimation of (3) with the unit roots

imposed gives estimators with a standard distribution. He also shows that the Full

Information Maximum Likelihood (FIML) estimator and the OLS estimator (see also

Phillips and Loretan (1991)) of the parameters B in the system given by (3) generally

is distributed as;

(S)

In general, the limit distribution in (S) is a linear combination of the "unit root"

distribution given by the term (£dS2S;)(£S2 S;r
l

and the compound normal

3 Deterministic components are easily incorporated in the system given in equations (1) and (2) as
shown by Hansen (1992).
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distribution given by the term(!dS1.2S')(!S2 s;r1

• However, if 012=0, i.e., Y2t is

strongly exogenous for the parameters B, the presence of the "unit root" distribution in

(S) disappears, and (S) reduces to a normal distribution. In this case, OLS estimation

on (1) is equivalent to Maximum Likelihood Estimation of (1) and (2) if B are

unrestricted. If there are cross equation restrictions in B, Seemingly Unrelated

Regression (SUR) are necessary to obtain Maximum Likelihood Estimates of the

system given by (1).

Letting Ylt be interpreted as factor or expenditure shares and Y2t as prices and output

or expenditure, (1) may be interpreted as the demand system from several flexible

functional forms, e.g. the share equations in either the translog of Christensen et al.

(1973) or the Almost Ideal Demand System (AIDS) of Deaton and Muellbauer

(1980a).4 Letting Ylt be only a single quantity, (1) can also be interpreted as a single

demand equation. The asymptotics developed by Phillips (1991) therefore also

validate normal inference theory for these approaches when the data series are

nonstationary, provided that the data series are cointegrated and the regressors are

strongly exogenous. With time series data, autocorrelation may still make the

regressors from static regressions like (1) poor candidates for inference. However, this

may be handled both parametrically with error correction models and

semiparametrically (Phillips and Loretan, 1991).

Note also that the triangular error correction system assumes the number of

cointegration vectors (long-run relationships) as known. When estimating a demand

system, the specification gives the number oflong-run relationships. Accordingly, it is

4 One may wonder how the shares, which are bounded between zero and one, can be nonstationary.
Several factors indicate that this must be so. If prices are nonstationary, as 'often seem to be the case,
the shares must be nonstationary if there is a long-run relationship between prices and shares. This
follows from the notion of cointegration. Also, even if the shares are bounded, there is no guarantee
that the series are mean-reverting, as implied by stationarity.
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not necessary to use a test for cointegration that decides the number of cointegration

vectors in the system, e.g. the Johansen test (Johansen, 1988).

6.4 Exogeneity in Demand Equations

The idea of exogeneity is that a variable is exogenous if it is determined outside the

system under analysis. Engle, Hendry and Richard (1983) show that if a variable is

predetermined and is not Granger caused by the endogenous variables in the system,

the variable is strongly exogenous. We will not give a more precise definition of

exogeneity here, but refer to Engle et al. (1983). What is important here, is that

microeconomic theory for some market structures implies that the prices in a demand

equation are strongly exogenous, and accordingly, normal inference theory will apply.

The will be the case for all market structures where the supply may be regarded as

completely elastic for the agents in question. The prices will, for instance, be

exogenous when the product in question is supplied competitively. In this case.ithe

prices are determined by the production technology which exhibits constant returns to

scale at the industry level, and cannot be Granger caused by the demanded quantities.

The prices will also be exogenous when the demand studied is very small compared to

the total supply, such that shifts in demand will not affect price. This may hold for

example for the demand from a small economy for a commodity supplied on the

world market. Note that no argument of atomistic behavior of each single consumer or

other micro level assumptions are used to argue that prices must be exogenous. This is

because the data considered here are time series and accordingly aggregated, and the

validity of micro level arguments for exogeneity is doubtful in this context (Thurman,
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1986). A more thorough discussion of when the prices can be regarded as exogenous

in demand equations can also be found in Thurman (1986) and in Chapter 2.5

Expenditure in consumer demand equations and output in factor demand equations are

also normally assumed to be exogenous in applied work, and there seems to be little

discussion about this, as there is for prices which might be determined simultaneously

with quantities." This assumption is of course also necessary to validate normal

inference theory when the data series are nonstationary.

If one has enough information about the market under investigation to assume a priori

that prices are strongly exogenous for the parameters in the demand functions,

nonstationary data series will create no problems provided that they form a long-run

relationship, i.e., they are cointegrated. This can be tested using a Dickey-Fuller test

as noted in Section 6.2. Note that nonstationarity of the data series only affects

inference if the exogeneity assumption fails. However, this may not be the most

serious problem in this case, as a failure of the exogeneity assumption when demand

equations are considered may also introduce the normal simultaneity. bias, making the

parameter estimates inconsistent. The assumption of strong exogeneity may in this

case be tested using a Hausman test (Hausman, 1978), because economic theory

implies a market structure with completely elastic supply facing the agent(s) in

question if the null hypothesis cannot be rejected. However, whether the data series

are nonstationary matters when choosing instruments, as noted by Phillips and Hansen

5 Theoretically, it is easy to also show that quantities can be exogenous under some assumptions (see
Thurman (1986». However, these assumptions are less plausible in most markets, although they have
been advocated in some agricultural and fish markets (see e.g. Barten and Bettendorf, 1989).
6 However, exceptions exist, e.g. LaFrance (1991).
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(1990). Ifthe exogeneity assumption fails, normal inference theory will still hold if an

instrumental variables procedure is used, provided the demand equations are

cointegrated and the instruments are strongly exogenous (Phillips and Hansen, 1990).

A different approach to testing for strong exogeneity might be to specify a complete

Vector Auto Regression (VAR) for all the variables in the demand equations. The

Johansen test (Johansen, 1988) can then be used to test both for the number of

cointegration vectors in the system and to test for weak exogeneity. Provided that the

long-run relationships exist and the necessary weak exogeneity assumptions hold,

strong exogeneity can be tested for by testing for Granger noncausuality in the price

equations.

6.4.1 Empirical Results

To validate normal inference theory in the demand system for fresh, frozen and

smoked salmon estimated in Chapter 5, we must check whether the data series are

stationary. If they are not, they must be cointegrated to validate normal inference. As

the prices are found to be strongly exogenous, this condition is satisfied.

Using a Dickey-Fuller test (Dickey and Fuller, 1979; 1981), the data series on prices,

expenditure and expenditure shares used in Chapter 5 are found to be nonstationary,

as can be seen in Table 6.1. Hence, to validate normal inference theory, we must

verify that it is long-run relationships that are estimated, i.e., that the variables in the

share equations of the almost ideal demand system are cointegrated. This is done by

estimating a static almost ideal demand system for the three product forms of salmon,
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Table 6.1. Unit root tests

Variable Test statistic No.oflags

Fresh price -0.045 5

Frozen price -1.888 O

Smoked price -1.167 1

Expenditure 1.259 4

Fresh share -0.112 4

Frozen share -0.553 4

Smoked share -1.466 4

Critical value is -2.923 at a 5% level and -2.599 at a 10% level (MacKinnon, 1991).

Table 6.2. Cointegration tests

Tested Equation

Test Statistic

Fresh salmon Frozen salmon Smoked salmon

-4.906 -5.234 -5.732

Critical value is -4.739 at a 5% level and -4.384 at a 10% level (MacKinnon, 1991).

obtaining the residuals from each equation. Each share equation is given by equation

(4) in Chapter 5. The hypothesis of cointegration is then tested by testing these

residuals for stationarity using a Dickey-Fuller test. To ensure that all equations form

long-run relationships (are cointegrated), the residuals from the equation for smoked

salmon must also be tested for stationarity. The residuals for smoked salmon can be

found either by using the residuals from the estimated system together with the adding

up conditions or by reestimating the demand system with the equation for one of the
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other product forms deleted. Table 6.2 shows the results from the tests for stationarity

of the residuals from the three equations. All equations are found to have stationary

residuals, and the hypothesis of cointegration is accordingly accepted. As the prices

also seem to be exogenous, normal inference theory will be valid.

6.5 Concluding Remarks

We have in this chapter addressed the issue of inference with nonstationary data in

demand equations. Using results from Phillips (1991), who shows that normal

inference theory will hold if the data series are cointegrated and regressors are

strongly exogenous, it is argued that nonstationary data series will not create any

problems when estimating demand equations, given that it is a long-run relationship

which is estimated and the assumption of elastic supply holds. Actually, the

requirement that the data series in the estimated demand functions must be

cointegrated may be an advantage as it helps in the specification of the system when

the data series are nonstationary.
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7: DYNAMIC ADJUSTMENT IN DEMAND

EQUATIONS

7.1 Introduction

It has been recognised for a long time that dynamics might be important when

considering demand equations. This is because the demand for a product may deviate

from long-run equilibrium over a significant period of time. Several arguments, both

of economic and statistical origin, are used to argue the importance of dynamics. The

economic arguments are based in large measure on the fact that there will often be an

adjustment cost when demand deviates from equilibrium. This adjustment cost can be

caused by different circumstances, for instance habit formation, imperfect information

or contractual obligations. l The statistical arguments follow from the strong

dependency over time that time series data tend to exhibit, typically leading to the

rejection of the hypothesis of no autocorrelation in static models.

The goal of this chapter is to focus on the dynamic adjustment of demand. This will

give information on the speed of adjustment with which deviations from long-run

equilibrium are corrected. This information is important if one wants to know how

much, and how long it takes before the demand has fully responded to the change.

l It must be noted that volatility in production does not need to affect dynamics of demand. If there is
perfect information and no adjustment costs, there is no reason for demand not to adjust
instantaneously. However, as the adjustment cost and the cost of information may be higher in markets
with volatile supply, it may be more likely that dynamics in demand is important in markets with
volatile supply.
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While the speed of adjustment has received some attention in the literature on factor
(

demand and in macroeconomic work, this issue has received less attention when

consumer and import demand are considered? An exception is some studies where the

habit formation model is used, particularly when estimating import demand

(Goldstein and Khan, 1985). In these studies, a measure of how much of the

adjustment takes place instantaneously is provided.

In this chapter, a single equation error correction model will be used to estimate

demand equations to obtain estimates of the adjustment parameters. It will be shown

that these parameters provide information of many aspects of the adjustment process

following, for example, a price change. This includes how much of the adjustment

takes place instantly, as well as information about how much of the adjustment has

taken place after any number of periods, and how many periods it takes before the

change is fully reflected in demand.

A single equation specification is used, as it is not possible to identify the adjustment

parameters in any of the functional forms used for demand system specification,

including the almost ideal demand system. This follows from the singularity problems

caused by the expenditure share specification (Anderson and Blundell, 1983).3

However, with a single equation demand specification, these parameters can be

identified. Hence, while demand system analysis is most suitable when one wants to

2 For studies discussing the adjustment speed in factor demand and macroeconomics, see for instance
Nadiri and Rosen (1969), Davidson et al. (1978), Berndt, Morrison and Watkins (1981), Pindyk and
Rotemberg (1983), Nickell (1986) and Asche and Salvanes (1996).
3 This is also in contrast to the situation for factor demand specifications, where functional forms such
as the generalised Leontief and the normalised quadratic allow the adjustment parameters to be
identified (Asche and Salvanes, 1996).
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conduct analysis based on consumer theory, other issues like dynamic adjustment

need other specifications.

To illustrate the information that can be obtained from the dynamic adjustment of

demand, we will estimate demand equations for fresh, frozen and smoked salmon in

the European Union. These markets have been quite volatile the last decade, and a

dynamic specification seems to be appropriate. This is also indicated by several earlier

studies on the demand for salmon.4 However, even though any dynamic specification

implicitly or explicitly models parameters that may be interpreted as the adjustment

speed for the different products, this issue has not received any attention. The

emphasis has been on the elasticity estimates. However, the dynamic adjustment

process is also important, since some regulation of the market has been undertaken

several times, last with the implementation of minimum import prices on December

16, 1995.

The chapter is organised as follows. In Section 7.2, the data set is presented and a

brief discussion of the salmon market is given. In Section 7.3, economic arguments

for why demand can deviate from equilibrium for periods of time is discussed. In

Section 7.4, the error correction model used to specify the demand equations is

discussed, with attention on the information that is provided about the adjustment

parameters. In Section 7.5 issues concerning the time series properties of the data are

4 See Bird (1986), Bjørndal, Salvanes and Andreassen (1992) Wessells and Wilen (1993), Asche,
Salvanes and Steen (1994) and Chapters 4 and 5.
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discussed. In Section 7.6, empirical results are reported before some concluding

remarks are given in Section 7.7.

7.2 Data and the Salmon Market

The data set used in this chapter consists of import data from the European Union's

trade statistics, Eurostat. The data set contains data series with 144 observations on

the value and quantity of monthly imports into the European Union of fresh, frozen

and smoked salmon for the period 1981(1)-1992(12), see also Chapter 3.7.5 Monthly

data are used in this chapter as the dynamic adjustment, which is the focus of this

chapter, is a short term issue, in contrast to the demand structure analysed in Chapters

4 and 5. As the salmon market in the European Union has expanded greatly over the

period covered by the data set, and as the expenditure on salmon is a very small share

of total income, an aggregate income measure is likely to be a poor candidate for

explaining variation in the demand for the product categories of salmon considered

here." Total expenditure on salmon will therefore be used. This measure is comparable

to the expenditure measure used in Chapters 4 and 5, and should be a good measure if

the weak separability condition invoked there holds. Real values were obtained using

DECD's consumer price index for the European Union.

The introduction of farmed salmon has greatly transformed the market for salmon,

particularly in Europe, and the demanded quantities have increased vastly. Imports of

5 This leaves a slight bias in the data set as national consumption is not included for the producing
countries inside the Union. Inside the European Union, only the UK and Ireland produce salmon, and
as their domestic consumption of salmon is small compared to the total demand in the European
Union, the error this introduces in the data is likely to be small.
6 Aggregate income measures such as gross national product or private fmal consumption mostly have
little variation and strongly resemble a linear trend with a few kinks.
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salmon by the European Union were 35,000 tons in 1981, and increased to 177,000

tons in 1992. The preferred product forms have also changed. In 1981,29,500 tons of

frozen salmon were imported, mostly from North America, while in 1992, 124,500

tons of fresh salmon were imported, mostly from European producers. Imports of

frozen salmon increased to 49,000 tons in 1992, of which only about 50% was from

North America. The real prices and quantities of fresh, frozen and smoked salmon

imported by the European Union are graphed in Figures 7.1 and 7.2. To enable a

comparison of the volatility and the strength of trends in the data series, all data series

are normalised to one in January 1981. For all product forms there is an upward trend

in imported quantities, and this trend is particularly strong for fresh salmon. The

prices all have a downward trend.
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Figure 7.1. Normalised prices for salmon imports (January 1981=1)
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Figure 7.2. Normalised quantities for salmon imports (January 1981=1)

The imported quantities of salmon exhibit strong seasonality. This can be seen in

Figure 7.2, and is evident in Figure 7.3, where average monthly consumption of the

three product forms is shown for the period 1981-1992. There is a strong seasonal

peak in late fall, and a weak one in spring. This is because salmon traditionally is

consumed in holidays, and particularly before Christmas. Note also that imports of

frozen salmon peaks earlier than fresh and smoked salmon. This is because most of

the frozen salmon is used as input in the European smoking industry. However, prices

do not seem to exhibit any seasonality, although they are quite volatile.
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Both the upward trend and the strong seasonality, and even more so the strong

volatility in prices, indicate that a dynamic specification may be appropriate if the

demand is to be estimated. However, strong volatility in the data series is in itself not

sufficient for a dynamic specification to be necessary. Some factors, for example,

adjustment costs, must also prevent demand from adjusting instantaneously to

changes in prices or other factors affecting demand. This will be discussed in the next

section.

7.3 Why Does Demand Deviate from Long-Run Equilibrium?

There are many explanations as to why the market for a product may deviate from the

equilibrium. An early explanation in agricultural economics isthe cobweb model of
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Ezekiel (1938), where naive expectations on the producer side cause the supply to

deviate from equilibrium. In the cobweb model the demand never deviates from

equilibrium. However, there are many circumstances under which the demand for a

product can deviate from long-run equilibrium, leading to a dynamic adjustment

towards equilibrium. In this section economic arguments for why this might be the

case are reviewed.

The first and most commonly used model to explain why demand in the short-run

could deviate from equilibrium is the habit formation model proposed by Houthakker

and Taylor (1966). Here, the demand for a product depends on the quantity consumed

in earlier periods. Hence, the quantity consumed in earlier periods limits the possible

reaction of a consumer to a changed environment (i.e., changes in prices or income).

This representation can be reasonable with addictive products, when knowledge about

the product does matter or when a product is used together with a durable good and

the cost of changing the durable good is too large.

However, the habit formation model has a rather limited dynamic structure and allows

for only one form of disequilibrium behavior. Although he only considers a habit

formation model in detail, Pollak (1970) also suggest that factors like contractual

obligations and imperfect information can cause demand to deviate from equilibrium.

Recently, these reasons for deviations from long-run equilibrium have also gained

much attention, particularly in the field of industrial organisation. Contractual

obligations can limit the adjustment to a changed environment by specifying the

consumption pattern of some product. Imperfect information can take many forms,
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and may in many cases affect the adjustment of demand to a changed environment.

For instance, the consumer might find it costly to obtain all current information about

a product even if it is available, and therefore base the current purchase partlyon

information obtained earlier. Information from earlier purchases can also be relevant

in cases where information about the product may be asymmetric and the seller may

vary characteristics of the product (e.g. quality) without the consumer being able to

assert it before the purchase.

If the product in question is an intermediate good, the cost of adjusting the production

technology to a changed environment may also cause the demand for a product to

deviate from equilibrium for some time. Only when the production process has fully

been altered to the new situation, will demand fully adjust to the new equilibrium.

Several of the points mentioned above may be of relevance in the European salmon

market. Much of the salmon is purchased by processors. Although one would not

expect large adjustment costs between different product forms of salmon, brands and

origin may be important in the marketing of the product. Hence, marketing costs may

affect the dynamic adjustment. There also seem to be more or less formal bindings

between some exporters and importers. If these bindings are formal, they will directly

be a limitation to the adjustment possibilities for the importer's demand. More

commonly, the bindings are informal. However, because of considerations about

quality and delivery reliability (i.e., the exporter's reputation), the adjustment

possibilities may be-limited. With the growth in the supply of salmon, new markets

have been found. Knowledge about salmon has been found to be important for the

189



demand in these markets, indicating that a habit formation effect may be important

(Bjørndal, Salvanes and Andreassen, 1992).

7.4 Dynamic Specification

Consumer theory indicates that the demanded quantity of any product is a function of

its own price, prices on substitutes and income. When estimating a dynamic demand

equation with a single equation specification, one does not want to impose any further

restrictions. It is then common to start with an autoregressive distributed lag model,

which is the most general dynamic specification used in the literature (see e.g. Bird,

1986; Johnson et al., 1992, Vaage, 1992).7 This can be written as:

p n q r

(1) qt =«, + La; q.; + LLPm)Pm,t-) + LYk xt_k+et
;=1 m=1)=0 k=O

where q, is the naturallogarithm of quantity demanded in period t, Pm' is the natural

logarithm of the price of product m in period t, x, is the naturallogarithm of income in

period t and et is a white noise error term. Several more restrictive dynamic

approaches are nested inside this model. These include the habit formation model, a

model with autoregressive errors and a static model. For a review, see Hendry (1995,

eh. 7). The long-run relationship in (1) is found by setting all the variables equal at

every time t, i.e.,

(2)

n q r

LLPm) LYk n

q = __ a_;;:....__+m=1)=; Pm+ '": x+et =ao+ LbmPm,+gx+et
l-La; l-La; l-La;

;=1 ;=1

m=1
;=1

7 It should be noted that this approach is most common in applied macroeconomics, and is mainly
based on the work of Davidson el al. (1978). An excellent econometric review can be found in
Banerjee el al. (1993).
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A representation of (1) that has been popular the last decade is the error correction

model. This is a restriction free transformation of (1), and can be written as

(3)

p-I n q-I r-I

åq, = Lai Il.qt-i + L Lbm}Il.Pm,t-} + Lgk Il.xt_k -
i=1 m«l }=o k=O

ap(qt_p- ao- i»: Pm,t-Q- gxt-R) + et
m=1

where

i } k

ai = Lai -1, bm}= LPm}, s, = LYk'
~I ~ ~

The main advantage with (3) is that the long-run relationship is explicitly shown

inside the parenthesis. This specification is known as an error correction model

because this term has any effect (i.e., is different from zero) only when the demand

relationship deviates from equilibrium. In such specifications, the parameter -ap is

interpreted as the adjustment speed for corrections of deviations from equilibrium, or

disequilibrium movements. If the parameter equals unity, the adjustment is

instantaneous, and a static model is an appropriate specification' If the parameter

equals zero, there will be no correction of disequilibrium movements. The adjustment

speed parameters are mostly required to be on or between these limits (Banerjee et al.,

1993). This is because the adjustment will be monotonic only in this interval, and all

other values induce excessive costs. Parameter values in the interval between one and

two also correct disequilibrium movements, but with an oscillatory pattern, i.e., the

correction overshoots the target although with declining magnitudes.' When the

8 As every data set is discrete, the term instantaneous adjustment must of course be viewed relative to
the frequency of the observations. For instance, with monthly data the adjustment measured by the
contemporary observation covers one month, while with annual data it covers a year,
9 One might argue that adjustment parameters between one and two are reasonable in some cases,
where the correction can lead to an overshoot, as this range for the adjustment parameter implies a
descending oscillatory pattern,
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parameter is larger than two or less than zero, the reaction to disequilibrium

movements amplifies the disequilibrium movements, oscillatory in the first case and

monotonically in the last, see Hamilton (1994) or Asche and Salvanes (1996) for a

further discussion.

However, the adjustment parameter may in itself be a rough measure of the

adjustment, as it only delineates between instantaneous adjustment and how much of

the adjustment takes place in later periods (the effect of the lagged quantities, Lj aj,

give the adjustment in later periods). Information on how much of the impact of a

deviation from equilibrium that is corrected in each period, may be obtained using

1994). The dynamic multiplier can be interpreted as the adjustment that takes place i

what may be called each period's adjustment parameter or the dynamic multiplier,

aj.IOWhile the information contained in these parameters is mostly ignored in the

demand literature, it is interpreted in the time series literature (see e.g. Hamilton,

periods after the disequilibrium movement. Note that it is these parameters that add up

to the part of the adjustment parameter that does not adjust instantaneously, i.e., -ap=

l-Lj aj. By considering the dynamic multiplier in each period, we will be able to say

how much of the adjustment takes place in every period, and by adding these

parameters to the adjustment parameter for the desired number of periods, we can say

how much of the adjustment has taken place after any number of periods. Thus for

n<P, -ap+ "n o., =1- "p «, =-ap+an+lL..J,=J L..J,=n+J can be interpreted as the

10 The term dynamic multiplier is used in the univariate time series literature, see e.g. Hamilton (1994,
p.3).
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adjustment that has taken place after n periods. Note that - a p + 2::1a i = 1, i.e., after

P periods all the adjustment has taken place.

The adjustment parameter and the dynamic multipliers can be obtained from both an

autoregressive distributed lag model and an error correction model. In the

autoregressive distributed lag model the dynamic multipliers are estimated directly

and the adjustment parameter must be inferred from the dynamic multipliers. In the

error correction model the adjustment parameter is estimated directly, and the

dynamic multipliers must be inferred from the estimated aj parameters. Note also that

nonstationarity and cointegration have not been mentioned yet. Even if error

correction models fit hand in glove with nonstationary but cointegrated data series, the

model works just as well with stationary data series as it is just a restriction free

transformation of an autoregressive distributed lag model.

7.5 Integration and Cointegration

It is now widely recognised that most economic data series tend to be nonstationary,

and Figures 7.1 and 7.2 indicate that this may also be the case for the prices and

quantities used here. Before estimating the demand equations, the time series

properties of the data series is investigated. This is done using a Dickey-Fuller test

(Dickey and Fuller, 1979; 1981). The results are reported in Table 7.1, and all the data

. b . 11senes seem to e nonstationary.

Il All estimation and tests in this chapter were done with the econometric software package Shazam
(White, 1978).
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Table 7.1. Unit root tests

Variable Test statistic No.oflags

Fresh price -1.062 1

Frozen price -1.361 1

Smoked price -0.808 1

Fresh quantity -1.463 11

Frozen quantity 0.601 11

Smoked quantity -0.133 11

Income 0.167 11

Critical value is -2.881 at a 5% level and -2.577 at a 10% level (MacKinnon, 1991).

As our data series are nonstationary, it must be confirmed that the data series in each

of our demand equations form a long-run relationship. This is done by testing if they

are cointegrated. Cointegration is a key concept when dealing with nonstationary data

series because the existence of a cointegration vector is a necessary condition for

nonstationary variables to form a long-run relationship (Engle and Granger, 1987). A

regression on nonstationary data series without a cointegration relationship will

produce a spurious relationship (Granger and Newbold, 1986; Phillips, 1986).

However, in the special case when two or more nonstationary data series integrated of

the same order form a long-run relationship, i.e., they move together through time, a

regression on these variables will produce stationary residuals. In this case the

variables are said to be cointegrated. Whether the data series in our demand equations

are cointegrated can be tested by testing the residuals from a static regression on the

levels of the data series in the demand equations (equation (4)) for stationarity. This
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can also be done by a Dickey-Fuller test. The results in our case are reported in Table

7.2, and the data series in all demand equations seem to be cointegrated.

Table 7.2. Long-run estimates

Variable Equation

Fresh Frozen Smoked

Fresh price -0.594 0.495 -0.106

Frozen price 0.070 -1.179 -0.513

Smoked price 0.111 -0.508 -0.085

Income 0.372 1.326 1.390

Trend 0.019 -0.012 -0.001

Constant 3.028 -2.184 -4.370

0.949 0.813 0.876

Cointegration test -9.624 -9.392 -9.302

Critical value for the cointegration tests is -4.531 at a 5% level and -4.225 at a 10% level (MacKinnon,
1991).

7.6 Empirical Results

Toestimate the demand equations for fresh, frozen and smoked salmon in an error

correction model, the two-step estimator of Engle and Granger (1987) is used since

the data series are nonstationary but cointegrated.Y The advantage with the two-step

estimator is that even though (3) is nonlinear, all the parameters can be estimated with

12 As the variables in the short-run dynamics are differenced, they are stationary and their parameters
have the usual property of root-T convergence. However, the parameters in the long-run relationship
converge at the rate 0(1), and are super consistent.
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ordinary least squares. In the first step the long-run relationship is estimated in a static

regression on the levels of the variables, i.e.,

(4) q, =ao+ La;p;"+gx,+e,,
;=F,Z,S

where F indicates fresh, Z frozen and S smoked salmon. Engle and Granger show that

these estimates are super consistent, but normal inference theory does not apply. The

results are reported in Table 7.2.13 With the exception of the parameter for fresh

salmon in the equation for smoked salmon that indicates that these two products are

complements, the signs on the parameters are all similar to earlier studies.14 However,

the own-price and income effects for fresh salmon are somewhat weaker than what is

normally reported, while the same responses are stronger for frozen salmon.

Relatively high R2 values also support the hypothesis of cointegration in all equations.

The second step is to estimate the short-run dynamics with a specification like (3),

using the parameters obtained in step one for the long-run relationship. Several earlier

studies have indicated that the demand for salmon has a seasonal pattern. To control

for seasonality, seasonal dummies, db with January as the base period are included. To

include all relevant information, a sufficently large number of lags must be chosen.

We first tried with a model that covered a year, i.e., eleven lags are specified. The

estimated equation can then be written as:

13 All the specification issues related to derived demand and simultaneity discussed in Chapter 5.3 do
also apply here. As the discussion would be similar, it is referred to the discussion in that section,
14 There are a number of studies considering the demand for fresh salmon or an aggregate of salmon,
see Bird (1986), Herrmann and Lin (1988), Bjørndal, Salvanes and Andreassen (1992), Herrmann,
Mittelhammer and Lin (1992; 1993), DeVoretz and Salvanes (1993), Bjørndal, Gordon and Salvanes
(1994), Recently the demand for different product forms of salmon (also fresh, frozen and smoked)
have been estimated in demand systems, see Wessells and Wilen (1993; 1994), Asche, Salvanes and
Steen (1994) and Chapters 4 and 5 in this dissertation.
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10 10 10

S q, = Lai I::.qt-i + L Lbm)I::.Pm,t-) + Lgk I::.xt_k
i=1 m=F,Z,S )=0 k=O(5)

12

+L Didi - ap (ECMt_1I )+ et
i=L

where ECM is the estimated long-run relationship from equation (4). The parameters

from these regressions are reported in Tables 7.3, 7.4 and 7.5. Higher lags do not seem

to incorporate much information as the hypothesis of no autocorrelation can be

rejected with this specification. Moreover, as many of the parameters on the higher

lags seem to capture relevant information, it is not tried to simplify the dynamic

structures. Also note the seasonal peaks in late spring and before Christmas for fresh

and smoked salmon. For frozen salmon the peaks are somewhat earlier. This is

reasonable as frozen salmon mostly is used as an input factor by the European

smoking industry.

To facilitate the discussion of the dynamics, the adjustment parameters and dynamic

multipliers are shown in Table 7.6, and the cumulative adjustment, i.e., the share of

the adjustment that has taken place after n periods, is shown in Table 7.7. The

cumulative adjustment is also graphed in Figure 7.4. The adjustment speed of all

product forms is slow as the quickest, fresh salmon, has an adjustment parameter of

0.121. Frozen salmon has a adjustment parameter of 0.106 and smoked salmon of

0.018. Even though the instantaneous adjustment is slow, most of the adjustment

takes place over the next three months. For all product categories, more than 60% of

the adjustment has taken place three periods after the disequilibrium movement. In the

next three periods the adjustment is slow and in fact negative in some periods. The

remaining adjustment takes place over the last few periods.

197



Table 7.3. Short-run estimates for fresh salmon

Variable Estimate St. Dev Variable Estimate St. Dev
al -0.813* (0.122) bsmoked2 -0.013 (0.215)
a2 -0.719* (0.150) bsmoked3 0.204 (0.234)
a3 -0.412* (0.152) bsmoked4 0.249 (0.247)
a4 -0.463* (0.149) bsmoked5 0.335 (0.249)
as -0.418* (0.160) bsmoked6 0.085 (0.236)
a6 -0.415* (0.163) bsmoked7 0.164 (0.215)
a7 -0.502* (0.170) bsmoked8 0.205 (0.190)
a8 -0.553* (0.188) bsmoked9 0.040 (0.167)
a9 -0.372* (0.195) bsmoked10 0.138 (0.143)
a10 -0.281 (0.188) gO 0.487* (0.151)
bfreshO -0.039 (0.330) gl -0.001 (0.180)
bfresh1 -0.037 (0.329) g2 -0.094 (0.193)
bfresh2 -0.487 (0.322) g3 0.201 (0.208)
bfresh3 -0.666* (0.325) g4 0.302 (0.222)
bfresh4 -0.688* (0.327) g5 0.223 (0.232)
bfresh5 -0.178 (0.343) g6 0.289 (0.230)
bfresh6 -0.184 (0.350) g7 0.205 (0.226)
bfresh7 -0.245 (0.354) g8 0.400** (0.215)
bfresh8 -0.506 (0.360) g9 0.245 (0.203)
bfresh9 -0.505 (0.360) glO 0.344** (0.172)
bfresh10 -0.145 (0.361) aP -0.121 (0.172)
bfrozenO -0.419 (0.309) D2 -0.401 ** (0.202)
bfrozen1 -0.129 (0.337) D3 -0.406 (0.290)
bfrozen2 -0.360 (0.337) D4 0.130 (0.319)
bfrozen3 0.114 (0.330) DS 0.231 (0.315)
bfrozen4 0.297 (0.320) D6 0.042 (0.303)
bfrozen5 0.191 (0.314) D7 0.064 (0.296)
bfrozen6 0.371 (0.310) D8 -0.131 (0.316)
bfrozen7 0.249 (0.304) D9 -0.074 (0.348)
bfrozen8 -0.571 ** (0.307) D10 -0.074 (0.338)
bfrozen9 -0.889* (0.312) Dll 0.413 (0.304)
bfrozen10 -0.649* (0.319) D12 0.534* (0.206)
bsmokedO -0.226 (0.157) aO 0.063 (0.214)
bsmoked1 0.060 (0.190)

R2 0.922
* indicates significant at a 5% level and * * indicates significant at a 10% level.
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Table 7.4. Short-run estimates for frozen salmon

Variable Estimate St. Dev Variable Estimate St. Dev
al -0.571 * (0.124) bsmoked2 0.097 (0.214)
a2 -0.466* (0.147) bsmoked3 0.000 (0.242)
a3 -0.442* (0.155) bsmoked4 -0.046 (0.246)
a4 -0.333* (0.169) bsmoked5 -0.145 (0.245)
a5 -0.457* (0.176) bsmoked6 -0.057 (0.238)
a6 -0.403* (0.192) bsmoked7 -0.120 (0.218)
a7 -0.258 (0.203) bsmoked8 -0.083 (0.200)
a8 -0.215 (0.206) bsmoked9 -0.278 (0.184)
a9 -0.244 (0.209) bsmoked10 -0.200 (0.165)
a10 -0.173 (0.213) gO 1.230* (0.149)
bfreshO -0.113 (0.321) gl 0.955* (0.230)
bfresh1 -0.169 (0.317) g2 0.949* (0.271)
bfresh2 0.071 (0.319) g3 0.709* (0.299)
bfresh3 0.398 (0.315) g4 0.548** (0.310)
bfresh4 0.170 (0.318) g5 0.500** (0.311)
bfresh5 -0.470 (0.336) g6 0.630* (0.312)
bfresh6 -0.102 (0.347) g7 0.617** (0.322)
bfresh7 0.050 (0.356) g8 0.484 (0.327)
bfresh8 0.306 (0.361) g9 0.250 (0.319)
bfresh9 0.220 (0.354) glO 0.222 (0.289)
bfreshlO -0.019 (0.337) aP -0.106 (0.184)
bfrozenO -0.693* (0.282) D2 0.264 (0.225)
bfrozenl -0.704* (0.326) D3 0.025 (0.309)
bfrozen2 -0.390 (0.345) D4 -0.239 (0.325)
bfrozen3 -0.800* (0.345) D5 -0.542** (0.338)
bfrozen4 -0.132 (0.356) D6 -0.375 (0.347)
bfrozen5 0.212 (0.360) D7 0.107 (0.324)
bfrozen6 -0.133 (0.347) D8 0.302 (0.339)
bfrozen7 -0.616** (0.342) D9 0.212 (0.374)
bfrozen8 -0.652** (0.349) DI0 -0.016 (0.372)
bfrozen9 -0.420 (0.369) D11 -0.420 (0.303)
bfrozen10 -0.254 (0.378) D12 -0.893* (0.213)
bsmokedO -0.144 (0.157) aO 0.070 (0.225)
bsmokedl -0.191 (0.189)

R2 0.934
*indicates significant at a 5% level and ** indicates significant at a 10% level.
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Table 7.5. Short-run estimates for smoked salmon

Variable Estimate St. Dev Variable Estimate St. Dev
al -0.717* (0.121) bsmoked2 -0.806* (0.213)
a2 -0.638* (0.133) bsmoked3 -'0.691* (0.236)
a3 -0.417* (0.143) bsmoked4 -0.627* (0.239)
a4 -0.468* (0.142) bsmoked5 -0.490* (0.242)
as -0.445* (0.146) bsmoked6 -0.676* (0.228)
a6 -0.337* (0.150) bsmoked7 -0.069 (0.218)
a7 -0.195 (0.155) bsmoked8 -0.226 (0.201)
a8 -0.042 (0.161) bsmoked9 0.520* (0.175)
a9 0.009 (0.170) bsmokedlO 0.028 (0.153)
alO 0.077 (0.168) gO 0.473* (0.109)
bfreshO 0.240 (0.259) gl 0.205 (0.147)
bfresh1 -0.068 (0.251) g2 0.152 (0.157)
bfresh2 0.155 (0.250) g3 0.109 (0.165)
bfresh3 -0.303 (0.250) g4 0.201 (0.182)
bfresh4 -0.399** (0.248) g5 0.366 (0.208)
bfresh5 0.019 (0.252) g6 0.076 (0.224)
bfresh6 -0.402 (0.266) g7 0.105 (0.225)
bfresh7 -0.053 (0.271) g8 -0.180 (0.226)
bfresh8 0.200 (0.270) g9 0.089 (0.227)
bfresh9 0.527** (0.275) glO 0.022 (0.228)
bfresh10 0.244 (0.259) aP -0.018 (0.162)
bfrozenO -0.320 (0.214) D2 -0.135 (0.244)
bfrozenl 0.199 (0.238) D3 0.312 (0.328)
bfrozen2 0.186 (0.243) D4 0.303 (0.329)
bfrozen3 0.207 (0.248) DS 0.228 (0.350)
bfrozen4 0.438** (0.239) D6 -0.230 (0.355)
bfrozen5 -0.117 (0.246) D7 -0.392 (0.340)
bfrozen6 0.168 (0.252) D8 -0.348 (0.362)
bfrozen7 0.172 (0.242) D9 0.011 (0.373)
bfrozen8 -0.100 (0.238) DlO 0.461 (0.354)
bfrozen9 -0.408** (0.245) DU 1.216* (0.313)
bfrozen10 -0.675* (0.248) D12 1.414* (0.170)
bsmokedO -0.896* (0.121) aO -0.210 (0.234)
bsmoked1 -0.784* (0.179)

R2 0.982
*indicates significant at a 5% level and ** indicates significant at a 10% level.
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Note that for smoked salmon the adjustment overshoots in two periods. These features

are hard to explain, as they induce excessive adjustment costs. However, the

overshoots are not significant, and the magnitude of the overshoots is small. Hence, it

is likely that the overshoots are caused by noise in the data series, although also

functional misspecification may cause the problem.
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Figure 7.4. Cumulative adjustment
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Table 7.6. Adjustment parameters

Parameter Equation

Fresh salmon Frozen salmon Smoked salmon

ap 0.121 0.106 0.018

al 0.187 0.429 0.283

a2 0.094 0.105 0.080

a3 0.307 0.024 0.220

a4 -0.050 0.108 -0.051

as 0.044 -0.123 0.023

a6 0.003 0.053 0.108

a7 -0.087 0.145 0.142

ag -0.050 0.043 0.153

a9 0.181 -0.028 0.051

alO 0.091 0.070 0.068

all 0.163 0.067 -0.095

Table 7.7. Cumulative adjustment

Period Equation

Fresh salmon Frozen salmon Smoked salmon

o 0.117 0.107 0.018

1 0.304 0.536 0.301

2 0.398 0.641 0.381

3 0.705 0.665 0.601

4 0.655 0.773 0.550

5 0.699 0.650 0.573

6 0.702 0.703 0.681

7 0.615 0.848 0.823

8 0.565 0.891 0.976

9 0.746 0.863 1.027

10 0.837 0.933 1.095

11 1.000 1.000 1.000
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7.7 Concluding remarks

In this chapter, the emphasis was on obtaining information about the dynamic

adjustment of demand. Therefore, single equation error correction specifications were

used to specify the demand equations. It was shown that the parameters in the error

correction model provide information about how much of the effect of a price (or

expenditure) change is reflected instantaneously in the demand, and how many

periods it takes for demand to fully adjust to price changes. The parameters also

provide information on how much of the adjustment has taken place after any number

ofperiods.

The empirical results indicate that a dynamic specification is important for the three

product forms of salmon considered here. Only around 10% of the adjustment of a

disequilibrium 'movement takes place instantaneously. However, more than 60% of

the adjustment takes place after three periods for all the product forms. Still, it takes a

whole year before the change is fully reflected in demand. That there is a significant

time of adjustment before demand fully reflect changes in prices and other factors,

indicates that it is possible to affect the market by regulations in the short term by

changing the equilibrium.
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8: SUMMARY AND CONCLUSIONS

8.1 Introduction

This dissertation has focused on different dynamic specifications of demand

equations. Emphasis has been on theoretically consistent demand specifications, but a

more data oriented approach has also been considered. The different demand equation

specifications have been utilised to investigate the demand structure in the salmon

market in the European Union. In this chapter, a summary of the methodologies used

and the results obtained is given. Some remarks on the policy implications of the

results are also offered.

Detailed reviews of some issues relevant to this dissertation were given in Chapters 2

and 3. In Chapter 2, the necessary conditions for demand equations to be theoretically

consistent were reviewed together with more practical issues in demand equation

specification, such as separability, functional forms, simultaneity and derived demand.

In Chapter 3, the salmon market, with emphasis on the European Union, was

discussed. A brief review of earlier studies of the demand for salmon and a thorough

discussion of the data sets were also provided.

This chapter will be organised as follows. In the next Section, the methodologies used

will be summarised and commented upon. In Section 8.3, the empirical results are
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summarised, while some policy implications are discussed in Section 8.4. In Section

8.5, some suggestions for future research of salmon markets are offered.

8.2 Methodology

In Chapter 4, the fully modified least squares (FMLS) estimator of Phillips and

Hansen (1990) was used to estimate the demand for fresh, frozen and smoked salmon,

using the almost ideal demand system of Deaton and Muellbauer (1980). The fully

modified least squares estimator has previously been used by Chambers (1993) when

estimating an almost ideal demand system. However, his approach was expanded by

allowing for deterministic components in the demand system, using the results of

Hansen (1992). When the data series are nonstationary, there are two main advantages

with the fully modified least squares estimator compared to ordinary least squares or

seemingly unrelated regressions. First, when using the fully modified least squares

estimator, normal inference theory applies even when the data series used are

nonstationary, provided that they form a long-run relationship, i.e., are cointegrated.

This was indeed the case in this analysis as the data series, in common with most

economic data series, were found to be nonstationary, but cointegrated. Also, as a

heteroskedasticity and autocorrelation consistent estimate of the covariance matrix is

used, autocorrelation will not cause problems by giving inefficient estimators.

However, some caveats should be noted with the fully modified least squares

estimator. Although it is asymptotically equivalent to an ordinary least squares or

seemingly unrelated regression estimator when there are no problems with

nonstationary components in the distribution of the estimators and no autocorrelation,
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the ordinary least squares or seemingly unrelated regression estimator are more

efficient in limited samples (Davidson and MacKinnon, 1993). Moreover, when using

the heteroskedasticity and autocorrelation consistent covariance matrix, one implicitly

assumes that the only dynamics present are autoregressive errors. If the true dynamics

are more general, the use of a heteroskedasticity and autocorrelation consistent

covariance matrix is not sufficient to solve the problem of dynamic misspecification.

A more general dynamic structure is then needed. A third problem is that there are no

misspecification tests that can be used together with the fully modified least squares

estimator. Hence, it is difficult to evaluate the performance of the estimated model.

In Chapter 5, a parametric specification of the dynamics is used when estimating the

demand for fresh, frozen and smoked salmon. Here also, the almost ideal demand

system of Deaton and Muellbauer (1980) is used to specify the demand system. The

dynamic specification is based on the work of Anderson and Blundell (1982; 1983;

1984). However, by using the Bewley transformation of Wickens and Breusch (1988)

of an error correction model, it was possible to obtain a linear specification of the

dynamic structure.

By using a parametric specification of the dynamics, normal misspecification tests can

be utilised. However, there are some problems using the Durbin-Watson test, which is

commonly used when testing for autocorrelation in demand systems. The test is an

equation by equation test, and is not invariant to which equation is deleted in a

singular demand system. As well, the test does not take cross equation autocorrelation

into account. It is shown that these problems can be avoided by using the LM test of
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Godfrey (1981). This test was suggested in a simultaneous equation context, but also

applies in the seemingly unrelated regression case.

The importance of allowing a general dynamic specification can be seen in several

ways. The hypothesis of no autocorrelation and the homogeneity and symmetry

restrictions implied by consumer theory are rejected in the static model, and provide

evidence against this specification. The rejection of the homogeneity and symmetry

restrictions in the model in Chapter 4 also provides evidence against a model with

autoregressive errors. This further emphasises the drawback of not being able to use

misspecification tests, such as a test for autocorrelation, when using the fully modified

least squares estimator. Attention to the dynamic structure is important, as is seen by

noting that the homogeneity and symmetry restrictions implied by consumer theory

cannot be rejected when using the most general dynamic specification. This

corresponds with the results reported in other studies using an error correction

representation to specify the dynamics in a demand system (Anderson and Blundell,

1983; 1984; Veall and Zimmermann, 1986).

There is, however, a major problem with a parametric specification of the dynamics in

applied work. The number of observations available is often limited, and an additional

lag in the dynamic structure consumes many degrees of freedom. Hence, when

estimating a dynamic demand system with a parametric specification of the dynamics,

there is often a trade-off between the number of lags and the number of goods one

may include in the system. This trade-off is what Hendry (1995, p. 313) refers to as

"the curse of dimensionality". Omitting a lag in the dynamic specification can create
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problems with inference and also leads to inconsistent parameter estimates. However,

excluding a good that belongs to the system violates the true weak separability

condition, and may, together with the adding up condition, lead to incorrect results.

This can most easily be seen by noting that the adding up condition forces at least one

expenditure elasticity to be elastic if at least one good is inelastic. If, for instance, one

excludes the only good in the true system that is expenditure elastic, at least one of the

other goods in the system will be forced to be elastic by the adding up condition. This

problem may be less serious if the estimated demand system includes both truly

elastic and truly inelastic goods.

In Chapter 6, the issue of inference in demand equations when the data series are

nonstationary is addressed. Normal inference theory is in general not valid in

regressions on nonstationary data series. However, when the data series form a long-

run relationship, i.e., are cointegrated, the distribution of the estimators is a linear

combination of a compounded normal and a unit root distribution. In this case, normal

inference theory will apply if the unit root component is controlled for, as with the

fully modified least squares estimator, or when the regressors are strongly exogenous,

as the unit root component in the distribution of the estimators disappears in this case

(Phillips, 1991). When estimating demand equations, economic theory often indicates

that the regressors are strongly exogenous. This will be the case when the supply is

completely elastic for the agents in question. This holds for example when the goods

are supplied competitively or when the demand analysed is small compared to the

market. As price and quantity of a good must form a long-run relationship for the
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analysis to make sense, these market structures also validate normal inference theory

when estimating demand equations when the data series are nonstationary.

While demand system estimation is most suitable when one wants to conduct analysis

based on consumer theory, other issues may be better analysed with other

specifications. In dynamic demand systems with expenditure share equations, the

parameters measuring the adjustment speed towards equilibrium after a price or

expenditure change are unidentified. However, with a single equation demand

specification these parameters can be identified. In Chapter 7, a single equation error

correction model is used to analyse the adjustment after disequilibrium movements. It

is shown that this model provides information on how much of the adjustment is

instantaneous, how much of the adjustment takes place in each period and how long it

takes to completely adjust to a change in price or expenditure.

8.3 Empirical Results

The different approaches to estimation of demand equations have all been used to

analyse the demand structure in the salmon market in the European Union. This is

done byestimating demand for fresh, frozen and smoked salmon. The empirical

results give more information about the demand for salmon than earlier studies, as

more product forms are considered. In most studies, only fresh salmon or an aggregate

of all salmon are considered. l Exceptions are Wessells and Wilen (1993; 1994), who

consider fresh and salted salmon in a system with many seafood products in Japan,

I See DeVoretz (1982), Bird (1986), Herrmann and Lin (1988), Bjørndal, Salvanes and Andreassen
(1992), Herrmann, Mittelhammer and Lin (1992; 1993), Bjørndal, Gordon and Singh (1993), DeVoretz
and Salvanes (1993) and Bjørndal, Gordon and Salvanes (1994).
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and Asche, Salvanes and Steen (1994), who consider fresh and frozen salmon in the

European Union? To the author's knowledge, no one has previously estimated

demand for smoked salmon. Hence, the empirical results in this dissertation hopefully

add to the knowledge about the demand for frozen and smoked salmon and the

relationships between the three product forms, which previously has been limited.

When discussing the elasticities, only those obtained from the theoretically consistent

specifications in Chapters 4 and 5 are considered. To facilitate comparison of the

results from these two chapters, the elasticities are reproduced in tables 8.1, 8.2, 8.3

and 8.4. The empirical results indicate that fresh and frozen salmon and fresh and

smoked salmon are substitutes. This is particularly clear when considering the

compensated cross-price elasticities, which are all significantly different from zero.

The uncompensated elasticities, where the expenditure effect is taken into account,

also indicate substitutes, although with lower magnitudes. One explanation for this

may be the strong increase in demand for all three product forms over the period

studied. The cross-price elasticities between frozen and smoked salmon indicate

complements. While initially surprising, this result seems reasonable when the fact

that frozen salmon is mostly imported as an input factor in the European smoking

industry is taken into consideration.

2 Kabir and Ridler (1984) estimate demand equations for both fresh and frozen salmon. However, their
study carne too early to capture the effect of the salmon aquaculture industry.
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Table 8.1. Uncompensated elasticities from Chapter 4a,b

Fresh

Fresh Frozen Smoked Expenditure

-1.725* 0.135 0.235** 1.355*

(0.2429) (0.1989) (0.1695) (0.1331)

0.567* -0.277 -0.449* 0.158*

(0.1498) (0.2301) (0.1771) (0.1449)

0.197 -1.491* -0.596* 1.891 *

(0.3382) (0.3213) (0.2547) (0.1005)

Frozen

Smoked

* indicates significant at a 5% level and * * indicates significant at a 10% level.

a Standard deviations are in parentheses.

b Yij wj
11ij = - - J3 i - - ~, ~ = 1 for i = j ,~ = O for i '1=i-

Wi Wi

Table 8.2. Compensated elasticities from Chapter 4a,b

Smoked

Fresh Frozen Smoked Expenditure

-1.223* 0.677* 0.546* 1.355*

(0.2220) (0.1698) (0.2454) (0.1331)

0.626* -0.232 -0.413* 0.158

(0.1571) (0.2347) (0.1828) (0.1449)

0.879* -0.717* -0.161 1.891 *

(0.2454) (0.3179) (0.1823) (0.1005)

Fresh

Frozen

* indicates significant at a 5% level and ** indicates significant at a 10% level.

a Standard deviations are in parentheses.

b ._Yij s;: S;:-If:: ._ 'S;:-Of:: ..11ij - -+ wj -u, u- lor 1- j,u - lor 1'1= j.
Wi
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Table 8.3. Uncompensated elasticities from Chapter sa,b

Fresh

Fresh Frozen Smoked Expenditure

-1.584* 0.186 0.155 1.242*

(0.165) (0.305) (0.159) (0.287)

0.441 * -0.756* -0.146 0.462

(0.179) (0.364) (0.139) (0.320)

0.115 -0.770* -0.975* 1.629*

(0.174) (0.296) (0.311) (0.316)

Frozen

Smoked

"indicates significant at a 5% significance level and indicates significant at a 10% significance level.

a Standard deviations are in parentheses.

b The uncompensated elasticities are given as

. 't» wjllij=--j3i--b, b=l, i=j, b=O, i e j .
Wi Wi

Table 8.4. Compensated elasticities from Chapter sa,b

Fresh

Fresh Frozen Smoked Expenditure

-1.137* 0.708* 0.429* 1.242*

(0.200) (0.236) (0.138) (0.287)

0.607* -0.562** -0.048 0.462

(0.202) (0.288) (0.132) (0.320)

0.702* -0.085 -0.607* 1.629*

(0.226) (0.252) (0.202) (0.316)

Frozen

Smoked

*indicates significant at a 5% significance level and ** indicates significant at a 10% significance
level.

a Standard deviations are in parentheses.

bTh dl:··· • Yij <;: <;: 1 .. <;: O ..e compensate e asncmes are given as llij = - + wj - u, u = , l = J, u = , l * J.
Wi

217



The own-price elasticities for fresh salmon are always elastic. However, the

magnitudes are rather low compared to manyearlier studies, as the highest point

estimate is -1.725. This is in accordance with a trend in studies of the demand for

salmon in reporting own-price elasticities of lower magnitudes when more recent data

sets are used, see also Figure 5.1.3 The own-price elasticities for frozen salmon are

always found to be inelastic, and in some cases not significantly different form zero.

The own-price elasticities of smoked salmon are found to be inelastic, but the

uncompensated elasticity in Chapter 5 is very close to unity.

For the expenditure elasticities, the two approaches in Chapters 4 and 5 agree in

qualitative terms, but the magnitudes of the elasticities differ somewhat. The

expenditure elasticity for fresh salmon is found to be elastic, but only barely so (1.35

and 1.42). Also for the expenditure elasticity there has been a trend in the literature of

reporting less elastic elasticities when recent data sets are used.4 The expenditure

elasticity for frozen salmon is always found to be inelastic, while the expenditure

elasticity for smoked salmon is always elastic, and significantly different from one.

The demand system analyses in Chapters 4 and 5 indicate that a dynamic specification

is appropriate for the salmon market in the European Union. The results in Chapter 7,

where a more detailed analysis of the adjustment process is undertaken, confirm this.

The results indicate that there is a significant time lag from when a change in price or

3 The trend in the own-price elasticities does not seem to depend on whether a single equation or a
system specification is used. See e.g. Asche, Salvanes and Steen (1994) for a system specification that
provides a strongly elastic own-price elasticity for fresh salmon. This is in contrast to what is the case
with expenditure elasticities, where the studies using system specifications seem to report lower
elasticities than the studies using single equation specifications.
4 Note that the studies using system specifications always seem to report lower elasticities than the
studies using single equation specifications.
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expenditure takes place until it is fully reflected by the demanded quantity. This

feature may have several explanations, including habit formation and informal

relationships between exporters and importers.

8.4 Policy Implications

The estimated elasticities may be valuable when analysing several policy issues

relating to the salmon market. The own-price elasticity for fresh salmon, which is the

most important product form in the European salmon market, still seems to be elastic.

However, if its magnitude continues to decline with the expansion of the market, it

may soon be inelastic. The decreasing magnitude of the elasticity does indicate that it

is getting harder to increase income from fresh salmon by increasing the supply, see

also Figure 5.1. If the elasticity continues to decline, it may soon be impossible.

The demand for frozen salmon appears to be inelastic. This is reasonable, as most

wild-caught Pacific salmon is available in this product form. Accordingly, the frozen

salmon segment may be the part of the salmon market with the keenest competition.

The own-price elasticity for smoked salmon also seems to be inelastic. Together with

the current high tariff, this implies that this market segment cannot become very

important for exporters to the European Union.5 Hence, the market segment for fresh

salmon seems to have the strongest growth potential. However, it seems difficult to

increase the income from the salmon market much further by increasing the supply.

Marketing and other factors that may cause shifts in the demand schedule are

accordingly of importance if the growth in the salmon market is to continue.

5 Imports of smoked salmon face a tariff of 13%, compared to 2% for fresh and frozen salmon.
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The question as to whether some producers of farmed salmon have market power has

been, and still is, an important issue in the European salmon market. Many people

inside the industry seem to believe that Irish and Scottish farmers, together with

Norwegian farmers, have market power ifthey are able to act as a unit. For this reason

there have been negotiations with the objective of forming a European producer

organisation, whose aim is to control supply, and thereby prices in the European

salmon market.6

salmon it is possible that a producer organisation could have market power if there are

The probability of success for a producer organisation is critically dependent on the

possible substitution relationships in the market. In particular in the market for fresh

no close substitutes for fresh salmon, as the producers who would compromise the

producer organisation today supply more than 90% of the European Union's fresh

salmon. There is some potential for competition in the fresh market, mainly from

Chile, with a salmonid production of about 78,000 tonnes (Bjørndal, 1996), if the

price margin becomes large enough to justify airfreight of Chilean salmon. However,

if frozen salmon is a close substitute to fresh salmon, then the possibility to gain

market power is small. This is because the available quantities of wild-caught Pacific

salmon are larger than European demand. Further, transportation costs do not

disfavour frozen Chilean salmon in the way they do for fresh. The farmers that would

6 There are also other arguments in favour of a producer organisation based on the instability of the
production process, see Bjørndal and Salvanes (1995).
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make up the producer organisation are also supplying large quantities of frozen

salmon.

When analysing the substitution relationship between two goods, the compensated

cross-price elasticities are the appropriate choice, as they measure the pure

substitution effect. This may be particularly important in markets such as the salmon

market, where the rapid expansion of the market is important for the measurement of

expenditure. As noted above, fresh salmon is a substitute for both frozen and smoked

salmon, and an increase in the price of fresh salmon will increase the demand for

frozen and smoked salmon. Hence, fresh salmon competes with both frozen and

smoked salmon. This result is supported by Steen (1994), who in a market delineation

study finds that the three product forms seem to compete in the same market. The

potential to exploit market power in the fresh salmon market accordingly seems to be

limited.

As a note to the discussion of market power in the salmon market, a particularly

interesting episode took place in 1990-91. Norwegian farmers had a market share in

Europe of more than 60%, and all the Norwegian farmers had a mandatory

membership in a sales organisation. To stabilise and increase the price of fresh

salmon, the most important product form for Norwegian farmers, a freezing program

was implemented in 1990 by the sales organisation to limit the supply of fresh

salmon. Over the period about 88,000 tons of salmon were frozen. However, the price

continued to decline and the freezing program was abandoned in November 1991,

when the sales organisation went bankrupt. One explanation for the failure of the

Norwegian farmers' sales organisation's freezing program in 1990-91 may be that the

possibility to substitute frozen salmon for fresh made it impossible to exploit the

market power that a market share of over 60% should have indicated.
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In Norway, there have also been discussions about the possibility of stabilising the

price of fresh salmon by diversifying the product through processing and supplyimg

different market segments. However, if it is possible to substitute fresh salmon with a

processed form, as our results indicate is the case with frozen and smoked salmon,

there seems to be limited scope for increased stability in the price of fresh salmon

through processing.

8.5 Concluding Remarks

The empirical results in this dissertation may contribute to the knowledge of the

structure in the salmon market, by considering more product forms than earlier

studies. In particular, the demand for both frozen and smoked salmon, the relationship

between these two product forms, and their relationship to fresh salmon has received

little attention in earlier works. However, much work is still left before we can obtain

a good understanding of the salmon market in the European Union.

The frozen product form contains both wild-caught Pacific salmon and farmed

Atlantic salmon. It is not likely that these are perfect substitutes, and a disaggregation

of the frozen salmon category may provide more knowledge. Recently, other product

forms of salmon, in particular fresh and frozen fillets, as well as dinner ready

packings, have become more common. It is not likely that these product forms are

perfect substitutes for the more traditional product forms, and both their demand and

their relationships to the established product forms are of interest. There may also be

regional differences in demand that are not possible to capture when analysing data at

the European Union level.

The origin of the farmed salmon may also be of importance. It is not clear to what

extent farmed salmon from different countries may be regarded as perfect substitutes.

However, there are indications that salmon from different sources are not regarded as

perfect substitutes, and the generic marketing of a concept such as Norwegian
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Superior Salmon clearly shows that some agents in the market try to connect origin

and quality. In this context, it is also of interest to see how important the tariff of 2%

for salmon imports into the European Union is for Irish and Scottish salmon farmers.

The results of earlier studies (see Chapter 3) and this dissertation indicate that there

may not be a separate market for salmon in Europe, as prices are exogenous in the

demand equations. Whether there exists a world market, or if one of the other markets,

e.g. Japan, is price leading is still an open question. Hence, analyses of the

relationships between the different markets and a model of world demand and supply

would be useful for obtaining better knowledge about the price generating mechanism

in the market.
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