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Abstract

In this paper we study the optimal portfolio selection problem
for a constant relative risk averse investor who faces fixed and pro-
portional transaction costs and maximizes expected utility of end-of-
period wealth. We use a continuous time model and apply the method
of the Markov chain approximation to solve numerically for the op-
timal trading policy. The numerical solution indicates that the port-
folio space is divided into three disjoint regions (Buy, Sell, and No-
Transaction), and four boundaries describe the optimal policy. If a
portfolio lies in the Buy region, the optimal strategy is to buy the
risky asset until the portfolio reaches the lower (Buy) target bound-
ary. Similarly, if a portfolio lies in the Sell region, the optimal strategy
is to sell the risky asset until the portfolio reaches the upper (Sell)
target boundary. All these boundaries are functions of the investor’s
horizon and the composition of the investor’s wealth. Some important
properties of the optimal policy are as follows: As the terminal date ap-
proaches, the NT region widens. And the NT region widens as wealth
declines. As the investor’s wealth increases the target boundaries con-
verge quickly to the NT boundaries in the corresponding model with
proportional transaction costs only. As wealth becomes small, the tar-
get boundaries move closer to the Merton line. The closer the terminal
date, the earlier this movement begins. The effects on the optimal pol-
icy from varying volatility, drift, CRRA, and the level of transaction
costs are also examined.
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1 Introduction

In this paper we study the optimal portfolio selection problem for a con-
stant relative risk averse investor. The investor faces fixed and proportional
transaction costs and maximizes expected utility of end-of-period wealth.

This asset allocation problem is a variant of the classical consumption-
investment problem in modern finance. In the absence of transaction costs,
the closed-form solution was obtained by Merton (see, for example, Merton
(1971)). The two-asset problem is of particular interest. When the stock
price follows a geometric Brownian motion, the solution indicates that it is
optimal for the investor to keep a constant fraction in the risky asset. As
time passes, the portfolio is assumed to be adjusted continuously so that
this fraction is maintained. Moreover, this fraction is independent of the
investor’s horizon.

The introduction of transaction costs adds considerable complexity to the
optimal portfolio selection problem. The problem is simplified if one assumes
that the transaction costs are proportional to the amount of the risky asset
traded, and there are no transaction costs on trades in the riskless asset. In
this case the problem amounts to a stochastic singular control problem that
was solved by Davis and Norman (1990). Shreve and Soner (1994) studied
this problem applying the theory of viscosity solutions to Hamilton-Jacobi-
Bellmann (HJB) equations (see, for example, Flemming and Soner (1993)
for that theory).

In the presence of proportional transaction costs the solution indicates
that the portfolio space is divided into three disjoint positive cones, which
can be specified as the buying region, the selling region, and the no-transaction
region. If a portfolio lies in the buying region, the optimal strategy is to
buy the risky asset until the portfolio reaches the boundary of the buying
region, while if a portfolio lies in the selling region, the optimal strategy is
to sell the risky asset until the portfolio reaches the boundary of the selling
region. If a portfolio lies in the no-transaction region, it is not adjusted
at that time. The boundaries of the no-transaction region are functions of
time.

The problem is often further simplified if the investor’s horizon is infi-
nite, which gives a stationary portfolio policy. Dumas and Luciano (1991)
provided an exact solution to a portfolio choice problem for a CRRA in-
vestor. Akian, Menaldi, and Sulem (1996) have considered the case with a
finite number of stocks, but assuming that the noise terms are uncorrelated.
They characterized the value function as a unique viscosity solution of a
system of variational inequalities. The variational inequalities were then
discretized by finite-difference schemes and solved numerically.

Genotte and Jung (1994) solved numerically the discrete-time model
for a CRRA investor with finite horizon and proportional transaction costs.
They examined the optimal trading strategies for a large set of realistic
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parameters. Boyle and Lin (1997) extended the work of Genotte and Jung
(1994) and developed analytical expressions for the investor’s indirect utility
function and also for the boundaries of the no-transaction region.

The solution of the optimal portfolio selection problem having a fixed
cost component is based on the theory of stochastic impulse controls (see, for
example, Bensoussan and Lions (1984) for that theory). The first applica-
tion of this theory to a consumption-investment problem was done by East-
ham and Hastings (1988). They developed a general theory and showed
that solving this general problem requires the solution of a system of so-
called quasi-variational inequalities (QVI). This initial work was extended
by Hastings (1992) and Korn (1998).

In the presence of proportional and fixed transaction costs, the portfolio
space can again be divided into three disjoint regions (Buy, Sell, and NT),
and four boundaries describe the optimal policy. The Buy and the NT
regions are divided by the lower no-transaction boundary, and the Sell and
the NT regions are divided by the upper no-transaction boundary. If a
portfolio lies in the Buy region, the optimal strategy is to buy the risky
asset until the portfolio reaches the lower (Buy) target boundary. Similarly,
if a portfolio lies in the Sell region, the optimal strategy is to sell the risky
asset until the portfolio reaches the upper (Sell) target boundary. All these
boundaries are functions of the investor’s horizon and the composition of
the investor’s wealth.

The optimal portfolio selection problem having both fixed an propor-
tional transaction costs was further developed by Øksendal and Sulem (1999)
and Chancelier, Øksendal, and Sulem (2000). Øksendal and Sulem (1999)
considered the optimal consumption and portfolio selection problem for a
CRRA investor with infinite horizon. They formulated this problem as a
combined stochastic control and impulse control problem and showed that
the value function is the unique viscosity solution of the quasi-variational
inequalities associated to this combined control problem. Chancelier et al.
(2000) studied the same problem and showed that the problem could be
reduced to an alternative sequence of combined stochastic control and opti-
mal stopping problems. In both papers the numerical solution was obtained
by discretizing the quasi-variational inequalities by finite-difference schemes
and solved by using an algorithm based on policy iteration.

Schroder (1995) solved numerically the optimal consumption-investment
problem of a CRRA investor with finite horizon1, but he considered the
presence of fixed transaction costs only.

In this paper we solve numerically the asset allocation problem for the
investor with finite horizon applying the method of the Markov chain ap-
proximation (see, for example, Kushner and Dupuis (1992)). Using this

1 Eastham and Hastings (1988) have also studied a finite horizon model and obtained
an approximate solution for a fairly simple problem
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method, the solution of the variational inequalities is obtained by turning
the stochastic differential equations into Markov chains in order to apply
the discrete-time dynamic programming algorithm.

Throughout the paper we assume that the model parameters are always
chosen so as to exclude the cases with borrowing of risk-free asset and short
selling of risky asset.

The rest of the paper is organized as follows. Section 2 presents the
continuous-time model. Section 3 is concerned with the construction of a
discrete time approximation to the continuous time price processes used in
Section 2, and the solution method. For the sake of comparison and com-
pleteness, Sections 4, 5, and 6 present the models and numerical solutions for
the problems in the absence of transaction costs, in the presence of propor-
tional transaction costs only, and in the presence of fixed transaction costs
only. Our main contributions are presented in Section 7, where we discuss
some properties of the value function and provide the numerical analysis of
the optimal policy. The effects on the optimal policy from varying volatility,
drift, CRRA, and the level of transaction costs are also examined. Section
8 concludes the paper and discusses some possible extensions.

2 The Continuous Time Model

Originally, we consider a continuous-time economy with one risky and one
risk-free asset. Let (Ω,F , P ) be a probability space with a given filtration
{Ft}0≤t≤T . The risk-free asset, which we will refer to as the bank account,
pays a constant interest rate of r ≥ 0, and, consequently, the evolution of
the amount invested in the bank, xt, is given by the ordinary differential
equation

dxt = rxtdt (1)

We will refer to the risky asset as the stock, and assume that the amount
invested in the stock, yt, evolves according to a geometric Brownian motion
defined by

dyt = µytdt + σytdBt (2)

where µ and σ are constants, and Bt is a one-dimensional Ft-Brownian
motion.

We assume that a purchase or sale of stocks of the amount ξ incurs a
transaction costs consisting of a sum of a fixed cost k ≥ 0 (independent
of the size of transaction) plus a cost λ|ξ| proportional to the transaction
(λ ≥ 0). These costs are drawn from the bank account.

We suppose that at any time the investor can decide to transfer money
from the bank account to the stock and conversely. The control of the
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investor is a pure impulse control v = (τ1, τ2, . . . ; ξ1, ξ2, . . . ). Here 0 ≤ τ1 <
τ2 < . . . are Ft-stopping times giving the times when the investor decides
to change his portfolio, and ξj are Fτj -measurable random variables giving
the sizes of the transactions at these times. If such a control is applied to
the system (xt, yt), it gets the form

dxt = rxtdt τi ≤ t < τi+1

dyt = µytdt + σytdBt τi ≤ t < τi+1

xτi+1 = xτ−i+1
− k − ξi+1 − λ|ξi+1|

yτi+1 = yτ−i+1
+ ξi+1

(3)

If the investor has the amount x on the bank account, and the amount
y in the stock, his net wealth is defined as the holdings on the bank account
after selling of all shares of the stock (if the proceeds are positive after
transaction costs) or closing of the short position in the stock and is given
by

N(x, y) =

{
max{x + y(1− λ)− k, x} if y ≥ 0,

x + y(1 + λ)− k if y < 0.
(4)

The solvency region is defined as the region where the investor’s net
wealth is non-negative.

S =
{
(x, y) ∈ R2; N(x, y) ≥ 0

}
(5)

We consider an investor with a finite horizon who has utility only of
terminal wealth. It is assumed that the investor has a constant relative risk
aversion. In this case his utility function is of the form

U(W ) = W γ

γ γ < 1, γ 6= 0
U(W ) = ln(W ) γ = 0

(6)

when (1− γ) is a measure of the investor’s relative risk aversion (RRA).
The investor’s problem is to choose an admissible trading strategy to

maximize Et[U(NT )] subject to (3). We define the value function at time t
as

V (t, x, y) = sup
v∈A(x,y)

Ex,y
t [U(NT )], (7)

where A(x, y) denotes the set of admissible controls which do not cause (3)
to exit from S. We define the intervention operator (or the maximum utility
operator) M by

MV (t, x, y) = sup
(x′,y′)∈S

V (t, x′, y′) (8)
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where x′ and y′ are the new values of x and y. MV (t, x, y) represents the
value of the strategy that consists in choosing the best transaction. We
define the continuation region D by

D =
{
(x, y);V (t, x, y) > MV (t, x, y)

}
(9)

The continuation region is the region where it is not optimal to rebalance
the investor’s portfolio.

Now we intend to characterize the value function and the associated
optimal strategy, assuming there exists an optimal strategy for each ini-
tial point (t, x, y). Then, if the optimal strategy is to not transact, the
utility associated with this strategy is V (t, x, y). On the other hand, se-
lecting the best transaction and then following the optimal strategy gives
the utility MV (t, x, y). Since the first strategy is optimal, its utility is
greater or equal to the utility associated with the second strategy. Hence,
V (t, x, y) ≥ MV (t, x, y) with equality when it is optimal to make a trans-
action. Moreover, in the continuation region the application of the dynamic
programming principle gives us LV (t, x, y) = 0, where the operator L is
defined by

LV (t, x, y) =
∂V

∂t
+ rx

∂V

∂x
+ µy

∂V

∂y
+

1
2
σ2y2 ∂2V

∂y2
. (10)

It is proved (see, for example, Øksendal and Sulem (1999)) that the value
function is the unique viscosity solution of the quasi-variational Hamilton-
Jacobi-Bellman inequalities (QVHJBI, or just QVI):

max
{
LV (t, x, y),MV − V

}
= 0. (11)

3 A Markov Chain Approximation of the
Continuous Time Problem

It is tempting to try to solve the partial differential equation (11) by using
the classical finite-difference method, but the PDE has only a formal mean-
ing and is to be interpreted in a symbolic sense. Indeed, we do not know
whether the partial derivatives of the value function are well defined, i.e., the
value function has a twice continuously differentiable solution. The method
of solution of such problems was suggested by Kushner (including Kush-
ner (1977), Kushner (1990), and Kushner and Dupuis (1992)). The basic
idea involves a consistent approximation of the problem by a Markov chain,
and then solving an appropriate optimization problem for the Markov chain
model. Unlike the classical finite-difference method, the smoothness of the
solution to the HJB or QVI equations is not needed. The methods of proof
of convergence are relatively simple and require the use of only some basic
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ideas in the theory of weak convergence of a sequence of probability measures
of random processes. Some examples of proofs of convergence of the value
function of the discrete time models to their continuous time counterparts
are: Fitzpatrick and Flemming (1991), Davis, Panas, and Zariphopoulou
(1993), and Collings and Haussmann (1998).

In practical applications there are two basic approaches to the realization
of the Markov chain approximation method. Using the first approach, one
constructs a discrete time approximation to the continuous time price pro-
cesses used in the continuous time model. Then the discrete time program is
solved by using the discrete time dynamic programming algorithm. The ex-
amples of use of this approach are Hodges and Neuberger (1989) and Davis
et al. (1993). Using the second approach, one discretizes a HJB/QVI equa-
tion by applying the finite-difference approximation scheme which serves
here only as a guide to the construction of a Markov chain. The coefficients
of the resulting discrete equation is then used as the transition probabilities.
This approach is often denoted as ”finite difference” method, but the use
of finite differences is just a ”device” to get a Markov chain, in itself the
approach is not a finite-difference method. The examples of use of this ap-
proach are Akian et al. (1996), Øksendal and Sulem (1999) and Chancelier
et al. (2000).

The main objective of this section is to present a numerical procedure
for computing the optimal trading policy. We will follow the first approach
and are concerned with the construction of a discrete time approximation
to the continuous time price processes used in the continuous time model
presented in the previous section. The reason is to be able to solve the
problem numerically, i.e., our discrete time utility maximization problem is
a Markov chain approximation to the associated continuous time problem.
The discrete time program is then solved by using the backward recursion
algorithm.

Consider the partition 0 = t0 < t1 < . . . < tn = T of the time interval
[0, T ] and assume that ti = i∆t for i = 0, 1, . . . , n where ∆t = T

n . Let ε be
a stochastic variable:

ε =

{
u with probability p,

d with probability 1− p.

We define the discrete time stochastic process of the stock as:

yti+1 = ytiε (12)

and the discrete time process of the risk-free asset as:

xti+1 = xtiρ (13)

If we choose u = eσ
√

∆t, d = e−σ
√

∆t, ρ = er∆t, and p = 1
2

[
1 + µ

σ

√
∆t

]
,

we obtain the binomial model proposed by Cox, Ross, and Rubinstein
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(1979). An alternative choice is u = eµ∆t+σ
√

∆t, d = eµ∆t−σ
√

∆t, ρ = er∆t,
and p = 1

2 , which was proposed by He (1990). As n goes to infinity, the
discrete time processes (12) and (13) converge in distribution to their con-
tinuous counterparts (2) and (1).

The following discretization scheme is proposed for the QVI (11):

V ∆t = L(∆t)V ∆t, (14)

where L(∆t) is an operator given by

L(∆t)V ∆t = max
m

{
V ∆t(ti, x− k − (1 + λ)m∆y, y + m∆y),

V ∆t(ti, x− k + (1− λ)m∆y, y −m∆y),

E{V ∆t(ti+1, xρ, yε)}
}

,

(15)

where m is an integer number. We have discretized the y-space in a lattice
with grid size ∆y. This scheme is based on the principle that the investor’s
policy is the choice of the optimal transaction, that is, to buy, sell, or do
nothing for a particular state given the value function for all states in the
next time instant. As mentioned above, we use the binomial tree for the
stock price. In addition, we need to discretize the x-space in a lattice with
grid size ∆x.

Theorem 1. The solution V ∆t of (14) converges locally uniformly to the
unique continuous constrained viscosity solution of (11) as ∆t → 0

The proof is based on the notion of viscosity solutions and can be made
by following along the lines of the proof of Theorem 4 in Davis et al. (1993).

In all our numerical calculations we have used the following discretiza-
tion parameters: n = 20, ∆x = 1, and ∆y = 1. The calculations were
implemented on a standard IBM PC. Due to the lack of huge memory ca-
pacity we detect and store only the line coordinates of the four boundaries
which characterize the optimal trading strategy at each period. As a result,
the algorithm grows quadratically in complexity as the number of periods
increases, meaning that the calculation of the optimal policy for period n+1
takes approximately the same time as the calculation of the optimal policies
for all n previous periods.

4 Optimal Policy Without Transaction Costs

We consider the case without any transaction costs (λ = 0, k = 0 ) for the
sake of comparison. The investor’s problem can be rewritten as

V (t, x, y) = sup
(x,y)

Ex,y
t [U(xT + yT )] (16)
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subject to the self-financing condition

d(xt + yt) = (rxt + µyt)dt + σytdBt (17)

Merton (including Merton (1969), Merton (1971), and Merton (1973))
re-parametrized the problem by introducing new variables wt = xt + yt (the
total wealth) and πt = yt

wt
(the fraction of the total wealth held in stock).

Since transactions are costless and instantaneous we can regard πt as a sole
decision variable. The reformulated stochastic control problem becomes

V (w, t) = sup
π

Ew
t [U(wT )] (18)

subject to

dwt = [(µ− r)πt + r]wtdt + σwtπtdBt (19)

Merton obtained a close-form solution for π∗t

π∗t =
µ− r

σ2(1− γ)
(20)

This solution indicates that it is optimal for investor to keep a constant
fraction of total wealth in the risky asset. This means, in particular, that
the investor’s portfolio holdings are always on the line yt = qxt, q = π∗

1−π∗ ,
in the (x, y)-plane. This line is commonly referred to as the Merton line.
One should note that the optimal policy depends neither on the investor’s
horizon, nor on the investor’s wealth (or its composition).

5 Proportional Transaction Costs

Here we consider the case with proportional transaction costs only (k = 0).
In this case the problem can be formulated as a singular stochastic control
problem (see Davis and Norman (1990) and Shreve and Soner (1994)). In
contrast to the no transaction cost case, at any time t the portfolio space is
divided into three disjoint positive cones, which can be specified as the Buy
region, the Sell region, and the No-Transaction (NT) region. If a portfolio
lies either in the Buy region or in the Sell region, the optimal strategy is to
buy/sell the risky asset until the portfolio reaches the closest boundary of
the NT region.

The HJB-equation for this singular stochastic control problem is given
by

max
{
LV (t, x, y),−(1 + λ)

∂V

∂x
+

∂V

∂y
, (1− λ)

∂V

∂x
− ∂V

∂y

}
= 0 (21)

where LV (t, x, y) is defined by (10).
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Inside NT the investor does not trade. Therefore in NT the value func-
tion must satisfy the HJB equation: max{LV (t, x, y)} = 0. The last two
equations in (21) define the Buy and Sell region respectively. The heuristic
argument for this is as following. Because in the Buy region the optimal
policy is to transact to the closest NT boundary, the investor increases his
indirect utility by buying some amount of stock, ∆y, at the expense of low-
ering holdings on the bank account by (1+λ)∆y. Therefore Vy > (1+λ)Vx.
A necessary condition for optimality is Vy ≤ (1 + λ)Vx. The set of (x, y)
points for which the inequality holds with equality defines the boundary
∂B between the Buy region and the NT region. Similarly, the equation
(1−λ)Vx = Vy defines the boundary ∂S between the Sell region and the NT
region.

The boundaries ∂B and ∂S are straight lines through the origin and
can be conveniently described by their slope coefficients ql(t) (lower NT
boundary) and qu(t) (upper NT boundary). The fact that these boundaries
are strait lines through the origin is the result of the homothetic property2

of the value function V (t, x, y) (see, for example, Davis and Norman (1990),
Theorem 3.1).

The NT boundaries are functions of the investor’s horizon only and do
not depend on the investor’s wealth. Moreover, the NT region tends to
widen as the investing horizon approaches. To help understand the optimal
policy we provide numerical illustrations (see Figures (1) and (2)) with the
following data: µ = 10%, r = 5%, σ = 25% (all in annualized terms),
RRA=2, and λ = 0.01.

The interested reader may consult Genotte and Jung (1994) for the de-
tailed examination of the optimal policy for the investor with a finite horizon
and a large set of realistic parameters.

6 Fixed Transaction Costs

Here we consider the case with fixed transaction costs only (λ = 0). The
problem can be formulated in the same manner as in Section 2 with the cor-
rection for zero proportional transaction costs. As in the previous case, the
portfolio space again can be divided into three disjoint regions, which can be
specified as the Buy region, the Sell region, and the NT region. If a portfolio
lies either in the Buy region or in the Sell region, the optimal strategy is
to buy/sell the risky asset until the portfolio reaches the so-called ”target”
boundary. All these boundaries are functions of the investor’s horizon and
the composition of the investor’s wealth so that a possible description of the

2that is, V (t, θx, θy) = θγV (t, x, y) for γ 6= 0
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optimal policy may be given by

y = ql(x, t)x
y = q∗(x, t)x
y = qu(x, t)x

(22)

The first and the third equations describe the lower and the upper no-
transaction boundaries respectively. The second equation describes the tar-
get boundary.

It is easy to prove that in the case of a CRRA investor the value function
has the homothetic property with respect to (x, y, k)3 (see Schroder (1995),
Proposition 1). This is a very convenient property which allows to calculate
the optimal policy for a single fixed fee k and then to obtain the optimal
policy for another k′ by simple scaling.

To illustrate the optimal policy we provide numerical calculations with
the following data: µ = 10%, r = 5%, σ = 25% (all in annualized terms),
RRA=2, and k = 1. Figure (3) plots the optimal strategy for 2 years horizon.
Figure (4) plots NT and Target boundaries as functions of the investor’s
horizon for W = 400000. Figure (5) plots NT and Target boundaries as
functions of the investor’s wealth for 2 years horizon.

Our numerical results agree with the findings of Schroder (1995). Some
important properties of the optimal policy are as follows. The Merton line
lies within the NT region. For even a small fixed fee, the NT boundaries are
found to be rather wide. The optimal policy appears to converge quickly
to a stationary policy as the horizon increases (see Figure (4)). The tar-
get boundary converges quickly to the Merton line as the investor’s wealth
increases (see Figure (5)).

The effects on the optimal policy from varying volatility, drift, and RRA
are thoroughly examined in Schroder (1995).

7 Proportional and Fixed Transaction Costs

Here we consider the case with proportional and fixed transaction costs
(λ > 0 and k > 0). Before proceeding to the numerical results, the following
property of the value function can be easily established directly from the
definition.

Proposition 1. For the CRRA utility function, the value function has the
homothetic property: for θ > 0

V (t, θx, θy, θk) = θγV (t, x, y, k) if U(W ) =
W γ

γ
, (23)

V (t, θx, θy, θk) = ln(θ) + V (t, x, y, k) if U(W ) = ln(W ). (24)

3that is, V (t, θx, θy, θk) = θγV (t, x, y, k) for γ 6= 0
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Proof. The proof follows along the lines of the proof of Theorem 3.1
in Davis and Norman (1990). Denote by A(x, y, k) the class of admissible
policies starting at (xt, yt) ∈ S. Then it is easily checked from the equations
(3) that for any θ > 0

A(θx, θy, θk) = {(θx, θy, θk) : (x, y, k) ∈ A(x, y)}
that is, the portfolio process (θx, θy) and transaction costs θk is admissible if
and only if the portfolio process (x, y) and transaction costs k is admissible.
Thus

V (t, θx, θy, θk) = sup
A(θx,θy,θk)

Eθx,θy
t [U(xT , yT , k)]

= sup
A(x,y,k)

Ex,y
t [U(θxT , θyT , θk)]

When U(W ) = W γ

γ we have U(θxT , θyT , θk) = θγU(xT , yT , k) so that
V (t, θx, θy, θk) = θγV (t, x, y, k), whereas when U(W ) = ln(W ) then
U(θxT , θyT , θk) = ln(θ)+U(xT , yT , k) and V (t, θx, θy, θk) = ln(θ)+V (t, x, y, k).

¤

In the presence of proportional and fixed transaction costs, the portfolio
space can again be divided into three disjoint regions (Buy, Sell, and NT),
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but four (instead of three in the previous section) boundaries describe the
optimal policy. As before, the Buy and NT regions are divided by the lower
no-transaction boundary, and the Sell and NT regions are divided by the
upper no-transaction boundary. If a portfolio lies in the Buy region, the
optimal strategy is to buy the risky asset until the portfolio reaches the
lower (Buy) target boundary. Similarly, if a portfolio lies in the Sell region,
the optimal strategy is to sell the risky asset until the portfolio reaches the
upper (Sell) target boundary.

All these boundaries are functions of the investor’s horizon and the com-
position of the investor’s wealth so that a possible description of the optimal
policy may be given by

y = ql(x, t)x
y = q∗l (x, t)x
y = q∗u(x, t)x
y = qu(x, t)x

(25)

The first and the fourth equations describe the lower and the upper no-
transaction boundaries respectively. The second and the third equations
describe the lower and upper target boundaries respectively. Figure (6)
illustrates the optimal strategy for µ = 10%, r = 5%, σ = 25% (all in
annualized terms), RRA=2, k = 1, λ = 0.01, and 2 years horizon. Figure
(7) plots NT and Target boundaries as functions of the investor’s horizon
for W = 200000. Figure (8) plots NT and Target boundaries as functions
of the investor’s wealth for 2 years horizon.

Some important properties of the optimal policy are as follows. The NT
boundaries are found to be wider than those in the model with proportional
transaction costs only (as one quite logically expects). As the terminal date
approaches, the NT region widens. And the NT region widens as wealth
declines. The behavior of the target boundaries is rather complicated. One
can observe that as the investor’s wealth increases, they converge quickly
to the NT boundaries in the corresponding model with proportional trans-
action costs only. We should note that this rate of convergence depends
on the discretisation parameter n - the number of trading periods in the
time interval [0, T ]. As n grows, the rate of convergence declines. As wealth
becomes small, the target boundaries move closer to the Merton line. The
closer the terminal date, the earlier this movement begins.

The careful comparative statics analysis of the behavior of NT and target
boundaries is beyond the scope of this paper. Indeed, every boundary is a
function of many parameters and may be written as

y = q(t, x, µ, r, σ, γ, λ, k)x

To do the comparative statics for every single parameter would take a huge
amount of space. Besides, the presence of four boundaries makes this task
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rather cumbersome. Therefore we only combine comparative statics analysis
for some important parameters such as the volatility σ, the drift µ, and
the relative risk aversion coefficient RRA. Then we examine effects on the
optimal policy from varying the level of proportional transaction costs λ. As
a consequence of the homothetic property of the value function in (x, y, k),
we can calculate the optimal strategy for a single fixed fee k and then obtain
the optimal policy for another k′ by a simple rescaling of the (x, y) axis.

In addition, we have to choose some benchmarks to make the compar-
isons. For this purpose we use the deviation of a boundary from the Merton
line and the deviation of a boundary from the corresponding NT boundary
in a model with proportional transaction costs only.

Our combined comparative statics analysis is based on the following
idea. In the absence of transaction costs, the fraction of the total wealth
invested in the risky asset is defined by equation (20). One can note that
either doubling the volatility σ2, the relative risk aversion coefficient RRA,
or halving the risk premium µ− r has a similar effect on the optimal policy.
Namely, the investor halves the fraction of his wealth in the risky asset. But
what happens with the optimal policy in the presence of both fixed and
proportional transaction costs?

Figures (9), (10), (11), and (12) present some results of comparison of
NT and target boundaries for different volatilities, drifts, and relative risk
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aversion coefficients. The benchmark parameters are µ = 10%, RRA = 1.5,
and σ = 23%. The rest of the parameters are r = 5%, k = 1, λ = 0.01.
Figures (9) and (11) plot NT and target boundaries as functions of the
investor’s wealth for a 3 years horizon. Figures (10) and (12) plot NT and
target boundaries as functions of the investor’s horizon for W = 60000.

The analysis shows that either doubling volatility, RRA, or halving the
risk premium has similar general consequences. The NT region narrows
both in time and wealth that causes more frequent transactions. At the
same time the NT region shifts downwards in the (x, y) plane causing the
investor to move out of the risky stock and into the riskless bond. The target
boundaries move closer both to the Merton line and to the zero fixed costs
NT target boundaries.

In particular, doubling either volatility or RRA has almost the same
effect on NT boundaries. As compared to these, halving the risk premium
produces a wider NT region. The effect on the rate of convergence of target
boundaries to the zero fixed costs NT boundaries is more distinct. The
highest rate of convergence one gets by doubling the volatility. Doubling the
relative risk aversion gives also a higher rate of convergence. In contrast,
halving the risk premium gives a slower rate of convergence than that in the
model with the benchmark parameters.

We now turn to the analysis of the effect of proportional transaction costs
on the optimal trading policy. Here we limit ourselves to the presentation
of the effect of transaction costs on the NT boundaries only, as the effect on
the target boundaries is difficult to interpret. Figures (13) and (15) plot NT
boundaries as functions of the investor’s wealth for 4 years horizon. Figures
(14) and (16) plot NT boundaries as functions of the investor’s horizon for
W = 50000.

As the level of proportional transaction costs becomes smaller, the devi-
ation of NT boundaries from zero fixed costs NT boundaries increases (see
Figures (15) and (16)). At the same time the NT region in the corresponding
model with zero fixed transaction costs narrows. The resulting net effect is
seen from Figures (13) and (14). The NT region narrows when proportional
transaction costs becomes smaller.

8 Conclusions and Extensions

In this paper we study the optimal portfolio selection problem for a con-
stant relative risk averse investor who faces fixed and proportional transac-
tion costs and maximizes expected utility of end-of-period wealth. We use a
continuous time model and apply the method of the Markov chain approx-
imation to solve numerically for the optimal trading policy. The numerical
solution indicates that the portfolio space is divided into three disjoint re-
gions (Buy, Sell, and No-Transaction (NT)), and four boundaries describe
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Figure 11: Target boundaries as functions of the investor’s wealth
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20



-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0 10000 20000 30000 40000 50000 60000 70000 80000

D
ev

ia
tio

n 
fr

om
 M

er
to

n 
R

at
io

Wealth

Proportional and Fixed Costs

λ=1%   
λ=0.5%
λ=0.1%
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Figure 15: NT boundaries as functions of the investor’s wealth
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Figure 16: NT boundaries as functions of the investor’s horizon

22



the optimal policy. If a portfolio lies in the Buy region, the optimal strategy
is to buy the risky asset until the portfolio reaches the lower (Buy) target
boundary. Similarly, if a portfolio lies in the Sell region, the optimal strategy
is to sell the risky asset until the portfolio reaches the upper (Sell) target
boundary. All these boundaries are functions of the investor’s horizon and
the composition of the investor’s wealth. Some important properties of the
optimal policy are as follows: As the terminal date approaches, the NT re-
gion widens. And the NT region widens as wealth declines. As the investor’s
wealth increases the target boundaries converge quickly to the NT bound-
aries in the corresponding model with proportional transaction costs only.
As wealth becomes small, the target boundaries move closer to the Merton
line. The closer the terminal date, the earlier this movement begins. The
effects on the optimal policy from varying volatility, drift, CRRA, and the
level of transaction costs are also examined.

Throughout the paper we assume that the model parameters are always
chosen so as to exclude the cases with borrowing of the risk-free asset and
short selling of stock. These two cases may be also investigated. The ap-
proach of this paper may be generalized in a straightforward manner to
incorporate intermediate consumption, more general utility functions, and
a more general structure of transaction costs. Another interesting extension
would be the case of two or more risky assets.

However, the computational method applied for the problem we study
is very time-consuming. With an acceptable amount of computational time
these calculations can only be done for either rather low dimension of n -
the number of periods or for ”coarse” grid size for ∆x and ∆y. Therefore
up to now the practical implementation of the numerical method could only
be done for quite short investment horizons.

Finally, the utility maximization approach and numerical technique used
in this paper may be successfully applied to price options in markets with
both fixed and proportional transaction costs4.

4this approach was pioneered by Hodges and Neuberger (1989)

23



References

Akian, M., Menaldi, J. L., and Sulem, A. (1996). “On an Investment-
Consumption Model with Transaction Costs”, SIAM Journal of Con-
trol and Optimization, 34 (1), 329–364.

Bensoussan, A. and Lions, J.-L. (1984). Impulse Control and Quasi-
Variational Inequalities. Gauthier-Villars, Paris.

Boyle, P. P. and Lin, X. (1997). “Optimal Portfolio Selection with Transac-
tion Costs”, North American Actuarial Journal, 1 (2), 27–39.

Chancelier, J.-P., Øksendal, B., and Sulem, A. (2000). “Combined Stochas-
tic Control and Optimal Stopping, and Application to Numerical Ap-
proximation of Combined Stochastic and Impulse Control”, Preprint,
Department of Mathematics, University of Oslo.

Collings, P. and Haussmann, U. G. (1998). “Optimal Portfolio Selection
with Transaction Costs”, In:Proceedings of the Conference on Control
of Distributed and Stochastic System. Kluwer.

Cox, J. M., Ross, S. A., and Rubinstein, M. (1979). “Option Pricing: A
Simplified Approach”, Journal of Financial Economics, 7, 229–263.

Davis, M. H. A. and Norman, A. R. (1990). “Portfolio Selection with Trans-
action Costs”, Mathematics of Operations Research, 15 (4), 676–713.

Davis, M. H. A., Panas, V. G., and Zariphopoulou, T. (1993). “European
Option Pricing with Transaction Costs”, SIAM Journal of Control
and Optimization, 31 (2), 470–493.

Dumas, B. and Luciano, E. (1991). “An Exact Solution to a Dynamic Port-
folio Choice Problem under Transaction Costs”, Journal of Finance,
XLVI (2), 577–595.

Eastham, J. and Hastings, K. (1988). “Optimal Impulse Control of Portfo-
lios”, Mathematics of Operations Research, 13, 588–605.

Fitzpatrick, B. G. and Flemming, W. H. (1991). “Numerical Methods for an
Optimal Investment-Consumption Model”, Mathematics of Operations
Research, 16, 823–841.

Flemming, W. and Soner, H. M. (1993). Controlled Markov Processes and
Viscosity Solutions. Springer-Verlag, New York.

Genotte, G. and Jung, A. (1994). “Investment Strategies under Transaction
Costs: The Finite Horizon Case”, Management Science, 38 (11), 385–
404.

24



Hastings, K. (1992). “Impulse Control of Portfolios with Jumps and Trans-
action Costs”, Communications in Statistics - Stochastic Models, 8,
222–239.

He, H. (1990). “Convergence from Discrete to Continuous Time Contingent
Claim Prices”, Review of Financial Studies, 3, 523–546.

Hodges, S. D. and Neuberger, A. (1989). “Optimal Replication of Contingent
Claims under Transaction Costs”, Review of Futures Markets, 8, 222–
239.

Korn, R. (1998). “Portfolio Optimization with Strictly Positive Transaction
Costs and Impulse Controls”, Finance and Stochastics, 2, 85–114.

Kushner, H. J. and Dupuis, P. G. (1992). Numerical Methods for Stochastic
Control Problems in Continuous Time. Springer-Verlag, New York.

Kushner, H. J. (1977). Probability Methods for Approximations in Stochastic
Control and for Elliptic Equations. Academic Press, New York.

Kushner, H. J. (1990). “Numerical Methods for Stochastic Control Problems
in Continuos Time”, SIAM Journal of Control and Optimization, 28,
999–1048.

Merton, R. C. (1969). “Lifetime Portfolio Selection under Uncertainty: The
Continuous-Time Case”, Review of Economics and Statistics, 51, 247–
257.

Merton, R. C. (1971). “Optimum Consumption and Portfolio Rules in a
Continuous-Time Model”, Journal of Economic Theory, 3, 373–413.

Merton, R. C. (1973). “An Intertemporal Capital Asset Pricing Model”,
Econometrica, 41 (5), 867–887.

Øksendal, B. and Sulem, A. (1999). “Optimal Consumption and Portfo-
lio with both Fixed and Proportional Transaction Costs”, Preprint,
Department of Mathematics, University of Oslo.

Schroder, M. (1995). “Optimal Portfolio Selection with Fixed Transaction
Costs: Numerical Solutions”, Working Paper, Michigan State Univer-
sity.

Shreve, S. and Soner, H. M. (1994). “Optimal Investment and Consumption
with Transaction Costs”, The Annals of Applied Probability, 4, 609–
692.

25


