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Executive Summary

As data permeates and drives the diggablution, the role of Big Data becomes
increasingly essentiaBig Data is making its presence known in almost every induestig,
has the potential to not only transform thesiness worldbut society at largeGiven that
companiesn Norwayare stillin the early stages ohaking use oBig Data, studying factors
affecting adoption of Big Data technology in Norway is critical and timely.

Groundedn the Diffusion of Innovation (DORBheory, Technology Acceptance ddel
(TAM), and TechnologyOrganizaton-Environment (TOE) framework, an integrative model
is developed for studying factors affecting adoption of Big Data technology in three
aggregated stages of assimilation; initiation, adoptiecision, andmplementation.The
model specifiesthree technlmgical characteristics (relative advantage, complexatyd
security),three intraorganizational factorsr§anizational size, top management support, and
IT expertisg, and three interorganizational factocsnpetitve pressure, external support, and
privacy) as determinantd assimilation.

The proposed model is tested using survey data collected from 336 executives in
medium to largecompaniesn Norway. Employing a multinomial logistic regression, this
study finds that six predictor variabldselatve advantage, complexity, security, top
management support, IT expertisend competitive pressurgre significant and can
distinguish noradopters and adopters in the assimilation stages. Of the six factors identified
in the model, three (security, tommagement support, and competitive pressure) are found to
play a vital role in all stages of Big Data assimilation, while two factors (complexity and IT
expertisejre critical to themplementation and routinization of Big Data technology.

Theresults ndicate that the model is suited for studying organizational adoption of Big
Data technology. Moreover, given the scarcity of research into determinants of adoption in the
Big Data literature, the research model offers a suitable point of departureui@ $tidies
on Big Data adoptiorinally, the findings have important implicatiofr practitionersand

researchex
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1. I ntroducti on

1.1 Topic and Research Questions

To say that there is strength in numbers has near bwre appropriate, as the data
revolution has brought about a new era: One in which a menagerie of digital devices is
generating a flood of data sweeping through academia, business, government, and all parts of
society, with the data itself being seenaasew type of asset. And as businesses come to
discover the value of data and seek to harness its potential, we observe a growing interest in
the notion of Big Data, which promises increased innovation, productivity, and future
economic growth, from whichot only businesses but society at large could befiitier,

2010) Big Data is expected to facilitate and catalyse change in almost every industry, and has
the potential to make unprecedented changes to the way we tvle, and think(Mayer
Schonberger & Cukier, 2013he applications and power Big Data arestill emerging, and

while this paper studies the adoption of Big Data technology, the concept entails saoneich

than technologicathangeBig Data represents a transformation of how future enterprises will
be managed.

Like most emerging trends, there is a lot of confusion surrounding Big Data. The term
has become ubiquitous both in academic and business literature, with vagneoasistent
definitions hampering development of the discipl{&tuart & Barker, 2013)To achieve
clarification on the essential afaateristics of Big Data, Mauro et §2016) proposed the
foll owi ng def itheinfoimation asdicBaracterizec ity auchiasigh Volume,
Velocity and Variety to require specific Technology and Analyticakthxds for its
transformation into ¥ | u(Madiro, et al., 2016)This definition highlights the mtifaceted
nature of Big Data, and identifies the four essential components of the concept: information,
technology, methods, and impacts. To narrow down the scope of the present study, this thesis
focuses on organizational adoption of the second compoh8iy Data, namelyechnology
In a field where the distinction between adopters andatlmpters is obscure, studying firdns
acquisition and use of such technology provides a logical starting point for exploring adoption
of Big Data.

With research by Garer(2016)suggesting that more than thigearters of companies
are investing or planning to invest in Big Data, understanding the factors that influence

organizational adoption of Big Data technology is crucial and timédy, reviews oimore



than 20Qournal articles and conference proceedings on Big Data show that little research has
been done on the factors affecting adop{®alleh & Janczewski, 2016; Rahman, 2016; Chen,

et al., 2016) Of the researchhat exists on the subje@.g.Agrawal, 2015Nam, et al., 2015

Sun, et al., 2016 few have specifically studied the technological component. Moreover,
despite strong growth in the European technology market for managnadysing, and
accessing Big Data, Norway is predicted to have among the lowest growth rates in Western
Europe(Carnelley & Schwenk, 2016anaking research into which factors that are likely to
affect adoption of Big Data thoology by Norwegian companies important. Teeearch
objectiveof this thesis is therefore to develop a model for studying adoption of Big Data
technology in Norwayspecificdly to be tested on mediuito large businesses.

Innovation adoption researchhigh primarily concerns the adoption of information
systems (IS) and information technology (IT), has produced a variety of competing and
compl ementary model s f (1983)Bitfusiahgfinnogatiocad(®Ip t i o n .
andDavis5(1986)Technology Acceptance Model (TAMgpresentwo ofthe most influential
theoretical contributions to the innovation adoption literature, and have been extensively used
by researchers to study adoptidragich variety of technological innovatioftdameed, et al.,
2012a) Both DOI and TAM share the same premise that potential adopters evaluate an
innovation based on their perception of its characteristics, and postulatenthettions with
more favourable characteristics are more likely to be adopted. However, although the
perspective offered bpOl andTAM may contribute to our understanding of the adoption of
Big Data technology, it is based on models originally develdpestudying the adoption of
technological innovations by individuals making autonomous choices, whereas the acquisition
and deployment of Big Data technology is an organizatitavall decision influenced by intra
I and interorganizational factors. Spéwally, the application ofDOl and TAM at an
organizational level has received substantial criticism due to excluding the possibility of
influences from organizational and environmental faqiGhau & Tam, 1997; Hameeek, al.,
2012a) Accordingly, attempts to integrate key insights frdd®l and TAM with the
TechnologyOrganizatiorEnvironment TOE) framework(Tornatzky & Fleischer, 1990n
contextual framework covering salient ongaational and environmental factors, are made in
this thesis.

Althoughthe TOE framework, amrganizationalevel technology adoption framerk,
remairs prominent and widely utilized in research on organizational adoptene is
seemingly no universaet of factors believed to affect adoption. The absence of a single,

unified theory that permits researchers to predict the extent to which an organization will adopt



a given technological innovation suggests researchers must develop their own tailoksd mod
(Fichman, 1999)For this reason, a literature review has been conducted to identify factors
potentially relevant to the context of Big Data adoption. Additionally, besides the more
broadly generalizable factors extractiedm extant literature, extensions were also found
relevant to cover important aspects distinctive to Big Data. Saheldanczewski(2016)
found that despite being preval entissugdoi e mes 0
Big Data have yet to be addressed empirically in adoption research. This thesis will therefore
further the work of Salleland Janczewski by attempting to achieve clarification on how
privacy and security issues may be affecting adoption of Big B2chnology.

Based on ouraview of adoptiorandBig Data literature, an integrative research model
for the study of organizational adoption of Big Data technology is developed, where
hypothesized relationships between factors grouped within the tegiral] organizational,
and environmental context are based onDid, TAM, and TOEframework Accordingly,
the followingresearch questiors presented for this study:

RQu: Which technological, organizational, and environmental factors affect adoption

of Big Data technology?

Additionally, as the adoption of technology by organizations is considered a stage
based process rather than a binary event, this thesis studies adoption in terms of assimilation;
the multistage, sequential process by which ananization becomes aware, acquires,
degdoys, and routinizesiew technologyMeyer & Goes, 1988)By studying the process of
organizational adoption, known as assimilation, it is possible to reveal how determinants have
differenial effects at different stages of adoption. This leads te¢kendresearchquestion

of thestudy:

RQ: To what extent do the technological, organizational, and environmental factors

have differential effects at the different stages of adoption?



1.2 Thesis Outline

Chapter 2 introduces Big Data and offers a working definition for the present study.
This is followed by an introduction to three of theessingchallenges of Big Data, before
discussing the current state of Big Data adoption in Norway.

Chapter 3 introduces the theoretical foundation for this study by presenting a
background on the innovation adoption literature, followed by a discussion of diffusion
research and the stages of IT innovation adoption in organizations. Next, to develop this
p a pseresé@arch model, tHaiffusion of Innovation (DOI),Technology Acceptance Model
(TAM), and TechnologyOrganizatiorREnvironment (TOE) frameworlare presented. The
chapterproceeds to discuss the application of these models for studying organizational
adopton and presats a tentative research modedhich isdeveloped further by discussing
and stating hypotheses for relevant constructs from DOI, TAM, and TOE reseastl, a
discussion of the conceptualization of Big Data technology adoption is presbetece
proposing the final research model.

Chapter 4details the methodology; the process by which the hypotheses derived from
theresearchmodel were empirically tested and research questions were ansWegezhoice
of approach to pursue h i s rés@rehsobjectives are discussedal®ws: A presentation
of the research design is given, followed by an overview of the sampling and data collection,
and finally, a discussion of nemsponse bias.

In Chagpter 5, the data analysieferring to therispecting, cleansing, transforming, and
modelling of datais presented. The goal of the data analysis is to obtain sufficient statistical
information to answer the research questiah the study This chapter presents the
preliminary analysis and desdie statistics, followed by two multivariate analysis
techniques; factor analysis and multinomial logistic regression.

Chapter 6 presents the results and discusses each of the factors identified in this study
in relation to the technological, organizagbrand environmental context in which they were
presented in the proposed research model. Theoretical and managerial implications are
presented, and finally, an evalwuation of

future research are offered

t

h



2. Bi g Dat a

Over the past decade, we have witnessed the unfolding of the Internet of Things,
advancements in machine learning, and technological breakthroughs in areas including
robotics, artificial intelligence, virtual reality, autonomous vehicles,afacecognition,
medical diagnostics, and fraud detect{®areek, 2015)Big Datahas emerged as the new
frontier of these ITenabled innovations and opportunities presented by the megatrend referred
to as the digital informatn revolution. As the activities of institutions and businesses are
digitized, new sources of data and technology are propelling our society into a new era: one in
which an unprecedented richness of data exists on virtually any topic of interest. Thi@lpoten
advartages of utilizing this data habeen broadly recogniz€Brynjolfsson, et al., 2011and
the exponential creation of data bgw data generating sources lggsned attention by
business, government, and academiaugh efforts to harness and analyse Big [i&@es,

2014) Whereas the public, academic, and scientific sectorBigelBata as an opportunity to
improve our understanding of society and the world, businesses are eyeingadtiarofypto
gain technologybased competitive advantages.

Like most emerging trends, there is a lot of confusion surrounding Big Data, and a
common terminology is dtievolving. According to Maurcet al. (2016) the cegree of
popularity of the Big Data phenomenon has not been accompanied by a rational development
of an acceptable vocabulary. The term has beadriwpiitous both in academic and business
literature, with vague and inconsistent definitions hampering dewedat of the discipline
(Stuart & Barker, 2013)Thus, the purpose of the following chapter is first to introduce the
concepiof Big Dataandpresent a working definitiobased on Mauro et a[2016p s r evi ew
of more than 1,400 conference papers and journal articles on the topic of Big Data. This should
clarify the role of the present study in relation to existing Big Data literature. Furthermore, as
Big Data is an emerging field, a briefriatluction to some of the current challenges of Big

Data are presented, followed by a discussion of Big Data adoption in Norway.

2.1 Defining Big Data

l nformation: The A3 Vso

The first attempt at defining the Big Data phenomenon was by Doug Laney from the
META Group(now Gartnerjn 2001(Ylijoki & Porras, 2016) Without mentioning the term
explicitly, Laney(2001)i nt r oduced the A3 Vso, under pi nni



velocity, and varietyVolumerefers to the quantity afata that is generated at an exponential

rate, with data sets ranging from terabytes to zettabytes iVgloeityrelates to the increased

speed at which data is available and requires neatimeajprocessing to maximize the value

of data. Variety refers the multiplicity of data types generated from a range of sources,

including social networks, mobile phones, traffic cameras, and various gdasbem, et al.,

2015) As such, Big Data generally refersto datasetschagac i zed by the A3 Vs
However, data is simply raw symbols with no significance beyond its existence, while

informationis data that has been processed and attributed substantive meaning. Hence, later

studies have pointed out that these data charaatseriatie insufficient to explain the

multifaceted nature of Big Dafd@ain, et al., 2016 Several authors have therefore extended

t heVdi8 by addi n gverhcaydUlam reeak 2082uMieke & &tsockley, 2013)

value (Gantz & Reinsel, 2011; Fan & Bifet, 2012; Dijcks, 201&riability (Fan & Bifet,

2012) andvisualization(Chen,etal., 2012) maki ng up a tot al of A7

Data has become a volatile term which has led to different interpretéYibjoki & Porras,

2016)

Technology: A Prerequisite for Using Big Data

Specific technlogical needs come hand in hand with the utilization of Big Data, as
dealing with data sets characterized by high volume, velocity, and variety, require
computational power and storage that the average information technology system is unable to
provide (Mauro, et al., 2016)Technology refers to hardware (e.g., storage and servers) and
software €.g., applications) that enalilee accessing, managing, and analysing of Big Data.

Several technologies have emerged to deal with[Bitp, including Hadoop, MapReduce,
CouchDB, Cassandra, Pig, Hive, MongoDB, and AsterPawC, 2015) Although these
technologies are not exclusively used for Big Data, their application on datasets that fit the
characteristicef Big Data classifies them as Big Data technologies.

According to Microsoft (2013) Big Data involves the ap
computing power to seriously massindaalinand of t
with large data sets beyond the ability of traditional systems, popular technologies include
Hadoop, as it enabldébe distributed processing of data across multiple, remotely located
commodity machines (arode$ (Shvachko, et g81.2010) Rather than relying on expensive
high-end hardware, Hadoop brings scalable parallel computing to commodity hardware, which
makes the utilization of Big Data affordabl@laru, et al., 2012) Furthermore, the

technol@ical requirements go beyond dealing with the volume of the Big Data; to include



issues arising from larger and faster transmissions of data, as well as the constraints on data
storage caused by the capacity of storage devices. Thus, while Big Dataosfimatd to the

realm of technology, the issues of storing, processing, and analysing Big Data are critical
technological challenges that suggest Big Data technologies are a necessary prerequisite for

using Big Data

Methods: Business Intelligence and Analytics

Thevaluecomponent has become a core concept of Big Data, as data provides no value
by itself. The requirements needed to make proper use of Big Data are often referred to as
Business intelligence and Business Analytics. The umbrella Baismessitelligence (BI)
became popular in the 1990s and refers to fia
processes for gathering, storing, accessing, and analyzing data to help business users make
better @\Vatson, 2009 p. 494 general, the term is applied in conm&tiwith the
use of data that argtored in traditional databases andi@rehousegJohannessen, 2017)
However, the era of Big Data has become an of enablanalytics. As new kinds of data
emerged in the mi@000s, traditional Bl tools were no longer sufficient to harness the
potential of data with high volume, velocity, and vari@avenport, 2013)Consequently,
Business Aalytics (BA) was introduced to represent the key analytical component of BI,
divided into three fAphaseso: descriptive,
descriptive analyticss commonly referred to as the traditional Bl tools that help amgaons
understand what happened in the past. This type of analytics uses historical data and identifies
patterns to improve decisianaking. The second phas@redictive analytics seeks to
determine the best solution or outcome among various choidessas statistical models to
evaluate what could happen. The third phasescriptive analyticsnot only focus on what
will happen and when it happens, but also why it will happen. Prescriptive analytics
recommends decision alternatives for taking ach@mtof opportunities or mitigate risks by
using optimization, simulation, graph analysis, heuristics, and machine learning to name a few
(Raj, 2014) According to Rijmenan{2013) these threéypes of analytics should exist;
none exceeds the other, but are complementary in obtaining a complete overview of an

organization.

1 Decisionmaking is defined as a process of choosing one or masige alternatives as course of action for attaining one
or more goal¢Al-Tarawneh, 2012)



Though Bl and BA are at times treated separately, some take the stance that they
interchangeable, while others argue tleg distinct but connected todlSnatovich, 2006)
Chen et al(2012)useBusiness Intelligence and Analytics (BEs)a unified term referring to
ithe techniques, ttiees, matlwtomges,arsl applEations tekahasalysep r a
critical business data to help an enterprise better understand its business and market and make
ti mely busi rfpe 5166) Ateordingly,i BbAncanbe regarded as the practices
needed to derive value from Big Data. The emergence of Big Data thus represents the latest
chapter in BIA(Gartner, 2013; Wixom, et al., 2014)

Impacts: The Value Component

Big Data is expeed to have a strong impact on almost every industry, with the
potential to dramatically transform our soci€Bollier, 2010; Mauro, et al., 2016As the
applications and power of Big Data as@ll emerging, discussg the impacts of Big Data
unequivocally goes beyond the scope of this paper. However, Big Data is already forcing
companies to reconsider their organization and business peedessto the availability of
data that can be transformed into informatioruhderpin a competitivedaantage in data
driven market§McAfee & Brynjolfsson, 2012)A substantial appeal of Big Data is that it can
fundamentally change our understanding of decisiaking, with wide implications for the
way business compete and oper@&@®C, 2013; Schrage, 2018YIcAfee and Brynjolfsson
(2012)ar gue that as the tools and pstandihgoideasp hi es
abou t he value of experience, the nature of e
change. A study from MIT concluded that companies engaged kudeéa decisiormaking
were, on average, 5% more productive and 6% more profitable than their torapet
(Brynjolfsson, et al., 2011Furthermore, Tambg014)examined the extent to which early
adopters of Big Data technology would have distinct advantages over their competitors. The
study demonstrated that firmsé investments in
were associated with 3% faster productivity growth. This performance gap is predicted to
continuegrowing as more relevant data aeneratedEY, 2014) Similarly, theEuropean
Commission(2016)predicts that these of Big Data by the top 100 EU manufacturers could
|l ead to savings worth 0425 billion. For the
the EU economic growth by an additional 1. 9%
Regardless, thesmpacts are just the tip of the iceberg, as the power and applications of Big

Data are still emerging.



2.1.1 A Consensual Definition

Information Methods

Big Data

Technology Impacts

Figure 1: The four main components of Big Data (Source: Own drawing
based on Mauro et al., 2016)

Evidently, Big Data is a multifaceted conceftrecent reviewof Big Data literature
by Mauro et al(2016)i dent i fi ed four common At hemeso, i
the four main components of Big Datajformation, technology, methods, and impact
Informationrefers to the dateelated aspects of Big Data and is commonly associated with the
A3 Vso,; vol ume, TezhHnaogyretates to thentechnelagical reeédy for
processing data and is a prguisite for making use of Big Datilethodsarethe techniques
that can be applied in BIA to get meaningful and actionable informatastly, impactsrefer
to the influence Big Dathas on business, government, aodiety, and is associated with
valuecreation Figure lillustratesthese four main themestine Big Data literatureBased on
this classificabn of Big Data, Mauro et al(2016) proposed the following consensual

definition comprising all four components

ABi g Data is the I nformation asset <char a
and Variety to require specific Technology and Analytical Methods for its transformation
i nt o Wauroueta., 2016, p. 129)

This definition is compatible with the usagetefms such aBig Data Technologythe focus

of the present study, and is therefore considered the working definition of Big Data.
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2.2 Big Data Challenges

While Big Data is predicted to have a deep transftional impact on all aspects of
society, deriving valuable information from Big Data ne ordinary task. To further
complicate the matter, the value of Big Data is oftesed@pendent, where some data are
highly valued by one company but worthless to otf¥éligoki & Porras, 2016) With no clear
path to value, even companies that believe in the transformative power of Big Data are left
guestioning how to achieve it. Thus, the real challenge is discovering value in t#rdaa
al., 2015; Court, 2015As appealing as the concept of Big Data may be, complatidag
skills and resources will have a difficult timeanaging the messy data that available to
them. More so, data scientisfpgesd up to 80% of their time trying to make sense of data rather
than generating new business insi@hn, et al., 2015)Without the necessary data handling
resources and a system supporting the use of data, making deicigidimsely manner might
be unattainable, and potentially limit the effectiveness of compéEME, 2013) Further,
when employing Big Data, epremise solutions may involve significant operational risks and
expensive infrastwture. The ongoing maintenance of these system can discourage
organizations from using (Khanna, 2016)Other challenges include the need to ensure that
the right infrastructure and appropriate data governance are in(Maogika, et al., 2011)

Thus, ompanies face considerable challenges in leveraging the value of Big Data.
aim of following section is not to present a comprehensive review of these challenges, but
rather a brief overview ahree pressing concerns that are thought to hinder the adoption of

Big Data; namely the lack of data skills, privaoyd security matters.

Data Skills Gap

Data scientist are high in demand. The skill set that these highly qualified
professionalsmustpese ss i s fia solid foundation i n math
s c i e (avenport & Patil, 2012)More so, data scientists must carry out the task of
uncovering hidden patterns, identifying trends, or discoverahgable information from raw
datai this is essential for any organization thendto derive business advantage from Big
Data (Manyika, et al., 2011)Not only are data scientists required to master Big Data
technologiescomputerlanguages, and techniques, but they also need to possess the necessary
business acumen to create models that can be applied to genuine business problems.
Consequently, qualified candidates a@arce, which makes recruitmemtoblematic and

expensie (Carnelley & Schwenk, 2016¢)
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According toManyika et al.(2011) there is a need for 1.5 million managers and
analysts in the United States alone. These professionals have the capacitystanddbe
business aspect of Big Data and contribute to deriving valuable new information. Similarly,
140 000 to 190 000 data scientist positions in the United States will remain unfilled by 2018.
In fact, data scientists represented less than 2% oflebalgoopulation of data workers in
2015. According to the International Data Corporation (IDC), the demand for data scientists
will continue to grow significantly, representing a compounded annual growth rate of 14.3%
between 2012020, which is much fast than the demand for data worké@arnelley &
Schwenk, 2016¢)On LinkedIn, statistical analysis and data mining were the second most
desirable skills to have in 201Bisher, 2016)This shortagef talents necessary to make the
most of Big Data is a pressing challenge and one that companies and policy makers must
addresgManyika, et al., 2011)

However, the data skdlgap is being tackled from several different @asglFor
instance, universities have established degree programs to seed the next generation of
analytically literate employees. More so, graduates that possess relevant qualifications not
only in mathematics, statistics, and computer science, but alsb sceince and economics,
are recruited by businesses and government with the intention to bring together
multidisciplinary teams of data scientists. Furthermore, IDC believes that a part of the skills
shortage can be addressed by utilizing-Selfvice Bginess Intelligence (SSB(Carnelley
& Schwenk, 2016¢)SSBli s defined as Athe facilities widt
Bl users to become more sedfiant and less dependent on the IT organization. These facilities
focus on four main objectives: easy access to source data for reporting and analysis, easier and
improved support for data analysis features, faster deployment options such as appliances and
cloud computing, and simpler, customizable, and collaborativaienice r i n(kmbofff ac e s 0
& White, 2011, p. 5) To the extent that SSBE viable, companies can utilize current
employees in the organization that are less spstcaid technical; to mitigatbe problem of
skill shortage by democratizing data access and analytics (Samet, 2015)Nevertheless,
data science will never be entirely se#frvice, but the goal is to blend skills from across the
organization. Together with the right seHrvie tool, effective training, collaborative
working practices, and a robust approach to data governance, companies will be able to
harness more of the opportunities within their data, as well as maximising the agility and

effectiveness of their workforq€arnelley & Schwenk, 2016¢)
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Privacy

The use of Big Data raises concerns as it challenges key privacy principles. Privacy is
the Aright of individuals or cooperative use
infforma i on when it I's di @admbage @t alt, 8016am @Ash e r p a

increasing amounts of data are collected about individuals, it is becoming more important than
ever to safeguard fundamental principles ovgmy (Datatilsynet, 2013)In particular, the
massive retention and analysis of demographic, socioeconomic, behavioural, financial, and
other transactional data by companies, authorities, and other large organizations present
privacy issues in almost every field where Big Data is utiligdd et al., 2016; Jain, et al.,

2016) From a privacy perspective, the challenge is to ensure individuals have sufficient
control over their own data frevent misuse and abuse by data owners (i.e., companies that
make use of Big Data) and data brokers (i.e., companies that collect data for the purpose
analysing and licensing/selling information to other organizations). From the perspective of
data ownes and data brokers, the challenge is ensuring compliance with data regulations,
while simultaneously preserving data utility (i.ethe value of their daja Though the
compliance with privacy regulans ensure that consumépersonal information are bej
appropriately managed, the protection of personal data has becagssingly challenging

as data arenultiplied and shared ever newidely(European Commission, 2016)

As ever more data amvailable, the costs of storagee plunging, and the desire to
retain data is increasing, companies, governments, and other large organizations are building
massive collections of data (i.e., Big Data sets). With this comes the increasing privacy and
security concerns related to storagecess, and usage of these data. Furthermore, the risk of
data breachéss increasing. Relatively recent incidents in the United States, such as Edward
Snowdenbés NSA | eaks and the massive security
than 40 milion records containing names, addresses, and credit card information were
exposed, highlight the conseqees for both individuals andata ownergMacaskill &

Dance, 2013; Bloomberg, 2014; Picchi, 2Q14igh profile data breaches, such as the attack

on Target, have pushed consumers to withdraw from businesses that do not sufficiently protect
personal data. According to the European Commis@1i6) trust ha become the ke
determinant othe adoption of Big Data technology in Europe. Consumers are increasingly

concerned about privacy, and loss of trust translates into lost opportunities and revenues for

2 A data breach is a security incident where individuals gain unauthorized access to sensitive, protected or confidential data.
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busi nesses. However, compani es és adoognway inance
protecting consumers, and the recently introduced General Data Protection Regulation
( GDPR) was designed to protect and empower .
way organizations across the region approach data privacy.elheunified privacy law for
EU will replace the current legal framework by May 2@L8rd, 2017) and is a prominent
example of a new wave of unirgal privacy regulations th& forcing businesses to rethink
how they collectmanage, and govern access to personal data.

The Netflix Prize which began in 2006, raised many concerns surrounding privacy.
This was an open competition for the best collaborative filtering algorithm that would predict
how much someone would enjoy a nelsased on their movie preferences. The winner team
surpassed Netflixds own al go(Cher, ét al., 202For pr ed i
this competition, Netflix provided datasets that were constructed to presemvevimey of
their userbase. However, two researchers were able to identify individual users by matching
the dataset with film ratings on the Internet Movie Database (IMD{Narayanan &
Shmatikov, 2007)This example illustrakea major challenge of Big Data from a privacy
perspective, namely the risk of-igentification. Ree dent i fi cati on means A
emerges as anonymous i s identif i (Dddtlgneggai n
2013, p. 10)For the case of Big Data, individuals nimyidentified from data that airatially
anonymized through the coifgtion of multiple data setshus, the potential of Big Data
comes with a risk; t htdangedVghradvancgmentsindgechpiquess f r e
and algorithms that can be used tadentify individuals, control over personal information

becomes harder to maintain.

Security

Accompanying the current digital transition is a worldwide increase in IT bufigets
security. According to PAC, 70% of spending on security is on protection, 20% on detection,
and 10% on the response to security threats (Lartigue, 2016). A downside of the digital
evolution and the emergence of Big Data is that the digital vulngrabitif IT users are at a
greater risk. Data has become the primary target of attackers, whether for criminal activities
or espionage (Lartigue, 2016) . Security is
information assets through the use of technolpggcesses and training from: unauthorized
access, di sclosur e, di srupti on, mo @ainfet cat i o

al., 2016, p. 3)While data privacy is focused on the use of governance ofidudivdata,
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security on the other hand, concentrates more on protecting data from malicious attacks and
the misuse of stolen data.

The digital transformation of companies, governments, and other large organizations
is generatig huge volumes of data, whienecaptured and stored at extensive data centres.
These data centres, known as modern data warehouses, dataralas reservoirs, often
comprise compani es® mos (Lartigua,|2016)larideeedsrofdo r mat i
protected from three main groups of security threats; technical faults, internal threats, and
external threatslechnical faultsefer to abnormalities or defeaacomponent, equipment,
or system that may lead to failure. In the event of technidlalrés, it is critical to have
adequate data protection. However, backing up Big Data environments aretsuiyaaocial
constraints, and even the best protected datentres, data can be physically damaged and
lost (Lartigue, 2016) Ani nci dent in Bel gium, where Googl ¢
lightning, damaging several hard disks and leading to permanent lossfltistaates this
(Greenberg, 2015)WVhile internal threatscome from tle unauthorized access to data within
a company or organizatioexternal threatscome from remote unauthorized access (e.g.,
hackers). By introducing data governance tha
system, internal threats can be mimmed. On the other handxternal threatsre becoming
increasingly numerous and harder to overcome.

As very few organizations are likely to build a Big Data environmehbimse, rany
companies use a thimhrty cloud solution for their Big Data deployms. In fact, cloud
computing is one of the technologies that has been a precursor and datditae emergence
of Big Data, and the concepts amextricablylinked;it has enabled companies torstlarge
amounts of data, andeen especially usefubff smaler organizations that do not have
sufficient storage capacitfHashem, et al., 2015More so, cloud computing allows
organizations to consolidate data from all sources and do it at a Big Datékéealaa, 2016)
However, using a thirgarty cloud solution has its security threats. At present, there is not a
single supplier providing a standaadd robussecurity solution for Big Data environments
which can be problematiwwhenBig Data bmgs together a large amount of data, including
sensitive information that must bdbe protected from intrusions and hidden from most users

of the system(Lartigue, 2016) As the consequence of potential data breaches might be

3 The accident causél000001% of 3o gl e6s data being permanently | ost.
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disastroudor companiesdecisionmakers need to evaluate the risk of using a {pady
cloud solution for their Big Data deployments.

2.3 Big Data Adoption in Norway

The sudden drop in oil prices in 2014 has contributed to the ongoing transformation of
the Norwegian economy from being alkiven towards a more diverse industrial landscape,
where data is becoming the new oil powering the future of the information economy. This
transformation has been a priority timemast he
well as the digitalization and modernization of the public s¢Btegjeringen, 2016b)n 2016,
the Norwegian Government had two digital agendas specifically for Big Data; first, to consider
strategies on the use ofgBData in the public sector, and second, to monitor the technology
developments of Big Data. The latter will make it easier for companies to exploit and
understand Big Data technolo@yegjeringen, 2016a)

Nevertheless, accardy to PAC (2016b) there are two main factors holding back
investments in Big Data technology. First, data scientists are both scarce and costly to hire.
Particularly in Norway, with a limited population of 5 millionguee, the challenge is finding
gualified professionals. Educating new data scientists and bringing in foreign talent might be
costly options, albeimecessary one&ortunately, the number of applicants for IT studies at
the undergraduate level increasgd31% in the period between 202617 (Gjerde, 2017)

This is a welcoming trend that could relieve some of the skill shortages in Norway. Ironically,
due to admission limits for these programs, only a portion of tygdeantswill be admitted,

and Norwegian institutions have yet to figure out how to satisfy this increasing demand. The
second factor holding back investments is the fact that Big Data comes with high overhead
costs, which means that only the largest firms are tbjustify the investments. However,
technology and applications for Big Data are becoming easier to use and costs are rapidly
declining, which is easing this problgAC, 2016b)

Industry Characteristics

Norway has the smialst IT service and software market in the Nordic Region. Notably,
the manufacturing market, with Norwegian gestich as Statoil, Hydro, Orkla, and Yara,
have a disproportionately large influence on the overall software niat&iberg & Ahorlu,
2016; PAC, 2016b)Nonetheless, Bl software is the second fastest growing market in Norway
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after Saa$ There are three combined factors driving this trend. First, a growing volume of
data is being generated. Second, the asirg number of techniques for the analysis of this
data. Third, the development of more uendly tools that are used to derive insights, such

as dita visualization and redime analytics (PAC, 2016a) Large companies in diway,
especially within the oil and gas sector, are increasingly characterized to be ready for Big Data
solutions. According to PAQ2016b) the decline in oil prices will rush investments in Big
Data solutions becauséthe need to spend money where the biggest return lies. Sectors such
as banking, retail, and the puldiector, also carfyuge potential. Abusinesseseek to remain
competitive in an increasingly datiiven marketplace, and the available data sources
continue to grow, Big Data technology can be a source of competitive advdRtaGe

2016c¢) However, as the GDPR takes effect in 2018, businesses must recognize and comply
with the new data protection regulations when consige¢he use of Big Data. Like most Big

Data adopters around the worlMiprwegian businessdace challenges surrounding privacy

and security when undertaking Big Data initiatives. One of the segments that will fare best in
Norway is therefore the evolvingyber security landscape, which is driving investments in
security software to keep pace with these challe(Ra€, 2016b)

Furthermore, Norway generally scores high on international rankings in information
and communicationgchnologies (ICT), such as digital skills and infrastructure. For instance,
Norway scores well above the EU average on all five dimertsioesn t i o n eligitaln E UG s
economy and society inde€ompared to 28 EU countries, Norway is overall ranked as
numbe two on this performance index after Denm@Regjeringen, 2016aHowever, in
terms of Big Data technology, there is a different story to tell. For the period between 2014
2019, IDC predicts Norway to have a compounded argnaoa¥th rate of 20.9% in Big Data
technology and services, which is less than the Western European average of 22.7%. Notably,
for the year 2018, Norwayg predicted to have the lowest growth rate in Western Europe of
18.8%(Carneley & Schwenk, 2016a) DC6s f orecast for the year 2
also has one of the lowest shares in the BA software market in Western Europe., $aveden
instance, has an estimated share of 4.8%, compared to Nodv@%. Greece, Irelanénd

Portugal, are the only countries predicted to have lower shares than N@amaglley &

4 SaaS (Software as a servigepfisoftware distribution model in which a thigrty provider hosts applications and makes
them available to customers over the Internet. SaaS is one of three main categories @bwmiputing, alongside
infrastructure as a service (laa®)d pl at f or m a fRouse &Gasey,P0d® ( PaaS) o

5 Connectivity, human capital, uséinternet, integration of digital teablogy, and digital public services.
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Schwenk, 2016b)Vhile Norwayis quite advanced with regatd ICT, these numbers suggest
that the adoption rate of Big Data techrgylan Norway is slowethanits fellow European
countries. Thus, manyusinesses in Norwagre likely to be in the early stagesRify Data

adoption
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3. Theeaical Fr amewor k

This chapteintroducegshe theoretical foundation fahe presenstudy by presating
a background on the innovation adoption literature, followed by a discussion of diffusion
research and the stagesimfbrmation technology (IT)nnovationadoption in organizations.
Next, to devel op t hi Biffupicm pfénnotason (D@IsTecdnology mo d e |
Acceptance Model (TAM)and Technolog¥rganizatiorREnvironment (TOE) framework
will be presentedThe chapter then proceeds to discuss the application of these models for
studying organizational adoption and préasea tentativeasearch model, which is developed
further by discussing and stating hypotheses for relevant constructs from DOI, TAM, and TOE
research Lastly, a discussion of the conceptualization of Big Data technology adoption is

presented, before proposing the firedearch model.

3.1 Background on Innovation Adoption

An innovation can be defined as any idea, product, program, or technology that is new
to the adopting unifPremkumar & Roberts, 1999nnovation has been extensively studied
and has a long history as a mudisciplinary field, with research conducted in disciplines such
as economics, management, education, sociology, organizational studies, information
technology and many other@Rogers, 1983)Despite diversity across these disciplines, they
are unified by their concern with three basic research questions, one of which this paper seeks

to contribute:

AWhat determines the propensity of an orga
(Fichman, 1999)

A significant amount of research has been conducted to better understand factors
influencing the adoption of innovations. Innovation adoption research has produced a variety
of competing and complementary models, each estgyy different sets of determinants of
adoption.While theories onnnovation adoption wereriginally developed to examine the
adoption by individuals making autonomous choi@@avis, 1986; Fichman, 1992ecent
researchhave extended innovation theory to include more complicated adoption scenarios,
such as by organizatiofRogers, 1983; Kwon & Zmud, 1987; Tornatzky & Fleischer, 1990)

At both the individual andrganizational level of analysis, research can be divided into two

main approaches; process researchaamelcedent factor research{King, 1990) Innovation
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process research examines the sequence of events that constitutedéiss pf innovation
adoption, and is generally more qualitative by nature. Innovation antecedent factor Pesearch
on the other hand, foceson identifyingand examining the determinants of innovation
adoption(Hameed, et al2012a) This thesis is consistent with the latter research approach,
as the purpose is to identify and examine determinants of the adoption of Big Data technology.
While no single, unified theory of innovation adoption exists, innovation adoption
researh has produced a variety of competing and complementary mawlelframeworks
(Fichman, 1999; Hameed, et al., 201ZR)o g e(1983) Diffusion o Innovations (DOI),
D a v (1986)Technology Acceptance Model (TAM), and TornatandF | e i s(@99® r 6 s
TechnologyOrganizatiorREnvironment (TOE) framework are among the most influential and
commonly used theoreticpkrspetives onlT innovation adoptiorfHameed, et al., 2012a)
Thesehave been extensively used bgsearchers to study adoption of a ricriety of
innovations, including organizational adoption of Big D&tam, et al., 2015; Agrawal, 2015;
Sun, et al., 2016 By definingBig Data technology as an IT innovatjdOlI, TAM, and the

TOE frameworkbecome relevant for Big Data adoption.

Diffusion Research

Diffusion researctexamineshow imovations spreadandcan be traced back to the
observations of the French scholar Gabriel Tarde, describedfasteltectual far ahead of
his time in thinking about diffusi@an(Rogers, 1983, p. 40)n his book;The Lave of Imitation
Tarde(1903)originated several key diffusion concepts, including what we today refer to as
the Scurve of diffusion. While not calling the concepts by their predagtnames, he did
recognizethat the ate of adoption of an innovation h&d slow advance in the beginning,
followed by a rapid and uniformly accelerated progress, followed again by a progress that
continues to slacken until it finally stapép. 127). The early concepts of diffusion studigd
Tarde, as well as by British, Germamnd Austrian diffusionists, idthe foundation for several
decades of diffusion research in the social sciefiRegers, 1983; Stacks & Salwen, 2009)

By reviewinga sulstantialnumberof diffusion studies, EvereRogers, a professor in
rural ociology, observed that the diffusion process displayed patterns and regularities, even
across conditions, innovations, and cultui@cks & Salwen, 2009)n his book,Diffusion

of Innovations Rogerssynthesizedhese findings into a theory of the adoption of innovations

6 Antecedent factor resear¢king, 1990)is sometimes referred to as variance rese@iameed, et al., 2012apd adopter
researci{Fichman, 1999)
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among individuals and organizatioffRogers, 1983) Roger s 0 is thamiffused wo r k
of innovatiors is thesecond most cited publication in the social sciel(Gesen, 2016)

Stages of Innovation Adoption

The organizational adoption of an innovation is not a binary event but rather a stage
based process that unfolds over tifkéchman, 1992, p. 1975tudies on organizational
innovationadoptiontherefore targedistinctstages on thadoption continuunthestages used
to describehe adoption procesés such, ambiguity in the conceptualizatidrifee adoption
construct can lead to issues with misinterpretation and misunderstandings of both the research
model and resultéMcKinnie, 2016) This section will therefore define adoption and review
innovationdiffusionliterature, which will serve as the basis for the development of thisspa 0 s
conceptualization of the Bigdda adoption constru¢Ch. 3.3.5)

Information systems (IS3doption research is grounded in the theoretical framework of
diffusion of innovationgRogers, 1995)From a technological diffusion perspective, adoption
describes the organizational effort directed toward diffusin annovationthroughout the
firm (Cooper & Zmud, 1990According to Rgers(1995) the adoption of an innovation starts
with the firmbs i njandesaluatienwfahre énnogasion. Thekennitiadl e d g €
stages include dAboth identifying hand,dandpr i or i
searching the organizationbés environment to
t he or gani z a(Rogen,dg95, p.r3alpdgetherstide initial stages constitute
initiation, defined ash a | | of the information gathering,
adoption of an innovation, leading up to thecision to adogt (Rogers, 1983, p. 364)

Following the decisions to adopt comes restructuring -onvention of the innovation to fit

the organizational needs, clarification of the role and purpose of the innovation, and
routinization of the innovation by incorporating it into the regular activities of the firm.
Together, theelatter stagesonstitute mplementationwhich Rogerg1983, p. 364efinad

as nall of the events, actions, andFgueci si on

2 illustratesa simplifiedadoption process

INNOVATION ADOPTION

Initiation Adoption-decision Implementation

Figure 2: A simplified adoption process (Source: Own drawing based on
Rogers, 1983)
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Roges0 (1995)descriptionof the adoption processiplies that after an innovation is
adopted, it needs to be accepted, adaptednipeti and institutionalized into the firnThe
idea that adoption and routinization are two distinct stagessistent with what assimilation
theory calls arassimilation gap i.e., innovation usage tends to lag behind adog#twi, et
al.,2006a) I n ot her words, fAwidespread acqui sit:]
wi despread depl oyment (Fechmén &Kemereh $99%m 266)i r i ng f
Rogers(1995) describe a sequential process by which adoption of innovations by
organizations, starting with awareness or knowledge of the innovation, results in the
introduction and use of a product, process, or practice that is new to the adogrimgairon
(Hameed, et al., 2012aphis idea that adoption of IT innovation bgganizations is a mudti
stage,sequent i oal process has been W@49Hednge r ec oc
modef, Zmud and colleaguedkwon & Zmud, 1987; Cooper & Zmud, 199@yoposed a
modelof IT adoption as gix-stageprocess starting from initiation and progressing through
adoption, adaptation, acceptance, routinizateoml infusion. The stages in this model of

organizational IT adoption are presethin Tablel.

Table 1: Adoption stage model (Cooper & Zmud, 1990, p. 124-125)

Stage Definition

Initiation A match is found between the innovation and its application in the organization
Adoption A decision is reached to invest resources to accommodate the implementation effort
Adaption The IT application is available for use in the organization

Acceptance The IT application is employed in organizational work

Routinization Usage of the IT application is encouraged as a normal activity; The IT application is no

longer perceived as something out of the ordinary

Infusion The IT application is used within the organization to its fullest potential

Building on the above, more recent research explain IT adoption as a process moving

through awareness, interest, evaluation, commitment, limited deployment, partial depJoyment

7 The term assimilatin gap was introduced by Fichman and Kemgr889)to explain why information technology may be

wi dely acquired, but sometimes only sparsely deployed amo
differene between the pattern of cumulative acquisitions and cumulative deployments of an innovation across a population

of pot ent {Fiehmana&dKenpetere 19%90p. 258)

8 Kurt Lewind $1947 well-known change model proposed organizational change as astBpeprocedure: Unfreezing,
changing, and refreezing. Initiation is associated with unfreezing; adoption and adaption are associated with changing; and
acceptance, routinization and iefan are associated with refreezing.
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and general deploymeffichman, 2001; Raiet al., 2009; McKinnie, 2016)These studies
employ up to &sevenstagepr ocess of | T adoption to identiHf
the adoption process.

Our literature review also highlightthat studies in accordance with innovation
antecederflactorresearch, i.e., researchers that primarily study the determinants of innovation
adoption rather than innovation adoption as a process of change, take two distinct approaches.
The first approach refers to studies that operationalize adoption elsaodiny; whether the
organization is an adopter or riddcovou, et al., 1995; Thong, 1999hese studies adapt a
simplified conceptualization of adoption to reflect the complete, ratdtie adoption process
that firms face. In a study of electronic damterchange (EDI) adoption,davou et al(1995)
defined EDI adopters as those that possessed the capability to transact via EDI,-and non
adopters as those that did not possess tpisbiiy. Similarly, studyingS adoption Thong
(1999) used a dichotomous measure, defining adopters as organizations using at least one
software application. The second approach refers to studies that use -demuiica¢ to
operationalize the entire process of adoption. Both McKif#ié6)and Rai et al2009)used
items consistent with a sevstage adoption process. Zhu et(2D06a) on the other hand,
developed multiple itemior each of the three adoptietages presented by Rogét995)

Using a multitem scale enabgeresearchers to reveal how determinants of adoption have
differentid effects at the different stages of adoption.

The literature makes compelling arguments for both simplifying the conceptualization
of adoption, as well as using a mitem scale to reflect the complete adoption process.
Whereas IT adoption may simple [seen as an adoptidecision, the conceptualization is

often extended to include pegloption and posadoption stage@Hameed, et al., 2012a)

3.2 Theoretical Models of IT Innovation Adoption

321Roger so6 Di hriovasan® (@Ol f |

The diffusion of innovation model was developed by Rogers in 1962 to explain how
innovations spreadver time through a social system between adRogers, 1983)where
an actor may be any societal entity, including indlisls, groupsor organizationgWejnert,
2002) As actors in a social system communicate and influence each other, their probability of
adopting an innovation iaffected According to Roger§1983) innovations can be adopted
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or rejected by individual members of a system, or by the entire social system through a
collective or an authority decision.

Rogers(1983) usedthe termadoptionfor when the decisioto accept and use an
innovationhad to be madeAt the individual level, which has been the dominant focus of
traditional diffusion resarch the adoptiondecisionis optional. Byoptional decisiors,

Rogers states that the choices to adopt or rejectraovation are made by the individual
independent ofhe decisions of other membaensa systemTherefore, he distinctive aspect

of optionalinnovationdecisionis that the individual is the unit diecisionmaking rather than

the social system. Howeveshen considering an organization as the system in whieh

innovation decisionoccurs, decisions can be made on behalf of the entire social system
through a collective or an authority decis{®ogers, 1983)Collective decisonsar e A c hoi c e
to adopt or reject an innovation that are me
whereasauthority decisionsr ef er t o fAchoices to adopt or r
by a relatively few individuals in a system who possesp ower , status, or t e
(Rogers, 1983, pp. 280). Consequently, from an organizational level of analysis, the social
system is the unit aflecisionmaking rather than the individual'he decision to dopt or

reject innovationswithin a formal organization willusually fall within the collective or

authority decision categargas the decision igenerallymade by top managemefRogers,

1983; Premkumar & Roberts, 1999

Relative advantage

Complexity

Compatibility Adoption-decision

Trialability

Observability

Figure 3: The Diffusion of Innovations Model (Source: Own drawing based
on Rogers, 1983)
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Understanding what drives the diffusion of a technological innovation requires an
understandi ng of Ieehagia Ragers§lO83)gproddes axldssificationo n
of five generalized attributes of innovations, gustulates hat it i s ul ti mat el
perception of these attributes that affect the adte@doption of the innovatiomelative
advantage,complexity compatibility, trialability, and observability.A model of these
attributes, herein defined as the Diffusion nhbvatiors (DOI), is presented inigure 3

Relative advantageis fithe degree to which an innovation is peveéias being br
t han t he i de(Rogdarst 1983,upp ZL8Tbecndtars af the innovation and the
context within which it is adopted largely determine what type of relative advantage is
important to the adopte. Complexity refers tofithe degree to which an innovation is
perceived as relativel y(Raberd, 1983 o RI0Whileoanyu nder s
innovation can be classified on a simpliettymplexity continuum,the perception of
complexity may vary between adopteCampatibility isit he degree to whi ch
is perceived as consistent with the existing values, past experiences, and needs of potential
a d o p t(Rogess,0183, p. 223) The general notion is that an innovation that is more
compatible entails less uncertainty for the adoftealability c oncer ns At he degr €
an innovation may be exp €Rogemdd83 g 231)ewitleas on a
that can be tested out will generally be adopted more rapidbgly, observability refers to
Athe degree to which the r es |(Roges, 1988, 282h i nnov
Concerning technology, the software component of a technological timoistypically less
apparento observations.

In regard to technological ideas, i comprisethe majority of innovations studied
in di ffusi on r es etesnofinhovatidh®ageaypisally afsumedceto be tireat i b u
antcedents of innovation adoptidiecisions(Rogers, 1983; Arts, et al., 2011; Puklavec, et
al., 2014) Besidescomplexity,which is believedto have a neggive influence on adoption,

each of the attributes are thought to positively afelciptiondecisions

3.2.2 The Technology Acceptance Model (TAM)

Building on the principles of the Theory of ReasdAction (TRA) (Fishbein & Ajzen,
1975) one of the most fundamental and influential theories of human beh#&Vienkatesh,

et al.,, 2003) TAM has been widely used to predict the acceptance and u$E iof
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organizationgDavis, 1986; 1989; 1993; Davis, at, 1989) Whereas TRA drawn from

social psychologyis designed to predict and explain a wide range of human behaviour across

contexts, TAM is an adaptation of the TRA specifically tailored tdaStoemntextqVenkatesh,

et d., 2003) As such, the purpose of TAM is to offer an explanatmrthe determinantef

acceptance and use bif (Davis, et al., 1989)Comparable to howvraditional diffusion

research focesson t he | ndi vn alapeohdécsion] thennjoraytof studies

empl oying TAM have targeted the individual
In thelS field, TAM is generally considered the most influential theory for describing

an individual 6s teclknolagipal ianovatenfaen et al.u2003)and has

been widely studied and empirically supported by a substantial nuohld8rresearchers

(Legris, et al., 2003; Ma & Liu, 2004;iKg & He, 2006) The TAM, presented in igure 4

consists of five central elements: perceived usefulness, perceived ease of use, attitude towards

use, intention to usand actual use.

Perceived
usefulness

Attitude Intention

Actual use
towards use to use

Perceived
ease of use

Figure 4: The Technology Acceptance Model (Source: Own drawing based
on Dauvis et al., 1989)

According to TAM, a userods perception of

jointly determine the uked)définespartelvad usefdireesst owa r

as Nthe degree to which a person believes
her job perf or nparceivesl @asq gpusa 3 2t) h e achelgr ee t o
believes that using a particular system would be freeoff or t 0A (per SRMs at

towards use, in turn, determine intention to use. Building upon the fundamental presumption

9 A detailed discussion of TRA is not performed as it falls outside the scope and purpose of this paper. However, some

reference is made to emphasize the role of the TRA as a reference paradigm within which TAM inaly ateyeloped
(Davis, 1986)

t
w
t

l
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of TRA, TAM assumes that a personds intention
actual use. This implies that actuse should be predictable from measures of intention to

use, and that any other factors that influence actual usage do so indirectly through intention to
use(Dauvis, et al., 1989)

In the original mode(Dauvis, et al., 1989)usefulness is seen as a direct antecedent of
intention to use, although partly mediated by attitude. Ease of use, on the other hand, was
thought to be fully mediated by perceived usefulness and attitude. However, umirtiseq
studies employing TAM haviound that ease of use has a direct influence on intention to use
(Davis, et al., 1989; Venkatesh & Davis, 1996; Venkatesh, et al., .2003)

3.2.3 The Technology-Organization-Environment (TOE) Framework

A higherunit of analysisof IT adoption ighat of the organization and the environment
in which it operates. Extending the analysis of individual adoption to organizations requires a
considerably more expansive framework that captures hetmtlividual and organizational
determinantof innovation adoption(Hameed, et al., 2012ayVejnert (2002) proposed a
framework where determinantsf innovation adoption were grouped into threenajor
components; characteristics of innovations, characteristics of innovators, and environmental
context. Similarly, Li et al(2011)described a framework that classified decision factors into
three dimensionsdecision atity factors, decision object factors, and context factors.
However, the most recognized attengptidentifying and categorizing determinants of IT
adoption in organizations is presented by TornatakyFleischer(1990)in their book The
Process of Technologicahmovation Theyproposea framework of hovthe determinants of
IT adoption can be grouped into three teotual elements that influendle adoption and
implementation of technological innovatioinsorganizations.

The TOE frameworkpresented in igure 5 recognizes that adoption of technological
innovations is influenced by a range of factors in the contetktedechnology, organization,
and external environmer(fTornatzky & Fleischer, 1990)Being anorganizationalevel
framework T OE expl ains that these three el ements

the technologynnovation adoptiofecision

WAn individual 6s intention to use is understood as fithe i mn
b e h a v(Davig, 1986)
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Technology Organization

Innovation
adoption-decision

Environment

Figure 5: The Technology-Organization-Environment framework (Source:
Own drawing based on Tornatzky & Fleischer, 1990)

The technological contextrepresents both the internal and external technologies
available to the firm, which includexisting technologies inside the firm, as weallthe pool
of available technologies in the mark@tornatzky & Fleischer, 1990)Researchers have
primarily taken two different approaches to studying the technological context. The first
approachfocuseson the specifis of the innovation being studied. In describing the
technological context for a giveadoptiondecision most studies focus solely on the
innovation characteristics; that is, the features or characteristics of the technological
innovation itself(Hameed, et al., 2012a; Hoti, 201%Yhile the characteristics studied by
researcherarenumerousour literatureaeviewhighlightsthe most significant characteristics
of technological innovations that influence adopfisee Appendix C.1) Drawing heavily on
diffusion research and DQRogers, 1983)the literature has consistently founglative
advantag¥, complexity?, and compatibility as key factors influencing adopiibavis, 1989;
Igbaria, et al., 1997; Thong, 1999; Premkumar & Roberts, 1999; Grandon & Pearson, 2004;
Ifinedo, 2011; Boonsiritomachai, 2014; Hung, et al., 20B8)me researchersave also
extendedthe number of innovation characteristics studied to include observability and

11 Relative advatage is frequently referred to as expected or perceived béaefivou, et al., 1995; Chwelos, et al., 2001;
Nam, et al., 2015)

12Complexity and perceived ease of use are sepaiawiseopposites, relatigto how innovations are perceived as relatively
difficult to understand and use.
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trialability (Ramdani & Kawalek, 2009; Alrousan, 2014; Boonsiritomachai, 204 cost
(Premkumar & Roberts, 1999; Hameed, et al., 201&bgit with varying success. The second

approach to describe the technological context relates to researchers that look beyond the
characteristics of the innovation. These researchersdirelu a measur e of the
readiness for theéechnologybeing studied, contending that adoption is contingent on
complementary factors such as technological readiness, infrastruantdrenaturity(Ling,

2001; Maladi & Krishnan, 2013)

The organizational context represents the intraorganizational environment, and
describes the characteristics and resources of organizations that facilitate or constrain the
adoption of technological innovatiofBornatzky & Fleischer, 1990The common approach
to define the organizational context is in terms of the descriptive measures that the IT literature
has identified as determinants of organizational adoption. Our literature reigblighted
the most significant determinar{teee Appendix C.2where oganizational size has been the
most frequently examined factor in the study of organizatiomalvation adoptiofiHameed,
et al., 2012h)Researchersaveconsistently found a significant relationship between size and
IT adoption (Premkumar & Roberts, 1999; Zhu, et al., 2004; Buonanno, et al., .2005)
Secondly, top management s chapgearasofaumddstépe ader s
predictorgPremkumar & Roberts, 1999; Adma'ili, et al., 2016; Hung, et al., 2016hirdly,

IS competence and IT expertise are seen as major factors in the adoption of nelogeeh

(Li, et al., 2011; Hameed, et al., 2012b; Nam, et al., 20AEthermore,dcovouet al.(1995)

are among severatsearcherto test a multidimensional factor ofganizational readiness

referring to the degree to which an organization has the awareness, resources, commitment
and governance to adopt IT. Some studies have also expandegdhe&ationakontext to

i nclude organi zat i on sdentrdlizatoe, Iresoorde avaimbilitgandi z at i
slack, the existence of a product/project champion, as well as organizational (¢{gtmesed,

et al., 2012b; Puklavec, et al., 2014)

Lastly, the environmental context represents the externabr interorganizational
environment in which the organization conducts its busi(iBsatzky & Fleischer, 1990)

The literatureoftendefinesthis arena in whiclorganizatios conducbusiness in t@ns ofthe
external pressure, external support, and regulatory environim&ithey are subjected to
(Appendix C.3) While some studies examine competitive presgiaremkumar & Roberts,
1999; Boonsiritomachai, 2014ndustry and market pressuigl-Isma'ili, et al., 2016)and
partner pressur@€Chwelos, et al., 20019s separate measures, others investigate a combined

factor under the umbrella term external greg(Grandon & Pearson, 2004acovouet al.
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(1995) defined external pressuras any infuencé r om a firmés competi't
trading part ner sajoptiorrdecisam Secondhyghe supporainfrastructirs
for technology is also underst to impact adoption. Puklavest al. (2014) considered
providers of innovations as a unique group of partners that offer external support. Here,
external supporr ef er s to the dAavailability of Supf¥
i nnov dRuklages, cet al., 2014, p. 189remkumarand Roberts(1999) argue that
organizéions are more willing to risk adopting new technologies when there is adequate
support for the technology. Lastly, the third factor pertaining to the environmental context
relates to theegulatory environmentfinedo(2011)studied whether government support, the
assistance provided by the authority, encouraged adoption of IT innovatging.the same
factor, others have tested how the adequacy of institutional frameworks and business laws
governing the use of innotrans affect adoptiofZhu, et al., 2004; Nam, et al., 2015)

In most ofthe studies employing the TOE framework, researchers have treated factors
of the technological, organizationadnd environmental context as diteantecedents of
adoption and implementation. Although researchers seemingly agree with Toraatzky
Fleischer(1990) that the three TOE contexts influence adoptithere is seemingly no
universal set of factsrfor eacttechnology or context that is being studied

3.3 Model and Hypothesis Development

As presented,theories from innovation adoption literature offer different, yet
complementary models for adoption of IT in organizatidd®l and TAM have a solid
theaetical foundation and consistent empirical supp@temkumar & Roberts, 1999;
Venkatesh, et al., 200Mlonetheless, despite being extensively used irttloy sf innovation
adoption, Haneed et al(2012a)found thatDOIl andTAM were utilized mainly for individual
level of analysis.In particular DOI has received substantial criticism in its applications at an
organizational level(Chau & Tam, 1997) Having originally been developetb study
innovation adoption by individual®OIl andTAM share a common limitation: They exclude
the possibility of influences frormtraorganizationahndinterorganizationafactors(Lee &
Cheung, P04) Consequently, whil®OI andTAM aregenerallyapplicable to IT adoption
by autonomou#dividuals, modifications and extensions are needed to accouextiEnnal
influences in more complicated adoption scenarios, such as by organizations.

A commonapproach to study IT adoption at the organizational level is by integrating

DOl andTAM with a contextual framework that covers the organizational and environmental
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antecedent factofslameed, et al., 2012d)his paper adpes a multiple perspective approach

through the inclusion of the TOE framework, intended to compensate for the limitations of

DOI and TAM by including organizational and environmental factors believed to affect
adoption Hence this papedevelos a theoetical model for adoption of Big Data technology

by combiningDOI and TAM with the TOE frameworkThis makes it possible toring the

analysis of Big Data adoption lliyms in Norwayto an organizational level. The remainder

of this chapter is dedicated ttiscussinghe concepts and constructs from the three leading
perspectivesf IT innovation adoptioninorddro est abl i sh this paper 6:

tentative researchadlel is illustrated in Figure.6

The Technological Context

DOI/TAM characteristics

The Organizational Context Technology Adoption

Intraorganizational factors Big Data technology

The Environmental Context

Interorganizational factors

Figure 6: Tentative research model
3.3.1 The Technological Context

A review of IT adoption literaturendicatesthat characteristics of innovations are the
main focus of most IT adoption studi@dameed, et al., 2012a; Puklavec, et al., 20@d)h
DOl andTAM share the same premise that potential adopters evaluate an innovation based on
their perception of its characteristieGmd postulatehat innovations with more favourable
characteristics are more likely to be adopfRagers, 1983; Davis, 1986Yalue-oriented
characteristicsuch as perceived usefulng8avis, 1989)and relative advantag&ogers,
1983) effort-oriented characteristicssuich as perceived ease of ufavis, 1989)and

complexity(Rogers, 1983)n addition tocompatibility (Rogers, 1983phaverepeatedlypeen
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found as major factors intiencing adoption of innovatior(&i, et al., 2011) According to
TornatzkyandKlein (1982) who conducted a metmalysis of 75 innovatioadoptionstudies

to identify salient innovation char&eistics, onlyrelative advantage, complexity, and
compatibility were recommended as consistently correlated with the adoption of an
innovation. This study places thesigaracteristics of the innovatidnas described bfpOl
andTAM 7 within the technoloigal context.

Relative Advantage and Perceived Usefulness

BothRoger sd6 r el fRogers,d98ZpddDamt a § e UID&Jane the e s s
most consistently relevant construfrtsm DOI and TAM, and have found strong support in
IT adoption studies as one of the top predictors of adoffilmuffe, et al., 2001; Venkatesh,
et al., 2003) Though both concepts appear relevant for this study, researchees
acknowledged their similaritig®avis, et al., 1989; Moore & Benbasat, 1991; Plouffe, et al.,
2001; Kulviwat, et al., 2007)While usefulness and relative advantage are conceptually
distinct (Kulviwat, et al., 2007, p. 1065jhey are commonly operationalized using nearly
identical multiitem scalegDavis, 1989; Plouffe, et al., 2001; Ifinedo, 201Ayditionally,
when @mparing usefulness and relative advantage, Kulviwat €2@07) found a strong
relationship between the two, suggesting that the constructs cover very similar déncepts
Thus, as the two concepts are cdesed highly empiricallyand conceptuallyelated, this
thesis includes only one construct.

Whereas useful nes s anfinnedtioneelt ms t pher fboerl m ed
(Kulviwat, et al., 2007, p. 1065jelate advant age i s the fAdegree
perceived to béettert han i t s (Kyviwatcetial.,,s2007,p. 1065As Mooreand
Benbasa{1991)argue, an innovation is udlyadeveloped with a particular purpose in mind,
and must be perceived to fulfil this purpdeter tharits precursors if it is to be adopted. The
concept of relative advantage thus has an intuitive appeal, as it is a highly generalizable
concept.Moreower, although Davi§1989)d oes no't explicitly use t
definition of usefulness is in relative terms; the value of an innovation lies in its ability to
perform a functiorbetterthan the alternate. For these reasons, given the intuitive appeal of
R o g e(L983) construct and its common occurrence in IT adoption literature, the term

relative advantage is used in this thesis.

B Kulviwat et al (2007, p. 1072jound a correlation of 0.96 between usefulness and relative advantage.
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Innovation adoptioimn an organizationatontext is almost exclusively associated with
utilitarian information system@eijden, 2004)A utilitarian system, as opposed to a hedonic
system, aims to provide instrumental value to the adopter. Instrumentgiligs thee are
objectives external to the interaction between the adopter and the innovation, such as
improving effectiveness, efficiencgnd productivity. Accordinglythe definition of relative
advantagen a utilitarian perspectiveraws attention to benefiesxternal to thennovation
adoptelinteracton, namelyimproving performancéHeijden, 2004)

The relative advantage of an innovation is postulated in DOI to positively influence
adoption (Rogers, 198). A rational adoptiondecisionby an organization, according to
PremkumaandRoberts(1999) naturallyinvolves evaluating thperformance impactsf the
new technologyThe impact of relative advantage athoptiondedsionshave repeatedly been
shown ininnovation adoptiotiterature (e.g., Tornatzk& Klein, 1982; Ifinedo, 2011)lhus,
it is hypothesized that the greater the perceived relative advantage of Big Data technology, the
more likely it is to be adopted

Hi: Perceived relative advantage is positively associatid adoption of Big @ta

technology

Complexity and Perceived Ease of Use

Effort-oriented constructs such asmplexity and perceived ease of use/e been
widely studied and found to be factors infheeng IT adoption in studies based BOI and
TAM (Venkatesh & Davis, 1996; Arts, et al.,, 201BHowever, prior research has noted
substantial similarities between the construct definitions and their operationalization
(Venkatesh, et al., 2003)ndeed, perceived ease of use in TAM and complexity in DOI are so
alike that they have been seen as-pase oppositegMoore & Benbasat, 1991; Plouffet
al., 2001; Puklavec, et al., 2014}onsistent with Roger€l983) both constructs cabe
understood to represent opposing ends amglicity-complexity continuum on which an
innovation can be classified.

Complexityin theIT adoption literature bears a negative association in the sense that
it represents hurdles to be overcome by potential adoferskatesh, et al., 2003Yhe
greater the perceived complexity of an IT innovation, tlghdr the cost of adoption and
subsequent behavioural change becomes, inhibiting potential adomtefsllowing through
with adoption(Arts, et al., 2011)Hence, as complexity more intuitively represents the idea of

an inhibting factor, this thesis covers thisnstructusing the DOI nomenclate.
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The complexity of an innovation is determined by the degree to which it is perceived
as difficult to understand and ysend is postulated to be negatively relatedntwvation
adoption and implementation(Rogers, 1983) Researchers have repeatedly found that
complexity functions as a barrier tonovation adoptior(e.g., Tornatzky & Klein, 1982;
Grandon & Pearson, 2004)hus, it is hypothesized thdte greagr the perceived complexity
of Big Data technology, thiess likely it is to be adopted:

H>: Perceived complexity is negatively associated with adoptiorBigf Data

technology

Perceived Compatibility

The similariti €1983)bektivevadeantagdk and eomplexity, and
D a v (1398@)perceived usefulness and ease of use are clear. However, the DOI includes three
additional characteristics of innovations that arot foun in TAM. With regardto
compatibility, DOI presents it as a measure of the degree to which it is perceived as being
consistent with the existing values, past experienaed needs of the potential adopter
(Rogers, 1983Premkumar & Roberts, 1999This conceptualization of compatibility has
garnered considerable critique, as the inclusiareefisn the original definition is considered
a source of confounding with relative advantélyore & Benbasat, 1991)Thus, studies
have reported difficulties in distinguishing between the two const(licisatzky & Klein,
1982; Moore & Benbasat, 1991; Plouffe, et al., 2001; Arts, et al., 20hi) has led some
researchers to treat compatibility and relative advantage as a single cqistylart& Todd,
1995; Li, et al., 2011)Li et al (2011) for instance, argued thatciompatibility would be
reflected i n t he adopterso perception of
advantageous to the firm, and consequently encapsulated compatibility within relative
advantage. Similarly, when compatibility and relative advant@agad together in Tayland
T o d {1898)statistical analysis, they opted to combine the two. Moreover, as the constructs
have been found to be perceived as identical by responfMotse & Benlasat, 1991)
researchers have been called to reconceptualise compatibility in innovation adoption studies
(Karahanna, et al., 2006)

This thesis regardompatibility as a multidimensional construct entailing normative
or coquitive compatibility {.e., what adopters feel or think about an innovation) and
operational or practical compatibility€., compatibility with what adopters d¢)ornatzky &

Klein, 1982) with emphasis on the lattéi/hile the former refers to compatibility with values
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or norms, operational compatibility represents congruence with the gxstattices or
processes of thadopter(Tornatzky & Klein, 1982) This second interpretation closely
resembes interpretations of compatibility in nerecent research, which regaainpatibility

in terms of the degree to which an innovation is perceived by the firm as being consistent with
existing methods for executing their miss{gimedo, 2011; Puklavec, et al., 2014)

Research on compatibility as an antecedent of IT adoption has prodagaag
results, and the inclusion of the construct separately from relative advantage has been
guestioned. However, due to thearleonceptual difference between the two, others argue
that the concepts should be included separéiébpre & Benbasat, 1991Moreover, in their
metaanalysis on innovation characteristics, TornatzkgKlein (1982)found compatibility
to be among the few consistent antecedentsrafvation adoptionSimilarly, Plouffe et al
(2001)found that removing the compatibility construct from PCGlan extended versioof
DOI T negatively impacted their prediction of adoption. Hence, compatibility from DOI is
included in this thesis.

As an attribute of innovations, compatibility has been postulated in DOI to have a
positive influence on adoptioifRogers, 1983) Empirical support to corroborate this
relationship ha previously been found (e.g., Tornatzky & Klein, 1982; Thong, 1999; Arts, et
al., 2011).The acquisition and use of Big Data technology can bring in significant changes to
the pradtes and processes of businesses, and resistance to change is éRpetedmar &
Roberts, 1999)With regardto the normative aspect of compatibility, it is believed that a
businessd values and thanydhades following the aolaptiocal mp at i
an innovationThus, it is hypothesized that the grealher perceived compatibility of Bigdda
technology, thenore likely it is to be adopted:

Hs: Perceived compatibility is positively associated with adoptiénBmg Data

technology

Perceived Observability and Trialability
Lastly, the DOI proposes the inclusion of the observability and trialability constructs.
While the theoretical arguments for the inclusion tioése constructs are sound (e.g

observability andrialability reduces uncertainty for the adoptéRpgers, 1983)Tornatzky

14 The Perceived Characteitst of Innovations (PCI) model utilized in some research (e.g., Plouffe, et al., 2001), is an
alternative name for the DOI model used within this research.
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and Klein (1982) found the two constructs not to be consistently related to adoption.
Furthermorepbservability and talability are rarely utilized in IT adoption research at the
organizational level (e.g., Puklaveet al, 2014). The literature offers two potential
explanations for this. First, Roge(d983) suggest that technology inngations have two
components; a hardware aspect and a software aspect. Software dominant innovations,
according to Rogerg1983, p. 232) have less observabilityAccordingly, Big Data
technology asa software dominannnovation is less apparent tobservationsSecondly,

with regards to trialability, Moorand Benbasa(1991)found that it had significantly less
weight than other constructs in an organizational context. For thesmseas accordance

with the recommendations of Tornatz&agdKlein (1982)to eliminateredundaninnovation

characteristics, this thesis does not investigate these constructs further.

3.3.2 The Organizational Context

The organizabnal conext refers to the group of intseganizational factors that are
believed to influence adoption. A review of innovation adoption literature has been performed,

in an effort to avoid the inclusion of superfluous constructs.

Organizational Size

There has long been an interest in the effect of the size of a firm on various aspects of
business activityDaniel & Grimshaw, 2002)particularly in the study of organizational
innovation adoptiorfsee Damanpoy1992)and Hameed et al(2012b)for metaanalyses).
A multiplicity of opinions exists as to the role that organizational size plays in the process of
innovation adoptiorfZhu, etal., 2004) On one hand, the size of an organization is believed
to affect a number of organizational aspects, including resource availability, denskomy,
and organizational structufRogers, 1995; Hameed, ¢t 2012b) Smalerfirms are believed
to suffer from resource povelty (Welsh & White, 1981) which may constrain
experimentation, acquisitipand implementation of new innovatiofremkumar & Rberts,
1999) Research also indicate that small firms are uniquely characterized by financial
constraints, lack of professional IT expertise, and sieomh management perspectiyégelsh
& White, 1981; Alisma'ili, etal., 2016) all of which frequently occur as factors in IT adoption

15Resource poverty wastroduced by Welsh and Whit@981)to descibe that the size of small businesses creates a special
conditioni resource poverty which distinguishes small firms from their larger counterparts.
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research (e.g., Hameed, et 2012b). By contrast, largefirms possess greater resource
availability and slack, enabling the mobilization deguate resources for adopt{@mrnatzky

& Fleischer, 1990; Zhu, et al., 2004)n the other hand, larger firms are less agile and may
suffer from inertia, affecting adoption of new innovatiGdannan & Freeman, 19848 naller
firms, by contrast, are believed to require less communicdgsagcoordination, and less
influence to gather support for adopti@hu, et al., 2004)

Despite the frequent occurrence of organizational size as a factbe study of
organizational innovation adoptiprempirical support for the effect of size has been
inconclusivé® (Hameed, et al., 2012bNevertheless, most research postslaepositive
relationship between organizatioreize and ITinnovation adoption(e.g., Premkumar &
Roberts, 1999 including research on Business Intelligence adogfidalladi & Krishnan,
2013; Hung, et al., 2016%iven the lack of consistency in research oreffect of size on IT
adoption, this is clearly an area in which this thesis might improve our understanding. Thus, it
iIs hypothesized that the greater the size of the organization, the more likelyaBg D

technology is to be adopted:

Hs4: Organizational &e is positively associated with adoption of Big Data technology

Top Management Support

Top management support has been a recurring critical fact8radoptionresearch
(Thong, et al., 1996and is believed to play a cratrole in all stagesf innovation adoption
(Hameed, et al., 2012h)iterature suggests that top management supgefined hereiras
the degree to which top management understands the importance of Big Data technology and
the extent to which it is involved in related initiativé2ark, et al., 2015)s an essential
criterion for organizational innovation adoption for tsm@maryreasons. Firstly, studies have
found that top management suppataritical for creating a conducive environment for
innovation adoptior{(Premkumar & Roberts, 1999By virtue of their l@adership role, top
management anesponsible for creating a supportive organizational climate thditdtes
receptivity(Thong, et al., 1996)Secondly, top management possess the authority to provide
and mobilize sufficient organizational resources for motivating, acquiamg implementing

innovations(Premkumar & Roberts, 1999Fhe vital role of top management in allocating

16 The metaanalysis performed by Haeed et al. (2012fpund thatorganizational size only had a wealrsficanceto IT
adoption
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resources for adoption and enabling associated activities has repeatedly been ethplasiz
researchers (e,gdung,et al., 2016; Al s ma 61 | i , Additionadlyl a revievdOBIg6 ) .
Data literature and oupreliminary interview with Business Intelligence professiotfals
highlighted a third reason for the significanceay management suppo#s the benefits of
Big Data to an adopting organization are highly contxtinebusiness caskr adoption is
often ambiguous. Given the importance of the aforementioned construct of relative advantage,
it is unlikely that adoption will take place before the strategic value of Big Data technology is
recognized by top managentedence, a third reason as to why top management support plays
a crucial role in Big Data adoptios proposed

Findingsfrom previous research suggéisat top management support is positively
related to the adoption of new technologiesrmall and larg organizations across a range of
IS innovations(Thong, et al., 1996; Premkumar & Roberts, 1999; Hameed, et al., 2012b)
Thus, it is hypothesized that the greater the top management support for Big Dradéotpg,
themore likely it is to be adopted:

Hs. Top management support is positively associated with adoption of Big Data

technology

IT Expertise

It has been suggested that a highly skilled, knowledgeafdeexperienced workforce
is a key factor affdng the adoption of IT and innovatior(&ttlie, 1990; Lucchetti &
Sterlacchini, 2004)IT expertise, theexperience of IT employees in terms of skill and
knowledggHameed, et al., 2012)as been widely studied in adoption literature under highly
similar termssuch as IS competen¢iam, et al., 2015)IS knowledgg(Thong, 1999) IT
competencgZhu, et al, 2006b) employee skill(Meyer & Goes, 1988)and technology
readiness(Ifinedo, 2011) A relatively recent metanalysis of the relationship between
organizational characteristics and@ innovaion adoptionin organizations identified IT
expertise as one of the major factors facilitataapption(Hameed, et al., 2012blHence,
empirical support for the positive influence of IT expertise on IT adoption acrosseaching

innovations has been found, including in the context of Big Data addptéeon, et al., 2015)

17 Norwegian interview transcripts are available per request.
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Inadequate levels of IT expertise have been shown to be a barrier to IT adoption
(Hameed, et al.,®.2b) In particular, smadlr businesses have historically been found lacking
in specialized ITknowledge and technical skill@hong, 1999) Premkumarand Roberts
(1999)suggesthatsuchfirms may be unaware of new technologies or may not want to risk
adoption, possibly due @ninability to integrate the innovation in a way that resolves work
related probleméyeh, et al., 2014)t is also proposed that firms mae tempted to postpone
adoption until they have sufficient internal experii$éong, 1999)Conversely firms that
possessigher levels of IT expertise are more likely to accept innovations as they have been
found to have detter understanding of the potential benefiising from adoptiorlfinedo,
2011) Accordingly,ourliterature review shows that research postslajgositive relationship
between IT expertise and organizatioieghnologyadoption. Thus, it is hypothesized that the

greater the internal IT expertise, the more likely Big Data technology is to be adopted:

Hs: IT expertise is positively associated with adoption of Big Data technology

Organizational Resources

The final orgargational attribute included in this thesis is resources, which refers both
to organizational resource availabil{oonsiritomachai, 2014nd resource sladki, et al.,
2011) IS literaturesuggets that the intention of organizations to adopt new technology is
affected by the availability of financial, technologicahd human resourcédlameed, et al.,
2012b) Financial resources refer to the availability of cagalinvestment in technology
innovations, for implementation of subsequent changes, and coverage of ongoing expenses
during usagélacovou, et al., 1995With regardto Big Data, Nimet al (2015)found that the
availability of financial resources had a significant influence on adoption by Korean firms.
Technological resources refer to the level of IT sophistication, in terms of IT usage and
management, as well as the IT infrastructure instafiethe organizatiorHameed, et al.,
2012b) lacovou et al(1995)state that highly sophisticated organizations (in terms of IT) are
Nl ess | i kely t @wtecarmlbgy,ipostesssupeondorpodate bigw ohdata
as an integral part of overall information management, and have access to the required
technol ogi c a69). lLastyy,dunrarc ressubces(rgber to the existing IT knowledge
within an organization. The influence béimanresource on adoption hagreviouslybeen
explored in the discussion of IT expertise.

Managers, and by extension, organizations, are believed to be more supportive of the

adoption of new technology when financial, technolog@adl human resourcase available
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(Chong, et al., 2009However, resource availability may not be sufficient for an organization

to adopt Big Data technology. Li et £011)postulate that organizations need rese slack.
Resource slack refers to those resources an organization has acquired which are not committed
to an existing business operation, and subsequently can be used in a discretionary manner
(Dimick & Murray, 1978) Previows research has suggested that slack positively impacts
willingness to adopt, as it enables organizations to act more &ldiygeois, 1981; Singh,

1986) Similarly, slack may encourage rishking as excess resourca@®w the organization

to absorb costs associated with potential fai{@iagh, 1986; Li, et al., 2011)

Althoughthe resource construct has repeatedly been studied in IS adoption research,
data to support the relahship between resources and organizational adoption has been
inconclusive(Hameed, et al., 2012bYet, the majority oS literatureargue for a positive
relationship between organizational resources aimhovation adoption (e.g.,
Boonsiritomachai, 2014am, et al., 201} Given the lack of empirical support for the effect
of resources on IT adoption, this is another area in which this thesis might improve our
understandingThus, it is hypothesized that the greater thewizational resources, the more

likely Big Data technology is to be adopted:

H7: Organizational resources is positively associated with adoption of Big Data

technology

3.3.3 The Environmental Context

The environmental context refers to the group of interorgtoiw factors that are
believed to influence adoption. A reviefiinnovation adoptiofiterature has been performed,

to ensure the inclusion of the meostevantand recurringonstructs.

Competitive Pressure

Economists have long since recognized thatsgiic significance of ITPorterand
Millar (1985)analysed the strategic rationale underlying the relationship between competitive
pressure and IT innovation&hu, et al., 2004) They suggestk that adoption of IT by
businesses alter the competitive environment in three crucial ways. Firstly, IT innovations
have the potential to change industry structure, and in doing so, altering the rules of
competition(Porter & Milar, 1985) This may lead to environmental uncertainty andemo
intense competition, which abelieved to increase both the need for and the ratmo¥ation

adoption (Thong, 1999) Secondly, IT innovations have a stroeffect on competitive



4C

advantage iterms ofboth cost and differentiation, giving companies new ways to outperform
their rivals(Porter & Millar, 1985) Competitive pressure magmand innovation adoptiam

order to maintain enarket position established on the basis of a competitive advantage whose
sustainability is threatendxy novel IT. Such a view is consistent with the resotlvesed view
(Peteraf, 1993and the activitypased viewPorter, 1996)both weltknown perspectives on
firm-level competitive advantage in the field of strategy and management. Thirdly, IT
innovations contribute to the emergence of entirely vawe offerings and businessagich

may intensiy competition(Porter & Millar, 1985) Chauand Tam (1997)found that more
intense competition is associated with higher ITarsginnovation adoptiotMoreover, their
findings suggest that orgaeationstend tohave a reactive rather than proactive attitude
towards adopting IT; that is, satisfaction with the current state leads to lower incentives to
adopt. It follows that more intense competition may provide incentives for IT adoption.

For these reasons, it is believed that competitive pressure accelerates innovation
adoption as firms seek to leverage new IT, not only to survive, but also to outperform
competitors. Previous research organizational IT adoption hagcognized competitive
pressire as an important antecedent of adopt{®memkumar & Ramamurthy, 1995;
Premkumar & Roberts, 1999; lacovou, et al., 1995; Grandon & Pearson, 2O@dgrmore
all of the reviewed studies postwddta positive relationship between competitive pressure and
organizational IT adoption. Thus, it is hypothesized that the greater the competitive pressure,

the more likely Big Data technology is to be adopted:
Hs: Competitive pressure is positively assoethwith adoption of Big Data technology

External Support
Research oifil adoptionby organizations shows that external support, defined as the

Aavailability of support for | mPtesekoman& i ng ar
Roberts, 1999, p. 4725 a key factor in the IT adoption procéBsklavec, et al., 2014\WVhile
the availability of external support is hypo

technologiegPremkumar & Roberts, 1999} is also believed to serve as a means by which
organizationsnay compensate falack of internal IT expertis€Thong, 1999) Thong et al
(1996)found that in the absence of internal IT expertise, firms tend to seek the support of
consultants and vendotg. other wordsearlier research hagenexternal support assource

of external IT expertis€Thong, et al., 1996; Caldeira, 1998; Thong, 19¢%#)wever, our

literature review suggests that the majority of adoption studies utilizing external support as a
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research variable has done so in the contéxnmll and mediursized enterprisege.g.,
Caldeira, 1998)Lessattention appears to have been given to the construct in adoption studies
of large organizationsThus, this is another area in which this thesis might improve our
understanding.

Findings from previous studies suggeat positive reitionship between external
support and the adoption of new (Fremkumar & Roberts, 1999; Adma'ili, et al., 2016;
Hung, et al., 2016)It is therefore hypothesized that the greater the availability ofratter
support, the more likely Big &a technology is to be adopted:

Ho: External support is positively associated with adoption of Big Data technology

3.3.4 Model Extensions

The literature on innovation adoption has been describedgmentary, contradictory,
and even beyond interpretatigfMeyer & Goes, 1988)The absence & unified theory that
permits researchers to predict the extent to which an organization will employ a given
innovation, has produced a body of research thatgaably less than the sum of its parts
(Meyer & Goes, 1988, p. 897 he result is a research literature offering a great number of
competing and complementary theories and models of adoption. Fi¢h@&&)contends that
the absence of a general theory of innovation suggests researchers should develop models
tailored to the specific innovation. Even so, some research variables and relationships are more
broadly generalizable. Therefothe research model proposed in this thesis is primarily based
upon more generalizable variables and relationshipsveMer, extensions are believed
necessary to cover potentially important aspects that are distinctive to adoption of Big Data
technology

Chapter 2.2 highlighted security and privacy issues as distinctive barriers to
organizational adoption of Big Data. Multiple Big Data surveys have also found that security
and privacy issues are among the hindering factors of adoptippnHeudecker & Lisa2014;
Filkins, 2015)I n t heir | iterature review on Big Dat
SallehandJanczewsk{2016)discussed how these concerns may affect Big Data adoption by
organizations. This thesis Wattempt to supplement this discussion by integrating security
and privacy related issues of Big Data into the proposed research model and subsequently test
hypotheses for their relation smloption ofBig Datatechnology Consequently, this section
will discuss the relevance of security and privacy issues for organizational adaftiorthe

technological and environmental context of the TOE framework.
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Privacy Regulations in the Environmental Context

The emergence of Big Data raises important privessyes, some of which are
discussed in Chapter 2 With falling costs of storage and increasing demand for retention of
demographic, behavioural, finangiahd other transactional data for analytic purposes, firms
are faced with the challenge of upholgliprivacy. From a legal perspective, firms are
pressured to ensure compliance with data protection acts, rules and regulations, while
simultaneously preserving data utility, that is, the value of their 8aldeh andlanczewski
(2016)postulate that one environmemrdated factor of organizationatioption of Big Datas
the issue of privacy and its associated rulesragdlations With the introducton® E UG s
General Data Protection Regulaticet to replace the curredbata Protection Act in Norway
in 2018 firms will face an even greater obligation to protecspeal identifiable information
(Datatilsynet, 2015)In particular, firms working with Big Data are under pressure to deliver
on legal expectations without compromising their business(§adleh & Janczewski, 2016)

To the best of our knowledge,weresearchers havempirically investigated the
relation between privacy amadoption of Big Data technodly. Consideringthe attention
privacy has been given Big Data publications, it appears worthy of further investigation.
Thus, this thesis includes Big Datavacy as an environmental factor. Accard to Zhuet
al. (2004) the regulatory environmena factor closely resembling the privacy construct
proposed hereimas previously been recognized as a critical factor in diffusion tskased
on the TOE frameworkurthermore, a recenigty on Big Data adoption by Naetal.(2015)
found support for a relationship betwegwivacy regulation$ and Big Dataadoption As such,
it is hypothesized that the greater the perceived difficulty of complying with privacy related
regulatiors, the les likely Big Data technology is to be adopted:

Hio: Privacy regulationsare negatively associated with adoption of Big Data

technology

Security Issues in the Technological Context
The technology el at ed security i ssues associ at
chaacteristics are frequently found in Big Data publications (e.g., Alshboul, et al., 2015,

Salleh& Janczewski, 2016). According to SalkeidJanczewski2016) the volume, velocity,

18 Namet al.(2015, p. 4796Jsed the terngovernment pressuteo st udy t he effect of fdAprivacy
and managing personal datao for adoption of Big Dat a.
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and variety of Big Data presents gaty concerns that necessitdte employment of newer

and improved security solutions and mechanisms to ensure confidentiality, intagdty
availability of data.Their discussion of security can be summarized as foll&wstly, the
enormous/olumeof dat collected and created in a typical Bigfa environment invites new
security issues that must be met with security technologies and solutions that are able to scale
with the size of dataets and distributed nature of Biga.Secondly, the rate at windata

is generated and the speed of how it should be analysed and acted upon is believed to amplify
security issues commonly found in traditional data environments. Lastly, the collection of
structured, sermstructuredand unstructured data offers nevalténges in terms of providing
restrictions for access and security policies that fit each source S#dish & Janczewski,

2016)

Based on the above, SalleahdJanczewsk{2016)argue thatdopters of Big Btawill
facedistinctive security issues. Furthermore, they postulate that these issues will influence an
organi zationds adoption of Big DataThshrough
thesis intends to test this propositionibtegrating Big Data securityas a multidimensional
construct, in the research modehus, the following conceptualization of security is proposed:

(1) the technological challenges posed by Big Data reflectcdhgplexityin providing

effective securityand (2) the level of preparedness of organizations in embracing the security
chall enges that comes with Bi g dmpathilityofan be
their current security mechanisms with those required by Big (Zskeh & Janczewski,

2016) It is therefore hypothesized that the greater the perceived security issues of Big Data
technology, the less likely it is to be adopted:

Hi1: Security issueare negatively associated with adoption of Big Data tetbgy

3.3.5 Dependent Variable: Assimilation of Big Data Technology

Categorizing firms as adopters and ramtopters of Big Data is a daunting task,
especially considering thembiguity surrounding the term. In particular, due to the diverse
and contradictory dmitions in both academic and business literature, the basis for evaluating
the Big Data capabilities of a firm can be somewhat difficult to justify. Fortunatiesyro et
al.(2016)proposed four maioomponentshat charaterize the Big Data concept: information,
technology methodsand impact (see Ch. 2.1). Thetechnology component of Big Data,
the focus of the present study, referdiardware (e.g., storage and servers) and software (e.g.,

applications) that enabthe accessingnanaging, and analysing déta sets characterized by
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the three VOs,ar(dwariétyw; niech is wieat wiead td associate with Big
Data. As such,technologyis deemed a prerequisite fasing Big Data, thus offeringan
intuitive way of thinking about the Big Data capabilities of a firm. Logically, firms that have
acquiredBig Datatechnology possess the capabilityuseBig Data,whereas firms that have
yet to acquirghistechnology do not possess this capability. Hencefbrths are categorized

as adopters and nadopters based on their possession of Big Data technology.

The earlier discussion of the stages wiovation adoptiorshows that technology
adoption by organizations is a staugsed procesgrogressingn a sequetial mannerThe
ideal organizationalinnovation adoptiorstudy, according to Tornatzkgnd Klein (1982)
should fully account fothis process, which has come to be knowasssmilation (Meyer &
Goes, 1988)Whereas diffusion ighe process by which a technology spreads across a
population of organizationgssimilation refers to th@doptionprocess within organizations
stretching from initial awareness, to acquisition and deploywfethie echnology(Meyer &
Goes, 1988Hence, dawing upon the innovation diffusion literatyfRogers, 1983; Fichman,
1999) Big Data adoptiois definedin terms of assimilation; the sequencestzfges fron{1)

a firmbés initial a war eteclenslagy (2 to thefaenvaballonationi on o f
of resources for its acquisition amiéploymentand finally (3) to its incorporation of the
technology into the regular activities of the firm.

While some studiedepictassinilation as a sixstage procegooper & Zmud, 1990;
Fichman, 2001)othes use asevenstage mode(Rai, et al., 2009; McKinnie, 20167 his
thesisproposes an aggregated, thst@ge model of Big Data adoption, whendiation ,
adoption-decision andimplementation representhree stages of assimilationhe present
study will therefore use the teratoptiongenerically in the context of organizaig and is
inclusive of the threstage assimilation proces§.hi s i s consi U8t wi t |
description of the adoption process, which has lsmapted by a number @finovation
adoptionresearchers (e.g., Zhu, ¢t, 2006 Nam, et al., 2015)Thus, this thesis studies the
adoption of Big Data technology, modelled as a tistage processefined asssimilation to
identify determinants of adoption and reveal whether they have differential effectshea

different stages.

3.3.6 Final Research Model

Based on the literature, theoretical arguments, and empirical support presented in this
chapter, a research model is proposed for the study of organizational adoignDHta

technology.The integrative model combinesréle key constructs from two of the most
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commonly applied theorias IS adoptionresearchi DOl andTAM 1 with the organizational
level technology adoption framework, knowntlas TOE framework and specific extensions
made relevant by research on secuaitg privacy issuedistinctiveto Big Data.

The result is a research modeht enables the investigationfattors in the context of
technology, organizaih, and environment that affeitte adoption of Big Data technolagy
The model included1 factorswithin the three contexts of the TOE framework: relative
advantage, complexity, compatibility, organizational size, top management support, IT
expertise, organizational resources, competitive pressure, external syppaty, and
security Each factoiis hypothesized to influence the adoption of Big Data technology, and
have potentially differential effects at the different stages of adoptiottiation, adoption
decision and implementatiofi collectively referred to as assimilatiofhe final reseah
model is presented in Figure T agreement with the TOE framework, constructs are

presented according to their correspondiagtext.

The Technological Context

Relative advantage (+)
Complexity (-)
Compatibility (+)

Security (-)

The Organizational Context

Organizational size (+)

Top management support (+) Big Data assimilation

Initiation Adoption-decision = Implementation
IT expertise (+)

Organizational resources (+)

The Environmental Context

Competitive pressure (+)
External support (+)

Privacy (-)

Figure 7: Research model
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4. Met hodol ogy

The previous chapter developedeseach model to ivestigate theleterminants of
organizational adoption of Big Data technology. This section details the methodology; the
process by which the hypotheses derived fromrébearchmodelwere empiricaly tested and
research questiorsnswered. Methodology coerns the rationale for the procedures and
techniques used to collect, analyse and interpret data, and is essential to any research as it
allowst he reader to critically evéhunden,eatl,t he st
2012) While there is no ideal research methodology, steps have been taken to ensure the
choice of methodis consistent with accepted practices in the chosen field of study. The choice
of approach to pursue h e trdseach abjéctives discused as followsA presentation
of the research design is givédh. 4.1),followed by an overview of the sampling and data

collection (Ch. 4.2), and finallya discussion of neresponse bias (4.3)

4.1 Research Design

The nature ofhe research questions @itesthe design, which is the overall plan for
answeringthe research questisrExploratory, descriptiveor explanatory research designs
are usually chosen depending on the purpose of the study and how much research currently
exists on the topi(Saunders, et al., 2012)

The objective of this thesis is to identify and examileterminantsof Big Data
technologyadoptionby organizations. The thesis starts addressing the research questions by
performing areview of literature eélated to technology and innovation adoption. Based on the
presented literature, eesearchmodel was developed which allog/the investigation ©
technological, organizationaland environmental factors that affect the organizational
adoption of Big Dataegchnology. Several hypotheses are then derived from the model and
subsequently tested by collecting and analysing data. Research findings that are consistent
with the hypotheses serve to validate our proposed relationships, whereas findings that are
incongstent with the hypotheses leads to rejection. This sequential research approach is
consistent witlideductive reasonin(Blaikie, 2010) also known as th@p-downapproach.

As technology adoption is extensively covered by exgstesearchthe present stugy
for the most part, builds upon existing literature andda®ned concepts. Hence, the study is

primarily of a descriptive and conclusive nature, as it aims to describe and explain
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relationships between variables basedhmoretically grounded expectations about how and
why the variables should be related.

However, our review of adoption literature also identified significant research gaps.
More specifically, few studies have explored adoption from an organizationaf anialysis,
let alone in the context of Big Data. Additionally, security and privacy were found to be novel
constructs yet to be explored in empirical research on Big Data adoption. Thus, as discussed
in Chapter 4.13, entirely new measurement itemeredeveloped for these constructs. For
these reasons, the thesis is also considered to be of an exploratory nature, as it seeks to validate
existing theoryi with new extensions in a novel context.

Furthermore, this study is quantitative by nature, as #ta dollection generated
numerical data which was subsequently subjected to the statistical techasdisesissed in
Chapter 5.Since hypothesis testing in the social sciences requires statistical analysis, a
guantitative approach was deemed the mostogpiate. Quantitative research is typically
associated with the deductive approach employed in this {{&misders, et al., 201By
contrast, a qualitative research design could have been used to provide a richer and more
detailed insight into the organizational adoption of Big Data. However, for the specific purpose
of testing predefined hypotheses regarding a wide range of theoretical constructs, the highly
detailed and controlled procedures associated with quantiteseanch was preferred.

4.1.1 Research Strategy

Researchers can choose between a variety of research strategies, including
experiments, surveys, archival research, case studies, ethnography, action research, and
grounded theorgSaunderset al., 2012)In research on technology adoption, surveys and case
studies have been the dominant strategies at the individual and organization@ édels
& Land, 1987; Choudrie & Dwivedi, 2005)

The surveystrategy was chosen for this thesis due to convenience and for parsimony
reasons. As students at the Norwegian Schodtaminomics,we were freely able to use
Quialtrics, an interndbased survey software, for the design, distribution, and collection of
suvey data.This made it possible teeach a large and geographically disperse group of
organizations, while at the same time collecting data about each individual respondent in an
effective and inexpensive manner. Additionally, a-gseliininistered surveyds the benefit of

allowing the respondents to answer anonymously and at their own convenience, and is
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therefore perceived to be |l ess I|Iikely to c
(MacKenzie & Podsakoff, 2018aunders, et al., 2012)

Another reason for choosing the survey strategy is that it provides a better basis for
generalizing, allow for replicability, and permit some degree of statistical p@eerchard,

1993, p. 367)As noted by TornatzkgndKlein (1982) case studies are often insufficient to
provide a basis for generalizing about adoption and innovation processes, whereas surveys are
Amet hodol ogi cal ly adeahiltytard sarse ddgree grestsidye r mi t
compar a9 i tyo

Furthermore, survey research is typically recommended when you have clearly defined
independent and dependent variables and a specific modeledfeeted relationship which
can be tested against observations of the phenonm@msonneault & Kraemer, 19938y
opting for the survey strategy, this thesis was capable of studying adoption of Big Data
technologyby organizéions (1) in its natural setting, (2) in the present, and (3) without
controlling or affecting the independent and dependent variables.

Lastly, a crossectional survey was naturally chosen for this study, given the time
constraints inherent to writing master thesis. In contrast to longitudinal studies, with the
capacity to track change and development over tineepsssectional study providesgata
from a population at a single point in tif®aunders, et al., 20123uch @ta is appropriate

for describing the relationship between research variables and make predictions.

4.1.2 Questionnaire Design

A number of factors were considered in designing the survey to ensure the reliability
of the responses, which are susceptible to biasd errorgMacKenzie & Podsakoff, 2012;
Saunders, et al., 2012; Neuman, 2014; Planing, 2014)

A primary concern for this research was to motivate respondents to participate and
respond accuratelyOnline surveys are generally plagued by low response rates, which is
problematic when (1) attempting to generalizing findings, and (2) the statistical analysis
employed requires a minimum samgige Eee Ch. 5.3.8 Thus, a cover letter aimed at
motivating participation was developed to accompany the survey invitstenAppendixB).
Addressing the respondents by their first and last name, the coverebgplerned why
participation was requested and how the responses would be used. Empirical evatence
demonstrated that respondents are more likely to participate and exert cognitive effort to

answer questions accurately when motivation is high and the topic is perceivaelevhat



49

(MacKenzie & Podsakoff, 2012; éiman, 2014) Therefore, in addition to stating the
importance of participation fothis master thesis, attempts were made to explain how
participation couldbe usefulfor their organization. Furthermore, to solicit participation and
encourage honest manses, respondents were given the opportunity to receive a summary of
the research finding®ffering incentives for participation, such as rewards or feedback, can
be a potential remedy for common method l{dacKenzie & Poddeoff, 2012)and non
response biaSimmons & Wilmot, 2004)

Regarding participant error, anedfBigr con:
Data. Given inconsistent definitions of the term in both academic and bubteessire,
respondents may possess vastly different understandings of the subject. In addition, the
newness of Big Data and the lack of familiarity with the term may imply respondents have yet
to understand and form opinions on the subject. The lackparence in thinking about the
survey subject may mp ai r t h e abilitestp answke quéssods, which could
consequently lead to systematic errvsacKenzie & Podsakoff, 2012 hus, the definition
of Big Data technagy as employed in this thesis was presented in the beginning of the survey
to ensure that the respondents and researchers shared a mutual understanding of the subject of
the surveyseeAppendixA).

Once committed to participate in the survey, sevea@bfs may causesponse bias
by decreasing the respondentodés ability to a
guestions, item ambiguity, and doullarreled questions are common sources of method bias
in survey researcfMacKenzie & Podsakoff, 2012; Planing, 2014; Neuman, 200alpvoid
these issues, the conventional approach is to leverage existing scales that have already been
validated in extant literature. Where applicable, measures used istutlisare based on
previouslyusedand/orvalidatedscales, with slight modificatianto fit the research setting
(see Ch. 4.1.3). These items are cleseled questions worded in a positive manner. To address
the issue of common scale attributes (i.emilsirly worded questions), some studies shift
between negatively and positively worded statem¢htacKenzie & Podsakoff, 2012)
However, to prevent confusion with revesgerded items, and to avoid altering the content
validity or conceptual meaning of scales, all adapted items were worded positively.

Designing the survey structure also involvesuanber of tradeoffs with regardto
potential sources of bias. Survey structure refers to the grouping of items, the order in which
they appear, the number of items per page, and survey length. Regarding the grouping of items,
intermixing of items from different constructs was avoided. While the practice of intermixing

items has been recommended as a remedy for common methd#Imiaset al., 2000)it
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may also increase the inteonstruct correlations at the same time as decreasing the intra
construct correlation@odsakoff, et al., 2003As this thesis studies the relatghip between
conceptually distinct constructs, ideonstruct correlation error was regarded as a greater
concern than intrgonstruct correlation error. Hes, items of the same construetre placed
successively. Due to the number of constructs instbdy, questions were spread equally
across four pages as to avoid survey fatigue common to longer sukvegysipromise was
also sought between the number of items per aactsénd the total survey length, asd
surveys are typically attributed lowesponse rates than short sury@&aunders, et al., 2012)
Thus, to limit response tim&éhe number of items per construct was restricted3at8ms.

The items included in the survey were originally developed in English thieilgurvey
took place in Norway where the official language is Norwegian. Thus, as the majority of the
respondents were native Norwegians, the survey was also translated from English to
Norwegian using thelirect translation techniquesuggested by Usunigd998), cited in
Saunders et al2012, p. 442) The English and Norwegian versions of the survey were
developed concurrently over several iterations, with feedback and adjustments from two
professionals from academiacluding our supervisor, two associate professionals from the
IT industry, and one manufacturer from the sample grouppiidagestingprovided feedback
which led to several adjustments. In particular, many phrases and wordings were changed to
be easieto comprehend. The feedback algmvided anopportunity to check the face
validity® of the survey, and thus indications of which phrases were poorly translated and
needed revision.

Furthermore, two interviews were conducted with three professionalsingork
respectively with data warehousing, business intelligence, and Big Data to elaborate on the
definition of Big Dat&®. These interviewsighlightedthat asking respondents to categorize
themselves as adopters or remopters of Big Data based on a dicdmebus question (i.e.,
AfyesoO or fAnoo) was pr obl e ma tamigigudu®naturé ofBig i mpor
Data mg imply that respondents are unaware of what constitutes adapsipecifically in
the context of this researéhand are thereforenable to accurately categorize themselves.

Thus, theoperationalization of the&lependent variable, namely Big Daddoption was

BFace validity refers to whether the items iiap(Paenaers, | ogi cal |
et al., 2012, p. 671)

20 Norwegian interiew transcripts are available per request.
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changed from a dichotomous variable to@omt scale representing the complete, rrstiige
adoption process (also referredas assimilation). Secondear definitiors of Big Data and

Big Data technolgy wereneeded to provide the respondents with a bfsianswering
guestions accuratehAs such, two steps were taken to ensure the respondents and researchers
shared a comnmounderstanidg of the terminology in the survey. Firstly, a more extensive
definition was provided in the introductory text. Secondly, a distinction was made between
Big Data and Big Data technology, to enalgigpondents to answer questions more acdyrate

Thesurvey can be seen in its entiretyAppendix A.

4.1.3 Operationalization of Constructs

With the exception of organizational sizachof the constructs developed it&pter
3.3 represent latent, unobservable variables that cannot be measured directigcessary
to operationalize treeconstructs into theoretically meaningful and measurable variables (also
called measurement items). €asure consistenayith previous research, the conventional
approach is to leverage eting) scales.

Most of the constructsemployed in thisstudy have measurement items that are
proposedind/or validated itS andIT adoptiorresearchHowever, toeensurgheseitems were
appropriate for the context of this study, some adjustments were n&mbmifically, three
measuresfor relative advantagewere taken from Davi$1989) and Mooreand Benbasat
(1991) but reworded to fit the organizational unit of analysis. These items cadpghee
utilitarian rature of the construct, as they meaduttge perceived instrumental value of
adopting Big Data technology in terms of productivity, effectivenassl performance.
Additionally, one item was adopted from Chavee@{O)tor ef | ect t he asechnol
strategic decisio@id. Concerning compatibility, three items representing the
multidimensionality of the construct (cognitive, operational, and system compatibility) were
adaptedrom Chaveesuk2010) A fourth item was developei cover data compatibility,
which was believed to be another important
compati bl e with dat aThemagatunemeatdtemsa foomphexity,dop mp a n vy ¢
managment support, IT expertise, organizational resources, competitive pressure, and
external supponverealsoadapted from past reseaytiutonly with minor adjustments to fit

the context of this study.



52

Table 2: Final measurement items

Construct Item Adapted from
RA1  This technology improves my company's performance Davis (1989)
Relative RA2 This_technology improves my compgny's productivity Moore and
advantage RA3 This technology improves the eff ec Benbasat(1991)
RA4  This technology provides my company with valuable information for Chaveesuk
decision making (2010)
CX1 My company finds it easy to get this technology to do what we want it to
. do
G @ () CX2 My ¢ o mp a n ytidrswith thist techinalogy is clear and understandable  Davis (1989)
CX3 My company finds this technology easy to use
CX4  ltis easy for my company to become skillful at using this technology
CM1*  This technology is compatible with the data captured at my company
Compatibility CM2 This technology fits well with my Chaveesuk
CM3 This technology is compatibl e wit h (2010)
CM4 Using this technology is consisten
SE1*  The skills required to ensure data security when using this technology are
easy for my company
Security (R) SE2* Itis easy for my company to integrate security policies for this technology
SE3* My company has adequate tools and mechanisms to provide effective
data-protection when using this technology
SE4* My company has security capabilities to adopt this technology
SE5* My company has security policies that suits the different types of data in
the company when using this technology
Organizational What is your company size, by employees?
size Less than 50/ 50-100 / 101-150 / 151-250 / 251-400 / More than 400
MS1  Top management believe that investment and expenditure in this
Top technology is worthwhile Yeh et al. (2014)
management MS2  Top management believe that this technology has potential strategic value = Premkumar and
support MS3  Top management support is important to provide the resources for my Roberts (1999)
company to adopt this technology
IE1 Our IT employees have equal or better technical knowledge than our
. competitors . . Ravichandran and
IT expertise IE2 Our IT employees have the ability to quickly learn and apply new L .
) : ! ertwongsatien
information technologies (2005)
IE3 Our IT employees have the skills and knowledge to manage IT projects in
the current business environment
OR1 My company has the technological resources to adopt this technology
Organizational OR2 My company has the financial resources to adopt this technology Boonsiritomachai
resources OR3 My company has no difficulties in finding all the necessary resources (e.g.  (2014)
funding, people, time) to adopt this technology
CP1  We believe we would lose our customers to our competitors if we did not
adopt this technology
Competitive CP2 g:ii%:; (I:Se a strategic necessity to use this technology to compete in the Qian et al. (2016)
pressure CP3  We believe that our competitors get many advantages through adopting grebmliumlaéggl d
this technology oberts ( )
CP4  Many of our competitors are going to adopt this technology in the near
future
ES1  There are businesses in the community which provide support for use of
External this technology L . . - .
support ES2  There are agencies in the community who provide training on this Premkumar and
technology Roberts (1999)
ES3  Technology agencies actively market this technology by providing
incentives for adoption
PR1* My companyb6s use of this technolog
rules and regulations in Norway
PR2* My company finds it challenging to protect data privacy when adopting this
Privacy technology
PR3* My company finds it difficult to comply with privacy related regulation
when using this technology
PR4* My company finds it difficult to meet legal expectations concerning the use

of Big Data without compromising our business goals

*Items developed for this study by the authors, (R) i Reverse coded items
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The remaining constructs developed specifidalihythis research were operationalized
by novel items.Security was developed to test tipopositons of Salleh andJanczewski
(2016) Theyargued that adopters of Big Data wotadedistinctive security issues in terms
of complexity and compatibility. Thus, two sets of items were developed to capture the
multidimersionality of the security construct. First, inspiredtbh e wor di (@989)i n Dayv
measurement items, two items were developed to reflect the complexityidipg effective
security (e.g it is easy for my @mpany to integrate security policies for this technology).
Second, three items were developed to reflect the compatibility issues of current security
mechanisms witlthose required by Big Data (e.gny company has security capabilities to
adopt this teamology). Regardingprivacy, four items inspiredby Salleh andJanczewski
(2016)were developed to reflect the perceived difficulty of complying with privacy related
regulation(e.g.,my company finds it difficult to com with privacy related regulation when
using this technologyThe final measurement items can be seen in Table 2.

All of the items were presented as statements accompanied by an ordinal scale, where
the numbergeflect how strongly the respondent agreesdisagrees with the statement
(Saunders, et al., 2013pecificallya?#poi nt Li kert scale ranging
(1) to AStrongly agreeodo (7) was used to mea:
An odd number of response categories was chosen as it allows for neutral responses.

Finally, for Big Data adoption, a seven item Guttmann scale was developed to
operationéize the aggregated, threstage model of Big Data assimilation discusse@hapter
3.35. Each of the seven items correspond to a distinct assimilation stage: {dvammness,

(2) awareness, (3) interest, (4) evaluation/trial, (5) commitment, (6) limited deployment, and
(7) general deployment. The scale is similar to thetloaeFichmarand Kemerer(1997)used

to assess adoption of software process innovationsc#ie Raet al.(2009)usedto measure
assimilation of electronic procurement innovations, and the gtalécKinnie(2016)used

to operationalize the adoption of cloud computing. Respondents were asked to identify their
current stage in regard to the adoption of Big Data technology. Thus, organizations were
classified acording to the highest stage achieved on the Guttmann scale as of the time the

survey was taken. The measurement items fgiita adoption can be seen ible 3.
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Table 3: Measurements items for Big Data assimilation

Stage in
Stage Criteria to Enter stage Item research model
The organization is unaware of Big My company is not familiar with Big Data
1. Non-awareness Data technology technology
2. Awareness The organization is aware of Big Data My company is familiar with Big Data L
technology technology and/or has considered using it Initiation
The organization is committed to My company is planning to use Big Data
3. Interest actively learn more about Big Data technology within the next 24 months
technology
The organization has initiated My company has launched pilot projects
4. Evaluation/trial evaluation or trial of Big Data or initiatives for evaluating and/or trialling
technology Big Data technology
The organization has committed to The acquisition of specific Big Data Adoption-
5. Commitment use Big Data technology in a technologies are planned, in progress, decisi
ecision

. Limited deployment

. General deployment

significant way

The organization has Big Data
technology but a program of limited
use

The organization has Big Data
technology and a program of regular
use

implemented or cancelled

My company has Big Data technology,
but we have yet to establish a program of
regular use

My company has Big Data technology,
and we have established a program of
regular use

Implementation

4.2 Sampling and Data Collection

The target population for this study has been defined as the total population of publicly
registered medium to large enterprises in Norway. Medium to large enterprises is herein

defined as businessestlwirevenuegr e at er t h a(NOKBE Milliom)iand lwhosen

number of employees exceed ®)J, 2003) A complete list of the entire populatior8 172

enterprise$ was obtained from Proff.dbon February 16, 2017.

Eligible respondentfrom each enterprise were considered individuals best qualified

to speak

about t he

enterpri

sebds

adoption

technology is presumed to be anthority decision made by top management, the chosen

represerdtive from each enterprise (i.e., the respondent) was either the CEO, CIO, CTO or of

a similar executive position. Unfortunately, the list from Proff.no did not contain contact

information (i.e., email addresses) pertaining to representatives from eaofpany

Consequently, contact information for eligible respondents had to be collectedaoyttbes

ergo,

approxi mately

21 Proff.no is an official distributor of enterprise information from Brgnngysund Register Centre, the Norwegian government

160 hour s

wer e

spent

agency responsible for the management of numerous public registéosway, induding the enterprise registé€Brreg,

2017)

act

r

e
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available information. Ultimately, thermails of 2625 eligible repondents were registered,
representing 82,8% of the entire population of the gfudy

An invitation to participate in the survey was sent byail to the 2625 eligible
respondents, representing equally many unique enterprises. The online survey was
admiristered in the period between'6f March and 28 of April 2017. In total, 507 (19,3%)
respondents opened the survey, of which 403 (79,5%) responses were recorded as fully
complete.Of these 403 participants, 1&howed interest imeceivinga summary bthe
research findings; illustrating the relevancy of the subject of the presentAtsdynmary of
the datacollection and response ratepresented imable 4 Two follow-up reminders were
sent out during the data collectiorripd to motivate partigation. Evidentlythe stimuli had

a considerable effect on participation.

Table 4: Data collection and response rate

Completed Response
Sent out surveys rate
Initial survey invitation 2 625 159 6.1%
Reminder 1 2439 157 6.4%
Reminder 2 2255 87 3.9%
Total 403 15.35%

Furthermore, the sample size in empirical research should be sufficiently large as to be
representative of the given population in the study. Researchers suggest that the larger the
sample size the lower the likeerror in generalizing to the population (eKyejcie & Morgan,
197Q Saunders eal., 2012. Different methods have been suggested for determining the
sample sizeof a given population. Krejcie amdlo r g d1®@)xformula for determining

sample size has been widely used by researchers, particularly in survey reseaBart(etf,,

et al., 2001 According to KrejciendMor ganés criterion, the samp

3172 enterprises, given a confideneed| of 95%, a margin of error of 5%nd a response
distribution of 50%, is required to be at least 38reover, he relationship between sample
size and total populah displays diminishing returnss ¢éhe population increases the sample

size increaseat a diminishing rate and remains constant at 384. Thus, the initial sample size

22 An overview of the sample characteristics for alparsdents is presented in TabléGh. 5.2).
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of 403 complete responses appear more than adequate and should lend itself to generalizations

about the population.

4.3 Non-response Bias

According to Dillman(2001),cited in Lindner(2001) there are four main sources of
error in survey research: sampling error, coverage error, measurement error,-eggpnose
error. As any of these errors increpdat®es i n a
of the study become increasingly suspect and decreasingly valuable as evidence of the
characteristi cs (Lindndrletal., 208l m 43\Wheras the proazddures n 0
for handling the first thresources of error are disssed in Chapter 4.1ahd 4.2 we have yet
to discuss the handling of nwasponse error. This is especially important given the low
response rate attributed to online survey resg@atnderset al., 2012; Neuman, 2014)

Non-response error occurs when respondents included in the sample fail to participate
or provide usable responses and are diftefeom those who do with regartb the
characteristics of interest in the studyndner, et al., 2001)To ensure the external validity
of survey findings, researchers must consider whether the results of the survey would be the
same if a 100% response rate had been achieved. BlilteEmith (1983) state that non
response error is of a concern even for stud
gathered from selfelected respondents may not represent the characteristics of the entire
sampled (p. 45) .al(Z0liwritethat Horresporiseé enrar naa threagenh the
external validity of a studif less than 100% response rate is achieved.

Non-response bias can be categorized into two typesY(@tf.& Curtin, 2010. The
first is item norresponse, which occurs in the absence of answers to specific questions in the
survey. In designing the survey on Qualtrics, all responses were forced as to avoid this type of
error. The second type of bias is unit response, which refers tbe complete absence of
participation in the survey from a respondéstit nonresponse is typically unavoidable in
survey researchGiven the response rate of 35% (Table 4) unit norresponse error is a
potential threat to the external validity of tistsidy. Fortunately, researchers have developed
a number of procedures to test for r@esponse bia® ensurdghatthe external validity of the
research findings are not threaten€be statistical procedure used to test for-response
bias is detaileth Chapter 5.1.2
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5. Data Anal ysi s

In the following chapter the data analysis, referring to the inspecting, cleansing,
transforming, and modelling of data, will be presented. The goal of the data analysis is to
obtain sufficient statistical information emswertheresearch questigrof the study

As this thesis isnterested in the relationships Wween multiplendependent variables
(measurement itemsnd one dependent variable (assimilation of Big Data technology),
multivariate analysiis used. Alhough various techniques exist, the appropriate multivariate
technique depends on the characteristics of the dependent and independent {idaablets
al., 2010) Since the dependent variable is categoricalthrdndepenent variables are both
categorical (e.gQrganizationakize) and continuous (e.g., complexity)ultinomial logistic
regression is deemed appropridtitinomial logistic regression allows for the prediction of
a categorical outcome, such as stage optdn, from a set of categorical and continuous
predictor variables In particular, using a logistic regression, it is possible to evaluate the
probability of a company being in a specific stagaddption, given thejpattern of responses
to the thirty-seven measurement itemdowever, these items are thought to measure 10
underlying constructand can subsequently be condensed into a smallerfaetarksthat lend
themselves more easily for use as predictor variables in a logistic regression. fEuist a
analysis will be performed to reduce the dimensionality of the data, li#tui@g into the
multinomial logistic regression

Accordingly, this chaptepresents th@reliminary analysis (Chb.1) and descriptive
statistics (Ch5.2), followed bytwo multivariate analysigechniques; factor analysi€lf.5.3)

and mulinomial logistic regressiorQh. 5.4).

5.1 Preliminary Analysis

Employing an online surveyises concerns with data qualitthus, a datacseening
process and assessmehbiases wereonductedio ensurghe data was applicable, reliable
and valid for further statistical analysandis presented in the following sect®n

Z2Mul tivariate analysis refers to #falultiplesmeastrémerntsiotiadividule c hni qu

or objects un(darretal, 00 ®m4)i gati ono
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5.1.1 Data Screening

To ensure data quality, a data screening process was performed to remove participants
who were nosufficiently motivated to provide accurate responses or did not belong to the
target populationWhile missing data were not an issnehis study, as only complete survey
response$N=403) were taken for further screening, outliere assessed and rened in
order to avoid significant influences on descriptive values and inferential statistics computed
from the datgStevens, 1984)Though outliers do not generally exist in Likert scale data, as
extreme values range from & ¥ (Gaskin, 2017a), extremely inconsistent responses or
invariant answering patterns can be consideredensitiAccording to Liu andumbo(2007)
there are three possible sources of outliers; the first refers ts #redroccur during the data
collection and preparation phase. This particular source of outliers was eliminated as the
dataset was automaticaliyxported directly from Qualtrics to SPSS, minimizing the threat of
human error in the transition process todvdre data analysi§he two remainingources of
outliers are categorized as; unpredictable measuremkated errors frm participants, and
recruitmentof paticipants that do not belong tbe target populatio(Liu & Zumbo, 207),
which will be discussed in the following.

According to DeSimoneet al. (2015) there are three common data screening
techniques: direct, statisticadnd archival. The archival screeningmethod useful for
detecting the second source of outlietshvol ve t he examination of
response behaviour over the course of the survey. The archival technique is intended to screen
respondents who; respond inconsistently across similar items, respondigtently across
dissimilar items, respond too quickly, and respond the same way to all(D&8snone, et
al., 2015, p. 172)Meade andBartholomew(2012)suggestedising a log string of the same
response option being selected repeatedly to indiaakeof effort or careless responding
Screening responses with 6 to 14 invariant responses in a row has been recommended by
researchegDeSimone, et al.2015) A response pattern approach, also caltewstring
approachor invariant respondingHuang, et al., 2011)wvas therefore applied in the data
screening. However, as most of the itemshiesurveywere scored in the sae direction,
which implies that a longer string of invariant responses is more likelgutoff point chosen
to represent invariant responses in a row was determined by the number of questions on two

consecutivesurveypages. More specificallyespondats with identical answers to all items
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on asinglepage, for two consecutive pages (N=11), were detet&d further minimize any
random, careless, or inconsistent responding,réisponse time approaclvas employed
(Huang, et al 2011) Using this approach, thiéme that each respondent spéaking the

survey was identified andespondents that spent less than 210 seédr{ts=22) on

complding the survey were eliminated.

Finally, the third sourcef outliersrefers tothe reruitmentof participantghat do not
belong tothe target popution, which this study rdefined as medium to large businesses in
Norway. Control questions were introduced in the survey to identify respondents that did not
fit this criterion; namely theisz e of t he r es p ondnaualtedesue &nd r m me
number ofemployees. Hence, companies with less t&i 85 million in annual revenue
and less than 5@mployees (N=23) feoutside the sample definition and were removed.
Moreover, as this stug had defined eligible respondents as executive managgement
respondents who didot hold an executive position (N=11) were deleted. Thus, the final
sample consisted @36 companies.

Looking back aChapter 4.2, theecommendedasnple size for the targebpulation
was343. This gives the sampaéter data screenirggmargin of error of 5.06%6, whichshould

beadequate for generalization about the population.

5.1.2 Assessing Sampling and Method Biases

Several procedural remedies were implementéldemuestionaire design (Ch. 4.1).2
to prevent samplingnd method bias. However, no research design can account for all sources
of biases. Therefore, statistical tools were employed to assess the preseiasein the

sample.

Non-response Bias
Non-response bmis a challenge facing studies using surveys as a method of data

collection. When there are significant differences between those who responded to the survey

“Eg.me page could consist of all items rated fAStrongly agr
ANeutral o.

25|t takes on averagedB seconds (Fninutes) to complete the survey, spending less than 210 seconds would be considered
improbable if the respondent carefully read through all questions.

26 For a sample size of 336 from a population of 3172, given a confidence level of 95%eapdrase distribution &0%,
the margin of error is 5.06%Krejcie & Morgan, 1970Q)
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and those who did not, the collectddtahas the potential of not representing the target
populdion (Draugalis & Plaza, 2009)Atif and Richards(2012)illustrate this error in the

following equation:
Respondent sé characteri st-naespensepiasp ul ati on

The error is the difference between the survey estimate and the actual population value; the
equation indicates that if there were nomoe s ponse bi as, then the s
characteristics) would be representative of the population.

To determine th representativeness of the sample, an assessmentreispamse bias
is recommended when respomages ardow. A low response rate indicates that those who
responded have a greater chance of beingsstdttedLewis, et al, 2013) As a significant
proportion ofthe sample (84.65%piled to participate in the study, it was important to
investigate whether respondents differ from snespondents, which could lead to biases in
the dataset and affect the validity of the symesults(Atif & Richards, 2012)

A common approach to test for rogsponse bias is by employing the extrapolation
methods suggested by Armstrong &werton(1977) which are based ohe& assumption that
subjects who respond less readily have characteristics more likeespondentsiid_ess
readiyohas been defined as answering | ater, or
(Armstrong & Overton, 197%. 2) The most common type of extrapolation methodase
analysis fiWaveo refers to the responuwpemigderner at e
Individuals who respond in later waves are assumed to have responded because of the
increased stimus and are expected to be simil&m nonrespondentsPerforming a
comparison of respondents and srespondents is generally an accepted proceduock
widely used method in quantitative research to identify-response bias. If no differences
are foundbetween early and late respondents, an assumption can be made -tespoose
bias is unlikely to affect the sample resylisdner, et al., 2001)

To test for noAresponse biagarlyand late respondents were identifiexséd on the
time of their recorded response. The first 69 respondents were considered early respondents
because their responses were recorded on the firgifd@nding out survey invitation$he
last 69 respondents were considered late respondents theedfforts exerted to obtain them
(two reminder emails were sent out before they decided to take the survey). As the dataset
consisted of both nominal (demographic information) and ordinal (Likert scale items) data,

two tests were applied in order tacaant fort h e  distihcachasacteristics.
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A Pearson Chsquared test was employed to determine whether any differences
exised between early respondents and late respondents by comparing them to the
demographical information ¢dined in the study (Amendix D1). However,one of the
conditiors to use a Chsquared testvas not met for two variables (industry and years in
business) because expected countsfume cells were less thanbji sher 6s Exact
therefore applied on these variabfEDonald, 2014)The results from the tests revealed that
none of the nominal variables were significant (p > 0.05), which indicate no difference
between early and late respondents with respect togkeautiveposition, industryannual
revenue, number of employees, and years in busiAddgionally, as Likert scale items have
distinct characteristics: discrete instead of continuous values, tied numbers, and restricted
range(Winter & Dodou, 200, p. 1) it was appropriate to employ a nparametric procedure
that accounted for the ordered nature of Likert scdlbas,the MannWhitney U test was
used on the remaining items to determine whether responses by early respondents differ
significanty from late respondents (Appendixd). Theresults reveal that; of all the responses
on the 37 items, only 3 items were found significant (p < 0.05). Although this could suggest
norrresponse bias, may be attributed tcandomness due to the number afiables tested.
Moreover, gce the majorityof items were nossignificant, this paperconclude that no
discrepancies between early and late respondegrts found Hence, nofresponse bias is

unlikely to affect the sample.

Characteristics of Respondents

As the organizational adoption of Big Data technology is assumed to be an authority
decision made bgxecutivemanagement both IT managers and ndi managers were
included in thisstudy. Various managerial positions have been the subjects for stdidies
organizational technology adopti¢@ibbs & Kraemer, 2004; Zhu & Kraemer, 2005; Zhu, et
al., 2006a; SoareaAguiar & PalmadosReis, 2008; Boonsiritomachai, 2014; Nam, et al.,
2015) However, one concern that arises is that IT managers and moanagers might have
different perceptions on the constructs that are hypothesizefiuencethe adoption of Big
Data technology. In a studgf technology acceptance, Zhat al. (2006a) performeda
KolmogorwSmirnov (K-S) test to compare sample distributions of IS managers antbnon
managers. They computed composite constructs before employingShesKand found that
two out of ten constructi® thar studywere significant. However, the significant variables

represented objective characteristics of the firm (firm size and global scope), and answers to
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them were less likely to be influenced by subjective opinions. Hence, they concluded that
positionsof the respondents did not not cause significant biases.

However, sincehe presentesearch emplogedifferent constructs than Ztet al.
(20064a) their conclusion cannot be generalized to this study. Thus, toigetesthis concern,
a similar test was conducted on the composite constfset<h. 5.2)to determine if there
wereany differences between ndh managers (CEO/President/VP/Managing director/Other
C-level executive) and IT managers (CIO/IT directedmology director) $ee Appendix
D.3). A nonsignificant K-S test (p > 0.05) suggests that the sample distributions of the two
independent groups do not differ statistically. Out of the ten constructsopniyanagement
supportyielded significant (p < 0@), suggesting that IT managers and #ibrmanagers
have different perceptiors this construct in relation to Big Data technology. On average,
nortIT managerscoredhigher (mears 5.73 on top management sump thanIT managers
(mean=5.14), indicatng that noAT managers place a greater importance on top management
support when adopting Big Data technolpgsile IT managers place a relatly lower
importance on this construct. Oviéras nine other constructs waret significantthis paper
will conclude that the differences in positions do not cause significant biases. However, for
further analysis,one may be cautious about drawing any conclusion regarding top

management support.

Common Method Bias

The influence of common methods bias hasobexa major concern in survegsed
researchl{Podsakoff, et al., 2003Bagozzi and(i (1991)defined common method bias as the
Avariance that I's attri but atbah ¢o the gonstructeof me a s u
i nt e(p.d26)Advidely used technique for determining the presence of common method
bi as 1 s Hafacwataest By usirig nhip test, all items are loadatb one single
factor in an exploratory factor analysis. The basic assumption isdhmhon method bias is
unlikely to affect the datd the total variance for thgingle factor is less than 50d®odsakoff,
et al., 2003; Eichhorn,04). AppendixD.4 shows the result of this test for all items this
study and reveals that the variance is less thamtlieated threshold. Howevdda r ma n 6 s
singlefactor test has been criticized for its limitations aadearchers have more redgnt
recommended using a confirmatory factor analysis to address this bias. Consequently, by using
this approach, there is still a chance that common method bias is present eviae loith
variance valu€Podsakoff, etlg 2003; Gaskin, 2017b)Nonetheless, as tlsngle factor in
the exploratory factor analysis onccounted foR9.97% of the variancéhis paperwill not
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takethe analysis further, but conclude that common method biaslikely to be amajor

concen.

5.2 Descriptive Statistics

The descriptive statistics are used to present the basic featorssmmargf the data
in study In the following,statisticsof the sample demographics andmposite construcesre

presented.

Sample Demographics

The charadristics of the complete sample XBB6) are presentedin Table 5
categorized byhe assimilation stages. The table illustrates that the majority of respondets
were CEO/President/VP/Managing directors (61.9%), while the remaining respondets were
either CIQIT director/CTOs (22.6%) or possessed other executive positions (15.5%).
Moreover, while almost a third of the companies (N=101) were currently in the adoption
decision stage of Big Data assimilation, only a small proporition of the sample were placed in
the implementation stage (N=44). The majority of companies, Venvevere still in the
initiation stage(N=191).

The companies represent various industries, specifidiiéy manfacturingndustry
(19.3%), anactonstruction, agriculture &aterialg12.5%)correspond talmosta thirdof the
sample. However, these industries are less represented in the implementation phase (< 10%)
than they are in the initiation phase (> 40%), suggesting that few companies within these
industries have adopted Big Data teglogy. Conversely, a number of companies within
banking & insurance (15.9%etail & wholesale(11.4%),information technology13.6%),
andentertainmentmedia & tourism (13.6%are in the implementatiostage and have thus
come further with Big Data tehnology than other industrie$Vhile the manufacturing
industry(14.9%)andenergy &utiltities (12.9%)were most frequent counted in the adoption
decision phase, not as mampmpanies from these industridgeave moved into the
implementation stage. Hendbese numbers suggest that industries are represented differently

along the assimilation stages of Big Data technology.
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Table 5: Sample characteristics

Adoption- Full
Initiation decision Implementation | sample
(N=191)  (N=101) (N=44) (N=336)
% % % %

Role
CEO/President/VP/Managing director 60.2 61.4 70.5 61.9
CIO/T director/Technology director 26.2 17.8 18.2 22.6
Other C-level executive 13.6 20.8 11.4 15.5
Industry
Banking and insurance 4.2 6.9 15.9 6.5
Manufacturing 24.6 14.9 6.8 19.3
Construction, agriculture and materials 18.8 5.0 23 125
Telecommunications 0.5 2.0 23 1.2
Transport, logistics and post 6.8 6.9 2.3 6.3
Energy and utilities 6.3 12.9 6.8 8.3
Retail and wholesale 9.4 6.9 11.4 8.9
Services 6.3 9.9 6.8 7.4
Public sector and healthcare 6.3 5.9 45 6.0
Information technology 31 7.9 13.6 6.0
Entertainment, media and tourism 0.5 8.9 13.6 4.8
Education and scientific research 5.2 3.0 6.8 4.8
Other 7.9 8.9 6.8 8.0
Annual revenue
85-150 million NOK 16.8 12.9 13.6 15.2
150-300 million NOK 24.1 16.8 9.1 19.9
300-500 million NOK 17.8 17.8 13.6 17.3
500-1000 million NOK 18.8 16.8 9.1 17.0
More than 1000 million NOK 22.5 35.6 54.5 30.7
Number of employees
50-100 37.7 21.8 27.3 315
101-150 17.3 16.8 13.6 16.7
151-250 15.2 18.8 11.4 15.8
251-400 11.0 8.9 6.8 9.8
More than 400 18.8 33.7 40.9 26.2
Years in business
Less than 5 years 5.2 1.0 23 3.6
5-10 years 4.2 3.0 4.5 3.9
11-20 years 15.2 14.9 18.2 155
21-30 years 14.7 16.8 15.9 15.5

60.7 64.4 59.1 61.6

Longer than 30 years

Total percentages may not equal 100 due to rounding of numbers
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Additionally, almosta third ofthe companies (30.7%) earn more thd@K 1 000
million in annual revenues. These companies are spreadenly acrosshe assimilation
stages with more of the larger companies in the implementation phase (54T4%Bsame
trendis observed with regard to employees; companies with more tham}flfyees (26.2%)
are more prevelant in the implementatiomgd (40.9%) than they are in the initiation phase
(18.8%). This could suggest that organizational size has an effect on the adoption of Big Data
technology.

Lastly, while more than half of the companies (61.6%) are older than 30 gkraost
the entiresample (> 9%) have been in business for at least 10 years. Only a small proportion
of the sample (8%) have been in business for less than 10 years.

Composite Constructs

Table 6: Mean of composite constructs

Assimilation stages
Initiation Adoption-decision Implementation
Std. Std. Std.

Mean Deviation Mean Deviation Mean Deviation

Technological context

Relative advantage 5.20 1.03 5.70 0.70 6.10 0.84
*Complexity 4.14 1.04 4.05 1.03 3.33 1.03
Compatibility 4.45 1.04 5.24 0.84 5.94 0.76
*Security 3.76 1.10 3.43 1.01 2.67 1.01

Organizational context

IT expertise 4.81 1.11 5.03 1.18 5.77 1.01
Top management support 5.16 1.03 6.00 0.70 6.58 0.51
Organizational resources 4.23 1.17 5.02 1.00 5.38 1.06

Environmental context

External support 4.78 0.94 4.98 0.95 5.27 0.92
Competitive pressure 4.15 1.22 5.28 0.90 5.80 0.91
Privacy 3.81 0.95 3.92 1.17 3.82 1.31

* Reversed coded construct

Composite variables were computedfor each constict by averaging their
corresponding items, presentedlable 6 The tablesummarize the averagé all responses
for each hypothesized construitom 1 (strongly disagree) to 7 (strongly agré@y. instance
companies withirthe initiation stage perdee lower relative advantage (5.20) of Big Data

technologythan companies in adoptiatecision (5.70) and implementation (6.10) stages.
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Accordingly, Table 6provides an indication of the relationship between the proposed
constructs anthe assimilationof Big Data technology

Within the technological, organizational, and environmental contextyéaefor each
constructincreass for every stage in the assimilation progessygesting companies within
the initiation stagscore lowepon a specific constriaithan companies in the adoptidecision
stage, and companies within the adopii@eision stagscorelower on a specific construct
than companies within the implementation stades impliesthatcompanies havdifferent
perceptions of thepecific corstructs when belonging tdifferent assimilation stages. The
exception igrivacy, asthemeanseem not to vary (3.813.9271 3.82) Additionally, because
the complexity and security items have been reversed coded to coincide with the hypotheses
(i.e., the constructs are negatively associated with the adoption of Big Data techntiegy),
meanfor these constructs are decreadorgevery stage of assimilatipsuggestingompanies
within the initiation stage perceivieigher complexity and security (moreifficult) than
companies within the adoptiafecision and implementation stages.

5.3 Factor Analysis

Before teshg the hypotheses developed in Chapter 3.3, it is necessary to assess whether
the items included in the survey (Ch. 4.1.3) truly measure the lyimdeconstructs they are
intended to. This section will therefore describe the statistical techhifpeor analysis
employedto investigate the relations between the measurement items and the constructs they
are believed to represent.

Factor analys provides a good starting point for multivariate analysis, as it provides
insight into the interelationship among variables and the underlying structure of the data. For
the purpose of this research, factor analysis gives the opportunity to trandémge aet of
variables (i.e., measurement instruments) into a smallerbeu of new variables (i.e.,
constructs), called factors. By computing factor scores, these factors can in turn be
incorporated intahe subsequent analysispredictor variables

Thus, this sectiorbegirs by making a distinction between observed and latent variables,
followed by a stepwise discussion of the factor analysis performed in this research. The
purpose of the analysis is to reduce the number of variables into a set o$ fattor
corresponding values that each represent a constridriesearch model.
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Observed and Latent Variables

Social science research often deals with two types of variables; those that are measured
directly (observable variablégand those that canhbe measured directly but rather inferred
from observable variables (latent variabl¢Bield, 2009; Planing, 2014)n the present
research, the constructs that comprise the research model are considered latdat,varia
whereas measurement items used to operationalize these constructs are treated as observable
variables.

Chapter 4.1.3 described the operationalization of latent variables in this research. A
model of the relationship between measurement items arwbtiséruct they are intended to
represent is called a measurementdel (Planing, 2014) The rationale behind the
measurement model is that the combined answers to multiple observable items better represent
the complexity of a@nstruct than any single item could alone. Consequently, a measurement
model offers greater richness in measurement, captures the nuances of a construct, and enables
the researcher to assess how reliably the constructs have been mdaastethySmith et
al., 2008cited in Plaing, 2014).

Observed item 1

“My company finds it easy to get this technology
to do what we want it to do”

Observed item 2

“My company's interaction with this technology
is clear and understandable”

Latent variable
Complexity
Observed item 3

“My company finds this technology
easy to use”

Observed item 4

“It is easy for my company to become skillful at
using this technology”

Figure 8: Measurement model for the latent variable complexity (Source: Own
drawing based on Planing, 2014)

27 Organizational size is an observable variable and is consequently used directly as a predictor variable in the multinomial
logistic regession (Ch. 5.4).
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An example of the measurement modeldomplexity is presented ifrigure 8 Here,
complexity is thought to reflect the observed items 1,, 2n8 4. The stronger the influence
of the latent vaable on the observed variablaterreferred to asactor loading, the higher
the correlation between the observed variafiesd, 2009; Planing, 2014)

5.3.2 Exploratory Factor Analysis (EFA)

The statistical method used to examine relationships between observed and latent
variables is called factor analy¢/Seld, 2009) Not to be onfused with principal component
analysig® (PCA), factor analysis represents a varietyofstatt i cal t echnthegues ory
notion that measurable and observable variables can be reduced to fewer latent variables,
cal |l ed (Yo & Paances 2013, p. 80Jhese factors, in turn, can be used to represent
underlying constructs (e.g., complexit@gostello & Osborne, 2005Jhere are two methods
of factor analysis; exploratory factor dysis (EFA) and confirmatory factor analysis (CFA).

Whether an EFA or CFA is appropriate for a given study largely depends on the purpose of

the study andhefi | e v e | of knowl edge (Ptahing,t2014, p20T) ther | y i n ¢
general, CFA is appropriate when a hypothesized structure explaining the relationship between
variables have been establistzegriori; that is, when the number of fact@nsdtheir relation

to the observed variables are specified prior t@ datlection(Baglin, 2014) CFA also

typically assumes each observed variable only load on one factor. Conversely, EFA permits

each observed variable to load amyidentified factor, and is thus appropriateafpriori, a

st ucture for the vari abl withddnfidleacHMatsiunaga,2010;p c an
Planing, 2014)

Aligned with the expleoatory nature of thistudy and given the novelty of the research
context, the observedxiables were analysed using the EFA approach. Although the literature
review in Chapter 3 provided theoretical and empirical support for the constructs included in
this research, it is necessary to exptberoperationalizatiomn thecontext of orgaraational

adoption of Big Data for three crucial reasons. First, measurement items were not only

28 There is considerable debate between the use of factor analysis and PCA as approaches tmbbedying dimensions

of a dataet, where the general notion seems to be that whenever PCA is used it should not be described asadyfastor

and one should not impute substantive meaning to the resulting comp@en@ostello & Osborne, 2005; Tabachnick &
Fidell, 2007; Field, 2009; Baglin, 20L4Although PCA seeks to reduce the number of variables into a smaller set of variables
(called components), it does so without regard to any underlying structure caused by latent variables. On the othirhand, fac
analysis is concerned with identifyinget underlying factor structure that explains the relationship between the observed
variables. Since this research is interested in latent variables, factor analysis was chosen as it is more theoretitady alig
the goals of the resear(Matsunaga, 2010)
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extrapolated from studies of entirely different adoption scenarios than Big Data technology,
but also changed to fit the organizational level of analysis. Se@anstructs developed
specifically for this research were operationalized by entirely new, unproven measurement
items(privacy and security)Third, all measurement items were translated from their original
language (English) to Norwegian. For these oeas there are likely to be a number of
problematic measurement items. Since EFA does not apply a priori theory about which items
belong to which constructs, it is considerably better at identifying poor measurement items.

Accordingly, EFA was chosen fdnis research.

5.3.3 Assumptions

Before performin@nEFA, the literature suggests evaluating the sample size, normality
of data, and factorability. Although there are few strict assumptions, satisfying minimum
requirements may greatly enhance EFA solut{@adachnick & Fidell, 2007)

Sample Size

While strict wules for sample size for EFA hawaned(Costello & Osborne, 2005a
general rule of thumb is to havel® participants per variable up to a total360, beyond
which test parameters tend to stabilize regardless of participant to variabl@ ati@ahnick
& Fidell, 2007; Field, 2009; Yong & Pearce, 201Because factor analysis is based on the
correlaton matrix of the variables involved, and correlation coefficients tend to be less reliable
for smaller samples, a larger sample is always petel abachnkickand Fidell (2007, p.
613)cite ComreyandL e e 60 s guide 8e§ading sample size: 50 is very poor, 100 is poor,
200 is fair, 300 is good, 500 is very good, araDD as excellent. This research has a sample
size of 336 and a participant to variable ratio of 9:1, which according to extant literature is

satisactory.

Normality
Normality may enhance the solution of a factor analysis and it is therefore beneficial
if variables are normally distributét{Tabachnick & Fidell, 2007)The normality of single

variables can be assessed betsually and statistically. Statistically, normality may be

29 When statistical inference is used to determine the number of factors, multivariate normality is 3sinaelhick &
Fidell, 2007) Although univariate normal distribution is no guaranteenaltivariate normal distribution, it is considered a
sufficient indicator of normalityHair, et al., 201Q)
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assessed by performing the ShayWdk test?, and by calculating the skewness and kurtbsis
values Apperdix E.1). Visually, frequency histograms and normal probability plots may
reveal deviatiosa from normality

Inspection of the skewss and kurtosis values indicdtet only one variable, MS3
(Atop mManagement support i s iIimportant to proc
technologyo), has a val ue @xHai etdli 200Waille accep
this may indicate normality, deviations were observed for several variables upon visual
inspection of the frequency histogram and normal probability Bldékoreover, the Shapiro
Wilk test was sigificant for all variables (p < 0.05), suggesting that one should refrain from
assuming normal distribution. Howeves, mostvariables are responses to positively worded
guestions measured along a Likert scale, deviations from normality are expectediurie t
ordinal nature of the scale. Fortunately, while normality is recommended, it is not required for
EFAT nor does is it guaranteed to degrade the solfiabachnick & Fidell, 2007; Hair, et
al., 2010)Nonethelesghese findings will have implications fibrechoice of factor extraction
method as discussdlater (Ch. 5.34).

Factorability

The lterature suggests using tHaiserMeyer-Olkin measure of sampling adequacy
( KMO) and Bar | et t 0 s st torefactorabiity; that psh te rassess thgy t o
appropriateness of the dataset for factor ana(gdis Tabachnick & Fidell, 2007; Hair, et al.,
2009) According to Kaiser (1974, cited in Planni2@14), KMO ranges from 0 to 1 and can
be interpreted as flows: 0.8 or above as meritorious, 0.7 or above as middling, 0.6 or above
as mediocr e, 0.5 or above as miserabl e, ano
sphericity, on the other hand, is a significance test whose associated significance lével mus
be less than 0.05 for factor analysis to be considered appeogt@ the present research,
KMOof0.894andB r | et t 6 s t e s@O0Ll) odicate thahtkenitial clatatisysuitébfe <
for factor analysisgeeAppendix E.2.

30 The Shapirewilk test compares the shape of a sample distribution to the shape of a normal curve

31 Skewness is a @asure of symmetry of the distribution and kurtosis is a measure of the peakedness of the distribution
(Tabachnick & Fidell, 2007)

32 Frequency histograms and normal probability plots were generated for each of the 37 measgeramdut not included
in the appendix of this thesis due to the sheer number of figures.
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5.3.4 Components of EFA

Before presentintheEFA,wewoul d | i ke to bring to the r
a complex, multistep process involving several choices regarding factor extraction method,
rotation, retentionand factor score$Vithout delving into great detaihis section documest

the major choices taken in this research, before presenting the final EFA solution.

Extraction Method
In regard to factor extraction methods in EFA, the literature suggests using principal
axis factoring (PAF) and maximum likelihooMI) (Costello & Osborne, 2005; Winter &
Dodou, 2012; Baglin, 2014Although numerous other extraction methods exist, including
unweighted least squares, generalized least squares, alpha factoring, anddtosage fPAF
and ML remain the most popular and tend to give the best ré@ihser & Dodou, 2012)
Costello andOsborng(2005)and Baglin(2014)argue that thehoice between ML and PAF
should be based on the nature of the underlying distribution of the data. For this reason, the
distribution of data should be examined prior to choosing extraction method ¢sserasnt
of normality in Ch. 5.3). Fabrigar et a1999)statethat when the assumptiai normality
is violated, as in the case of this research, PAF is the recommended extraction method.
Furthermore, a comparisaf ML and PAF in EFA by Winter an®odou (2012)
found that PAF generally outperforms ML. They also found that PAF and ML display opposite
tendencies regarding ovektraction (specifying too many factors) and ureberaction
(specifying too few factors); PAF was better in eegtraction and ML in undegxtraction.
Applying some of the stricter factor retention criteria to the factor analysis suggests this
research extracts too many factors (see later discussion of factor retention). Hence, PAF was

chosen as the factor extractimmethod for EFA in this research.

Rotation Method

As the result of a factor analysis is generally uninterpretable without a rétation
researchers must decide upon a factor rotation to improve interpretability and the utility of the
factor solution(Tabachnick & Fidell, 2007; Field, 20Q9n general, a decision is required
between orthogonal rotation and oblique rotation: orthogonal rotation produces factors that

33 Without rotation, variables would load highly on the most important factor and have small loadings on all other factors.
Rot ation hel ps inngtoe rfparcatoat iaxre sbh ys ofirtchtaagat ivari abl es are | oade
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are uncorrelated, while oblique rotation alkvactors to correlate. Researchers have
historically favoured orthogonal rotation due to its (mathematical) simplicity and because the
factors are more easily interpretable, whereas modern research seem to favour oblique
rotatior?* (Osbone, 2015)Hencetheor t hogon al rotation is wunlik
p r a c tHoweeeq as the oblique rotation gave unintelligibled erraticresults when

employed on the data in this study, an orthogonal rotation was cidsenspecifically the

equamax rotation was chosen as the orthogonal rotation mighdlis research. Mulaik

(1972 cited in Tabachnick anBidell, 2007), reported that equamax may behave erratically

unless researchers specify the number of factors. Fortunately, gasate€mploys a priori

criterion for factor retention, which is discussed next.

Factor Retention

A key question when performing a factor analysis is how many factors to retain (i.e.,
how many factors to keep for further analysis). When deciding upon thieemwf factors to
retain, a conceptual foundation of how many factors ought to be found should be combined
with empirical evidence regarding how many factors camasonablygupported (Hair, et al.,

2010). Since there is no exact basis for determinimgnumber of factors to retain, the
literature suggests relying on multiple criteria when deciding on the appropriate number of
factors(Fabrigar, et al., 1999; Tabachnick & Fidell, 2007; Hair, e&al1,0; Field, 2009)

The simplest criterion for factor retenti
cited in Field, 2009). Kaiser suggested retaining all factors with eigenvalues greater than 1,
while ignoring those with smaller eigenvalues. sTleriterion, also known as latent root
criterion (Hair, et al., 201Q)is based on the idea theigenvalues represent the amount of
variation explained by its associated factor and that eigenvalues greater than 1 represent a
considerable amount of variatigrield, 2009) Jolliffe (1972) however , argued t
criterion was too strict, and proposed retaining all factors with eigenvalues greater than 0.7

Anotha common criterion is known as the scree test. C4fit®86)suggested plotting
a graph of each eigenvalue against its associated factor to identify the optimum number of
factors to be extracted. The graph (i.e., screg plaigested by Cartell has a distinct shape;

there is initially a steep downward curve that gradually becomes horizontal. CE9&8I)

34 EFA was initially calculated by hand or with computers having severely limited computing power. As a simpler
mathematical technique, orthogonal rotation was kdyipreferred. However, with modern computers there are few barriers
to performing oblique rotation fc, Osborne, 2015)
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argues that the point at which this curve first begins to straighten out indicatesalfgooint
for selecting factors.

A third criterion is based on achieving a specified cumulative percentage of total
variance by the retained factors. Accordingto Hair@ll0) @At he pur pose of
is to ensure practical significance for the derived factors by ensuring that they explain at least
a specified apdorhWhileadseanchain thieasatial scinces can be satisfied
with accounting for éss variance than in the natural sciences, Hair €2@10) suggests
factors should account for at least 60% of the variance.

The last criteriomelevant for the present research isdlgiori criterion(Hair, et al.,

2010) When applying this criterion, a poefined number of factors can be extracted based
on the expectations of the researchers. Though less empirically justifiable, the criterion is
useful for testing a theory, model, or hyjpesis(Hair, et al., 201Q)Thus, in the proceeding
factor analysis, the a priori criterion will be appliddoreover rather than discarding the
aforementioned criteria, they will be used in conjunction with the a priorrionté support

the choice of a fixed number of factors.

Factor Scores

Following the verification ofa factor structure, factor scofésan be computed and
used as variables in the subsequent multivariate ana{ysisceptually, factor scores are
composie variables representing how much an individual respondent would score on a factor
(Distefano, et al., 2009; Hair, et al., 2010pnsequently, lower values on the items measuring
a specific construct (factor) will rekin a lower factor score, while higher values on the items
measuring a construct will result in a higher factor score.

The literature distinguishes between two types of factor score computation methods;
nonrefined and refined (c.f., DiStefano, et alQ0®). Nonrefined methods are relatively
simple procedures, such as summing loadings on a factor, while refined methods are
considered more sophisticated as they attempt to retain the relationship between factors. Thus,
consistent with our choice of an leogonal rotation, and to maintain orthogonality of factor

scores (i.e., uncorrelated factor scores), a refined method was chosen. More specifically,

Factor scores indicate a respondentdos relative placement
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regression factor scorédwere obtairfor the final factor solutiofirom SPSS to be used as
predictor variales in the subsequent multinomial logistic regresézin 5.4)

5.3.5 Final EFA Solution

The following section describes the process by which problematic items were removed
from further analysis and a simple factor structure was achieedthad EFA. An asessment
of the intial reliability (i.e.,internal consistency) of the measurement items, is followed by a
discussion of the identification and removal of problematic measurement items through

respecifying the EFALastly, the finalEFA is presented with simple factor structure.

Initial Reliability Assessment

Cronbachodés alpha (U), the most common mea
the reliability of the scales for each of the constructs in thisreséarchCr onbachés al p'l
ranges fron® to 1, where valugecloser to 1 indicate greater degree of reliability of the scale
(Field, 2009) Though there seems to be some disagreement regarding the acceptatile cut
point, an alpha above 0.7 is generally considame@ptable (Kline, cited in Field, 2009).

Internal consistency of each factor and its corresponding items are presented in
Appendix E.4which shows acceptable values between 0.7 and 0.8 for all factors. However,
Field (20) recommends dropping items that lead to substantial improvement in overall
reliability. As can be seen AppendixE.4, droppingthree items (MS3, ES3, and RE1) would
cause a considerable increase in overall reliability. Moreover, the correctedotém
correlations of the same items were considerably lower than their counterpartsndwiug,

into the EFA, careful attention was given to these items.

Respecifying the EFA

An exploratory factor analysis, with principal axis fad®AF) extraction metbd, was
initially conducted on all 37 items with orthogonal rotation (equam@wjen the a priori
criterion of 10 factors, the number of factors were fixed for the analykes.cumulative

36 The advantage of the regression methsotthat it maximizes validity by providing the highest correlation between a factor
score and the corresponding fagtoiStefano, et al., 2009)

37 Reliability means that a measure consistently reflects the construct it dedtemmeasurg=ield, 2009)
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variance explained is presented in Appendix E.3, while the ioitimmunalitie®® and factor
loadings (rotated pattern matrix) are presented in Appendix E.5.

To reach asimple factor structure, several iterations of the EFA was conducted to
identify problematic measur ement I t etans by
loading, and croskading. Based on a literature review to identify best practicdsFA, a
set of criteria was established for the removal of poor items. These criteria are presented in
Table7.

Table 7: Criteria for removal of problematic measurement items

Pre-established criteria

for item deletion Threshold References
Worthington and Whittaker
Communalities Lower than 0.5 (2006), Hair et al. (2010), Field
(2009)

Worthington and Whittaker
(2006), Tabachnkick and Fidell
(2007), Hair et al. (2010), Field
(2009), Yong and Sean (2013)
) Worthington and Whittaker
Greater than 0.4 or a dlfferenc:e of Iess.than 0.2 (2006), Tabachnick and Fidell
from the itemb6s highest (2007)

Delete factors with less than two items, unless: Worthington and Whittaker

- The two items are highly correlated (r > 0.7) and  (2006), Tabachnick and Fidell
- The two items are fairly uncorrelated with other (2007), Yong and Sean (2013)
items

Factor loading Lower than 0.4

Cross-loading

Factor to item ratio

The respecification of thEFA was done through the removal of items that faited
satisfy the criteria ifable7. Of the 37 measurement items in the initial EFA, 12 were dropped
over successive respecifications. Three items were dropped due to low communalities (< 0.5),
three items were dropped due low factor loadings (< 0.4)iténts were dropped on the basis
of the factor to item ratio criterion, while the remaining four items were dropped due issues
with convergent validity (AVE < 0.®r CR < 0.7 (AVE and CR aradiscussed further in
Chapter 5.3.6) In total, all items associed with compatibility (CMiCM4) and
organizational resources (ORIR3) were dropped, while one item was dropped from security
(SE5), competitive pressure (CP®Jivacy (PR), top management support (MSand
external support (ES3). The final model waspexified by deriving a new factor solution

without these variables.

38A variableds communality represent s(Hdirleeal. 2@ i ance accounte
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Final Pattern Structure

Table 8: Final pattern matrix,c o mmunal i ti es, Ilphad Cronbach©os
CX RA SE IE CP PR MS ES
;th'Wb @ 880  .899 869  .866  .865  .866  .933  .893 | Communalities
CX1 711 607
CX2 613 624
CX3 .830 762
CX4 782 729
RA1 681 721
RA2 .803 784
RA3 770 779
RA4 616 558
SE1 .699 639
SE2 .891 923
SE3 669 560
SE4 597 560
IE1 799 .686
IE2 861 810
IE3 733 602
CP1 731 708
Ch2 834 922
CP4 567 531
PR2 .804 654
PR3 953 .923
PR4 731 549
MS1 863 .934
MS2 .781 829
ES1 .882 .837
ES2 867 788

Complexity (CX), Relative advantage (RA), Security (SE), IT expertise (IE), Competitive pressure (CP), Privacy (PR),

Top management support (MS), External support (ES)

Extraction Method: Principal Axis Factoring. Rotation Method: Equamax with Kaiser Normalization.?
a. Rotation converged in 8 iterations.
Factors loadings < 0.4 are suppressed

The final EFA was rerun withhe remaining 25 items, with KMO of 0.8%md a
significantBartlettd s t e s tity (@ & 0.08 pnldieating sufficient sampling adequacy and
correlation between item§Appendix Fl). As the items measuring compatibility and
organizational resources were entirely dropped, the a priori criterion for factor neteaso
adjusted accordingly (down to 8). The final analysis produced a simple $actctiure(Table
8) in which each item loaded highly onto one and only one factor, while satisfying the item

criteria inTable7. The items that loat highly on the sameattors suggested that factor 1
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represents complexifyCX), factor 2 relative advantagBRA), factor 3 securitySE), factor 4
IT expertise(IE), factor 5 competitive pressu(€P) factor 6privacy (PR), factor 7 top
management suppdi¥lS), and factor 8xernal suppor(ES). Regarding the factor retention
criteria, the solution cabe supported by o | | 1f972)crtedian (i.e., keep factors with
eigenvalues > 0.7andthe variance criteriofAppendix F.2)andC a r & (@966)stree test
(Appendix F.3)In sum, the final EFAduced as simple structure of eifguttors explaining
72% of the cumulative variance

However, it shouldlso benoted that extracting factors with less thanehvariables
is somewhat unconventional, and is only considered reliable when the variables Bre high
correlated with each othar¥ 0.7),andfairly uncorrelated with other variabl@#/orthington
& Whittaker, 2006; Tabachnick & Fidell, 2007; Yong & Pearce, 20183 can be seen in
Appendix F.4this is the case for both items measuring factor 7 (top management support) and
8 (external support). Organizational resources, however, dvepgped entirely as theeins,
OR2 and OR3did not meet this criteria after OR1 was dropped due to low factor loading.
Compatibility, on the other handespite having two items satisfying all item retention criteria,

had to be removed due to issues with internal reliability andtouct validity (Appenia F.5).

5.3.6 Assessing Reliability and Validity

Once interpretability is adequate, and factor and item retention is justified, the last step
is to verify the factor structure by establishing reliability, convergent validity, andrdisamt
validity.

Concerning reliability, the degree of consistency between multiple measurements of a
construct(Hair, et al., 201Q)constructs were testedn t er ms o f Cronbacho
composite reliability (CR)also known as latent variable reliabili§oth measures exceeded
their recommended | ower | imit, Jable 8a8d97 and
respectively(Field, 2009; Hair, et al., 2010 onvergent validity, which concerns the degree
to which measures of the same construct are corrdldged et al., 201Q)was tested in terms
of the average variance extrac(@d/E). The AVE for each construct, as presentedable
9, exceeds the recommended value; AVE > (Hair, et al., 2010Q) Lastly, discriminant
validity, which refers to the degree to which constructs differ from one anotestaldished
when all constructs share more variance with its own items than with other congfaicts
et al., 2010)This can be tested by checking whether the square root of the AVE is larger than
the correlation between ostruct Agarwal & Karahanna, 2000y able9 shows that all AVE
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square roots (along the diagonal) are greater than thecmstruct correlationsThus,
reliability, convergent validity, and discriminant validitgvebeen stablished.

Table 9: Validity assessments

Convergent validity Discriminant validity

CR AVE CX RA SE IE CP PR ES MS
CX .826 .545 .738
RA 811 .520 .029 721
SE .810 522 .022 .012 722
IE .841 .639 .024 -.013 .036 .799
cP .758 517 -.010 .078 .001 .000 .719
PR .872 .696 -004 -001 -.003 .002 .000 .834
MS .807 677 .017 .027 .007 .027 .049 -.002 .823
ES .866 764 .013 .012 .016 .014 .021 -.005 .001 .874

Complexity (CX), Relative advantage (RA), Security (SE), IT expertise (IE), Competitive pressure (CP), Privacy (PR),
Top management support (MS), External support (ES).

Numbers along the diagonal (bolded) are the square root of each constructs AVE, while off-diagonal numbers are inter-
construct correlations. For discriminant validity, diagonal numbers should be greater than the off-diagonal numbers.

5.4 Multinominal Logistic Regression

Concerning the choice of logistic regression, a viable alternative to multinomial
logistic regression (MLR) woulbe the ordinal logistic regression. As the assimilation stages
of Big Data technology have a natuyaincreasing ordef with companies starting at the
initiation stage, entering the adoptidecision stage, and then, lastly, reaching the
implementationtmge of Big Data technologyit may seem unreasonable to neglect ordinality
(as in the case of MLR). However, a simplifying assumption is made when applying ordinal
logistic regression, which is thgroportional odd#® assumption. This assumption implibatt
the predictor variabkehavethe same effect on the odds for each cumulative category of the
dependent variabt@ (Hair, et al., 2009; Hosmer, et al., 2013hus, in regard to research
guestiontwo (Ch 11), ordinal logistic regressiomwould notpermit an examinationof the

differential effects that the factors may have at the different stages of assimilation. More

39 The proportional odds assumption is also known apdinallel lines assumption.

40 For instancethe odds of being in the initiation phasersusadoptiondecision phase increddecrease with a factor of X
for one unit increase in the predictor variable, controlling for all other variables in the mtsdethe odds of being in the
initiationandadoptiondecision phaseersusmplementsion phase increase/decrease by the same factone unit increase

in the predictor variable, controlling for all other variables in the mddhe.categories in the dependent variable are ranked,
andone must compare lower categories to the categories ranked above them.
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specifically, it is possible that the effedf the predictor variables on the dependent végiab
arenot uniform, but different throughodihe assimlation stages. By assuming proportional
odds, this notion would be disregarded. For this reasomjlanomial logistic regression

was chosen. However, to illustrate that neglecting ordinality does not produceptisoil
model, the output fronan ordinal logistic regssion can be seen in Appendix \@ithout

going into detail, the proportional odds assumption was met (test of parallel lines: p > 0.05)
and the ordinal logisticegression yieled almostsimilar results as the MLR @pendix J,

albeit with a weaker model fit.

Thus, to test the research model and the corresponding hypotheses, the factor scores
from the previousection (Ch. 5.3ill be used as predictor variables in a MLR. This analysis
makes it possibleo investigate if, and tavhat degee, the predictor variables caredict the
oddsof different outcomes of the dependent variable; that is, different stages of assimilation.
In the following sectionthe assumptions and model siieations of the MLR modalill be
presentedand model fitwill be assessed

5.4.1 Assumptions

In order to perform a MLR, several assumptions have to be met, including;
independence of errors, absence of outliers, absence multicollinearity, and linearity of the
logits (Tabachnick & Fidell, 2007; Field, 2009; Hair, et al., 2010)

Firstly, theindependencef errorsassumption states thagsponses of different cases
are independent of each other, so that each response comes from a different, unrelated case.
Thisimpliesthat the same respondehibuld not be measured at different points in {Rield,

2009; Tabachnick & Fidell, 2007As the questionnaire design ensured that respondents could
only respond to the survey on@nd the data collection happened in one specific period, this
assumption was metn regard tooutliers a data screeningrocedurewas performedn
Chapter 5.1.10 remove inconsistent responses and invaastvering patterns, and is thus
not considezd a problem for this analysis.

Moreover,multicollinearity is present when there are strong correlations between two
or more predictor variables, which imposes a threat to the validity of the multivariate analysis
(Field, 2009)As discussed in @apter 5.3, an orthogonal rotation and regressiactorscore
method weremployed whichminimizedcorrelations between factofdonetheless, to prove
the absence of multicollinearity, the tolerance and the variance inflation feltf) was used

as indicators. Generally, a tolerance of less than 0.2 and a VIF greater than 10 suggest a serious
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multicollinearity problem(Field, 2009; Tabachnick & Fidell, 2007Hence, absence of
multicollinearity can beassumedvith tolerance and VIF levels around 1$eéAppendix
H.1).

Finally, to perform a logistic regressitinere must be Anear relationshipbetween
the continuous predictors aride logit of the outcome variabl&he BoxTidwell test was
therefore employed to detect departure from lineg@rlysmer, et al., 2013T his method adds
the interaction terms of the forah ¢ , with x representing each of the continuous predictor
variables, to the regression mad8iignificant coefficierd are evidence of a nonlinear
relationship between the predictor variables and the (bigitr, et al., 2010)Linearity of the
predictorvariables waghusevaluated by examining thégaificance of thisinteraction, of
which none were foundgmificant (p > 0.05)geeAppendix H2).

Hence, it is reasonable to conclude that all assumptions are met for MLR.

5.4.2 Model Specifications

In MLR, the outcome variable is categorical, and the predictor variablestlaee e
continuous or categorical. Thus, the model treated the fdttgyanizational is z @
categorical; a dummy variable consisting of mediir®l companiegl) and large companies
(0). The remaining eight predictor variables were treated as continBigugicance levels of
1% and 5% weresed (corresponding tev@lues of .01 and 0.05). Moreovertahi s st udy o
researchmodel has a solid theoretical foundation, the forced entry method was most
appropriate to employ. This method plaed#l predictorsinto the regression model in one
block, and parameter estimates are calculated for each (Blied#, 2009) A control variable
for industry effects was not included itdid notchange the result&ppendix Ishow the case

processing summaifpr the MLR.

5.4.3 Assessing Model Fit

The 2log likelihood test, pseudd , predictive accuracy, and likelihood ratio tests
were used to assess modéffiHair, et al., 2010; Tabachnick & Fidell, 2007)

“1The Pearson Cliquare and deviance statistics are common estimates for goodiiesslowever, these test statistics are
sensitive to sample size and can be inflated by low expp&etqeuencies, which happens when the modelides continuous
covariates (causingany empty cells(Field, 2009). For this reason, the authors have chosen to not present these test statistics
as they are not reliable for the regression model.
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2-log Likelihood Test

To assesthe model fit, &-log-likelihood(-2LL) testwasperformedby comparing the
interceptonly model, which serves as a good baseline, with the final model (includes the
intercept and all predictors). The minimum value-RirL is 0, which corresponds to a perfect
fit. This implies that the lower th@LL value, the better the fit of the mod&lA well-fitting
model is significant at p < 0.05, implying that the full model is significantly different from the
one with the interceptnly (Hair, et al., 2010)Appendix 11 shows thatte test was significant
(p < 0.01) demonstrating an improvement over the intercgpy model, and that the

predictors are related to the outcome.

Pseudo R-Square

Severalpseudo Rsquaremeasures have been developed pyagent overall fit, and
Appendk 1.2 presents two of these; Cox and Snell (0.417) and Nagelkerke (0.490). These
statistics are most frequently reported for logistics regression and operate in the same manner,
with higher values indicating greater model(fiabachnick & Fidell, 2007)The pseuddy
indicates how useful the factors are in predicting the outcome variable and reflects the amount
of variation accountedor by the logistic model, with 1 indicating a perfect model fit.
However, the Cox and Sné!l is limited in that it cannot reach the maximum value of 1, and
is more difficult to interprefField, 2009) Hence, the Nagelkerk¥ , a modification of the
Cox and Snell with a range of 0 to 1 generallyprefered. The value of 49% indicates that

the model is useful in predicting Big Data assimilation.

Predictive Accuracy

Table 10: Classification

Predicted
Observed Initiation Adoption-decision Implementation  Percent Correct
Initiation 163 25 3 85.3%
Adoption-decision 38 52 11 51.5%
Implementation 4 18 22 50.0%
Overall Percentage 61.0% 28.3% 10.7% 70.5%

42 Note that the ordinal logistic regression hasigher-2LL (Appendix G) than MLR (Appendix 1.1), indicating that the
MLR model has better fit.
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One method to determine tpeedictive accuracyf the model is to classify correctly
the auitcome category in cases for whom the outcome is kr{@aipachnick & Fidell, 2007)
The classification in Table 10 shows that the model can predict correctly 85.3% of the cases
for initiation, 51.5% for adoptiodecision, and 3% for implementation. Overall, the model

correctly classified 70.5% of all cases.

Likelihood Ratio Tests

The results of thdikelihood ratio testsn Table 11 can be used to ascertain the
significance of predictors the modelField, 2009) Three predictor variables are significant
at p < 0.01 level (security, competitive pressumed top management support), and two
predictor variables are significant at p < 0.05 level (complexity and IT expertise). Relative
advantage i€lose to being significant(p = 0.075. The likelihood ratio test is an overall
statistic that tells which factors significantly predict the outcome category, however, they do
not tell specifically what the effect (3abachnick &-idell, 2007)

Table 11: Likelihood ratio tests

Model Fitting Criteria Likelihood Ratio Tests
-2 Log Likelihood of

Effect Reduced Model Chi-Square df Sig.
Intercept 456.4212 .000 0

Complexity 463.422 7.001 2 .030
Relative advantage 461.601 5.180 2 .075
Security 475.694 19.273 2 .000
IT expertise 468.108 11.687 2 .003
Competitive pressure 528.451 72.030 2 .000
Privacy 457.516 1.095 2 .578
Top management support 522.494 66.073 2 .000
External support 456.811 .390 2 .823
Size 457.991 1.571 2 456

The chi-square statistic is the difference in -2 log-likelihoods between the final model and a reduced model. The
reduced model is formed by omitting an effect from the final model. The null hypothesis is that all parameters of
that effect are 0.

a. This reduced model is equivalent to the final model because omitting the effect does not increase the degrees
of freedom.
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6. Resul t Bi aoadssi on

Grounded in the innovation adoption literature, this thesis has incorporated three
theoretical perspectives DOI, TAM and the TOE frameworki to build an integrative
research model for studying adoption of Big Data technology at the firm level in Norway.
Consistent with factor research in thdoption literature (c.f., Kingl990; Fichnan, 1999;
Hameed, et al.,, 2012a), the primary purpose of this study was to identify salient factors
affecting the adoption of Big Data technolo@Q.). The secondary purpose wasreveal
whether these factors varied across three aggregated stages mitzaiigaal adoption;
initiation, adoptiondecision, and implementation, collectively referred to as assimilation
(RQ).

In the multinomial logistic regression (MLR), the relationship between the factors
proposed in the research model and the assimilatages of Big Data technology were
assessedThe research model includetll factors that were hypothesized to affect the
assimilation of Big Data technolog¥Ch. 3.3).However, compatibility and organizational
resourcesvere omitted from the analysis, asetimeasurement items used to operationalize
these factors failed to satisfy the retention criteria in the BB 5.3.5) Hence, only nine
factors were included in the MLR.

The purpose of this chapter is to use the results of the MLR to answer thehresearc
guestions stated in Chapter 1.1, and to discuss the implications of these findingshishus,
chapterfirst interpres the MLR results to identify which technological, organizational, and
environmental factors affect the assimilation of Big Data tedyydbycompanies in Norway
(Ch. 6.2). It then proceed to discuss the findingand hypotheses resulf€h. 6.2), before
assessinghe managerig|Ch. 6.3) and theoratal (6.4) implications of the studyFinally, an
evaluation of the studyds | i midgeachareoffsredand p
(Ch. 6.5).

6.1 Interpretation of the Multinomial Logistic Regression

There are two main uses oMdLR. First to predictgroup membershifdyy calculating
the odds for a company to belong in one of the assimilation stages; initiation, adoption
decisim, or implementation. Seconth, provideknowledge of the relationship and the strength
among variablegField, 2009) The results of the MLR are presentedTiable 12: See

Appendix J for a complete model output.
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Table 12: Multinomial logistic regression - parameter estimates

Model 1 Model 2 Model 3
Initiation vs. Adoption-decision vs. Initiation vs.
Adoption-decision? Implementation® Implementation?

B Exp(B) Sig. B Exp(B) Sig. B Exp(B) Sig.
Intercept -.521 .037 -2.217 .000 -2.737 .000
Complexity 161 1.175  .309 -.559 572 .011* -.398 672 .091
Relative advantage .216 1.242 .227 .393 1.481 131 .609 1.839 .028*
Security -.333 717 .032* -.749 473 .004* -1.082 .339 .000**
IT expertise 166  1.181  .294 .655 1925 .007* .821 2273  .001*
Competitive pressure 1.239 3.453 .000** .723 2.060 .034* 1.962 7.112 .000**
Privacy -.055 947 .720 -.161 .852 .397 -.215 .806 .304
Top management support 1.087 2.965 .000** 1.083 2.954 .005* 2.170 8.759 .000**
External support -.028 972 .855 -.118 .889 .598 -.146 .864 .534
[Size=Employees 50-250] -.379 .684 .210 112 1.118 .785 -.268 .765 .545
[Size=Employees > 250] o° . . o° . . o°

a. The reference category is: Initiation

b.  The reference category is: Adoption-decision

c. This parameter is set to zero because it is redundant.
* Significance at < 0.05 level, ** Significance at < 0.01 level

The MLR consists of three models, each comparing comp#noi two assimilation
stages. The first two models compare consecutive stages: Model 1 compares companies within
the initiation stage with companies within the adoptiecision stage, while Model 2
compares companies within the adoptdetision stage ih companies within the
implementation stage. Model dffers in that it compares neconsecutive stages; that is,
companies within the initiation stage are compared with companies within the implementation
stage. For each comparison, the reference categset to be the group representing the lower
level of assimilation. Hence, in this way, each model presents the odds for a company to be in

the higher level of assimilation when controlling for the predictor variables.

Statistical Significance

To intepret the MLR results, the Wald statisfrefer to Appendix J for valjes used
to assess the statistical significance of each predictor variable in explaining the outcome
variable, and indicates whether thecoefficient (B) for a predictor is significantly different
from zero. If so, then the predictor variable is believed to make a significant contribution to
the prediction of the outcom@abachnick & Fidell, 2007; Hairet al., 201Q)Accordingly,
Table 12shows that six of the nine predictor variables were significant and could distinguish
between companias the assimilation stages (p < 0.05). These factors veeraplexity,

relative advantage, security, IT expertse, competitive pressureandtop management
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support. Noteworthy, complexity and relative advantage were only significant in Model 2 and
3 respectively, while IT expertise was significantwo models (Model 2 and 33uggesting

that companie perceve factors differently imelation to Big Data technology when belonging
to different assimilation stage3he nonsignificant factors; organizational sfZeexternal
support, and privacy didot affect the assimilation of Big Data technology, and wilkthat

be interpreted at this point.

Direction of Association

The sign of ther -coefficients in Table 12hdicates the direction of the association,
which reflects the changes in the outcome variable associated with changes in the predictor
variable. A positivg -coefficient means that an increase in the predictor variable is af&sbci
with anincrease inoddsto end upin the later stagesof assimilation, and vice versa for a
negative relationshigHair, et al., 2010)As seen in Table 1Zomplexity and securitgre
negativédy associatedwith Big Data asimilation, while the remaing four significant
predictor variablesave a positive directional association, consisteti Wie hypotheses
developed in Gapter 3.3.

We observan Model 1 (Table 12 that competitive pressure and top management
supportare positively associatewith the adoptiordecision of Big Data technology when
comparing consecutive assimilation stages, (iretiation versus adopticdecision). This
suggests that competitive pressure and top management suppoctdrivep a ni @rstd dec i
adopt the technology, as increase in these factorassociated with an increase in odds for
a company to be in the adoptidecision stage. The opposite is found with regard to security,
which is negatively associated with the adoptil@eision.This suggests that security inhibits
compani esd6 decision to adopt the technology,
decrease in odds for a company to be in the adoeggeision stage.

In Model 2 (Table 13, we find that top managementpgort, IT expertise, and
competitive pressure are positively associated with the implementation of Big Data technology
when comparing consecutive assimilation stages (i.e., adeggmsion versus
implementation)This suggests that top management suppbréxpertise, and competitive

pressure facilitate compani ansnoreasenmghese fagonst at i

43 With regard to gganizational size in Table 1Brge companies are set to be the reference category: With a change i
company size from large companies (0) to medsimed companies (1), the odds for a medgined company to be in the
latter stage of assimilation is presented.
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is associated with an increase in odds for a company to be in the implementation stage. The

opposite is found win regardo canplexity and security, which are negativasociated with

implementation. This suggest s

t hat

compl exity

and

S

implementation of the technology, as an increase in these factors are associated with a decrease

in odds for a companto be in the implementation stage.

Finally, we observe itModel 3 (Table 13 that relative advantage, top management

support, IT expertise, and competitive pressure are positively associated with Big Data

implementation when comparing neonsecutiveassmilation stages (i.e., initiation versus

I mpl ementation).

Thi

S suggests th

at

t hese

f

technology, as an increase in these factors is associated with an increase in odds for a company

to be in the implementation stagehe opposite is found with regard to security, which is

negatively associated with implementation. This suggbstiss e cur i t y

implementatiorof the technologyas an increase in this factor is associated with a decrease in

odds for a ompany to be in the implementation stage. However, as this model compares non

nhi

bi

consecutiveasgmilation stages, the significant factors do not necessarily offer a meaningful

ts

interpretation as it is assumed that companies must undergo the entire assimilation process

(i.e., unable to move directly from the initiation stage to the implementation stage).
NonethelessModel 3 offers a broader perspective on some of the significant factors, such as

relative advantage and complexiyhichwill be discussed further i@hapter &.

Odds Ratios
Table 13: Odds ratio comparison
Model 1 Model 2 Model 3
Initiation vs. Adoption-decision vs. Initiation vs.

Adoption-decision? Implementation® Implementation?

Odds ratio® Sig. | Odds ratio® Sig. | Odds ratio® Sig.
Top management support 2.965 .000** 2.954 .005* 8.759 .000**
Competitive pressure 3.453 .000** 2.060 .034* 7.112 .000**
Security 717 .032* 473 .004* .339 .000**
IT expertise 1.925 .007* 2.273 .001*
Relative advantage 1.839 .028*
Complexity 572 .011*

a. The reference category is: Initiation

b.  The reference category is: Adoption-decision

c. Odds ratio = Exp(B)

* Significance at < 0.05 level, ** Significance at < 0.01 level

e

a
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To better understand the differential effects that the factors have at each stage of
assimilation,the odds ratio will be examed, which is the exponent of thiecoefficients,
representing Exf®) in the model output (Table 12Hair, et al., 2010)Table B shows an
excerpt of Table 1,2vith odds ratios for the significant factors. The odds ratio imdicator
of the change in odds resulting from a unit change in the predictor vakabiastancewhen
examiningall three modelsye observe that a unibcrease in competitiveressure will
correspond to an increase in odds of being indtterlgages of assimilation with a factor of
3.453, 2.060and 7.112 for Model 1,,2nd 3 respectivelyMore speffically, from Model 1
(Table 13, we can say that for a unit increase in competitive pressure, the odds of a company
being in the adopticdecisionstage are 3.453 times higher than the company being in the
initiation stage. Thus, the odds ratio signifies the relative influence a predictor variable has on
the outcome variable.

As the odds ratios are the exponentsheff -coefficients, and the expent of 0 (no
effect) is 1, an odds ratio of 1 corresponds to a relationship with no direction. Thus, odds ratios
greaterthan 1 reflect a positive relationship aodds ratiodess than 1 represent negative
relationshipgHair, & al., 2010) Specifically, the further away the odds ratio is from 1, in any
direction, the stronger the influence of the predictor varidbfellows thatfor a significant
factor to have an odds ratio larger than 1 (posithamefficien), the companies in the later
stagesof assimilation must have scored relatively higher on that particular factor than
companies in the reference stdpe., the lower stage of assimilation of the two stages being
compared)For a significahfactor with an odds ratio less than 1 (negativxeefficien), the
companies in the later stages of assimilation must have scored relatively lower on that
particular factor than companies in the reference stagensignificant factor indicates that
the perception of that particular factor is stdtistically different between companies in two

assimilation stages.

6.2 Discussion of Research Findings

For the purpose of testing the research model and corresponding hypothd&&s, a
was utilized to predidhe assimilation of Big Data technology for 38@mpanies in Norway

using nine theoretically derived constrdttas predictor variables test of the full model

44 Two construct$ compatibility and organizational resouséewere omitted duringhe precding data analysis.
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against a constant only model was statistically significant, indicateiy ¢bllectively, tie
predictor variablegeliably distinguished between companies within different assimilation
stages. In particular, the research model shayeedlfit, with Nagelkerke R of 0.49, and a
predictive accuracy of 70.5%. The results indicate that the researdhl ns suited for
studying organizational adoption of Big Data technoldggreover, given the scarcity of
research into determinants of adoption in the Big Data liter@8aiéeh & Janczewski, 2016;
Rahman, @16; Chen, et al., 2016he research model offers a suitable point of departure for

future studies on Big Data adoptiomable 14 summarize the findings regarding the

hypotheses.
Table 14: Hypothesis testing
Model 1 Model 2 Model 3
Initiation vs. Adoption-decision vs. Initiation vs.

Hypothesis Adoption-decision Implementation Implementation
Technological context

Hz1: Relative advantage Not supported Not supported Supported*

H2: Complexity Not supported Supported* Not supported

H11: Security Supported* Supported* Supported**
Organizational context

Ha: Organizational size Not supported Not supported Not supported

Hs: Top management support Supported** Supported** Supported**

He: IT expertise Not supported Supported* Supported*
Environmental context

Hg: Competitive pressure Supported** Supported* Supported**

Ho: External support Not supported Not supported Not supported

Hz1o0: Regulatory environment Not supported Not supported Not supported

H3 and H7 were not tested

*Significant level at 0.05, **Significant level at 0.01

The following section discusses each factor in relation to the technological,

organizational, and environmental context in which they were presented in the research model.
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6.2.1 The Technological Context

As Rogerq1983)argued, adoption of innovations is related to the characteristics of
the innovation as perceived by potential adopfEngs study posits that security, complexity,
and relative advaage will influence the adoption of Big Data technology by firms in Norway
Figure9 summarizes the findings for the factors within the technologmatext as presented
in Table 12

The Technological Context Assimilation Stages

Model 1
" 77
Security O

Initiation =» Adoption-decision

473" Model 2

Adoption-decision Implementation

.339" . N Model 3

Initiation Implementation

.572*

Complexity

Relative advantage 1.839° ”

Figure 9: Findings within the technological context

Security

Concerning security, this thesis is one of the first studies to empirically investigate the
influence this factor has on the adoption of Big Data technology. The results indicate that there
is a significant negative relationship between sgcand adoption of Big Data technology,
which corroborates theypothesis presented by Salleh dadcewsk{2016) Security is also
found as the only significant factor within the technological context to discrimieateen
firms in all stages of assimilationjdgtre 9illustrates that security is significant in all three
models, with odds ratios less than 1. This implies that companies in the initiation stage
perceive security as more challenging than companidgeiadoptiordecision stage (Model
1), and companies in the adoptidacision stage perceive security as more challenging than
companies in the implementation stage (Model 2). These findings suggest that the security
i ssues associ at e dchasactéribticsBuie pind&iagtthe assimilation of Bige

Data technology by firms in Norway. Moreover, the odds ratio in Model 1 (0.7 highsr
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thanthe odds ratio in Model 2 (0.4),3vhichindicatesthatsecurity isa stronger inhibitor of
implementatiorthan it is for the decision to adopt Big Data technofagyhis suggests that
security concerns are more prevalent for companies in the adaolettision stage than for
companies in the initiation stage. However, given the novelty of the security construc
research on adoption of Big Data, finding external empirical support for tessksprove
difficult. Nonetheless, the findings (i.e., security is hindering adoption) corroborate current
promotional literature oBig Data (e.qg., Intel, 2012; CSC, 28 IDG, 2016).

Complexity

Supportwas found for a negative relationship betweemplexityand adoption of Big
Data technology, albeit only when comparing the latter stages of assimilation (i.e., adoption
decision versus implementatiorfjigure 9illustrates that complexity is only significant in
Model 2, with an odds ratio less than 1. This imptiest companies within the adoption
decision stage perceive Big Data technology as more difficult to understand and use than
companies within the implementatiostage. Thus, complexity is found iahibit the
implementation of Big Data technologgontrary to expectations, however, complexity was
not found significant when comparing neadopters (initiation) with adopters (adoption
decision and implementation). possible explanation for this finding may be that prior to
adoption, at the initiation stage, companies underestimate the role of complexity and are
overconfident about the usability of the technolggyts, et al., 2011)Corsequently, when
firms eventually acquire the technology, as in the adojtemision stage, they come to
perceive it as considerably more complex than anticipated, which in turn inhibits
implementation. Following this reasoning, it is possible to dedueeth c o mpani es 0
misconception regarding the complexity of Big Data technology may lead to an assimilation
gap; where widespread acquisition of the technology is not followed by widespread

implementatior(Fichman & Kemerer]1999)

Relative Advantage
Based on the Diffusion ohhovation theorfRogers, 1983)relative advantage was
expected to be the most influential determinant of organizational adoption of Big Data

technologyA large body of reearch has consistently found support for a relationship between

45 The further the odds ratio is away from 1, in any direction, the greater the influence of the predictor variable.
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relative advantage and technology adoption, both at the individual and organizational level
(e.g., Rogers, 1983; lacovou, et al., 1995; Igbaria, et al., 1997; Thong, Gé2%don &
Pearson, 2004; Quaddus & Hofmeyer, 200fywelos, et al., 2I0L; Boonsiritomahai 2014,

Al- smadi | i, 2016) . This research, however,
between relative advantage and adoption of Big Data technology for any of the tieesecu
stages of assimilation. These findirsggygest that relative advantage may not be as influential

in the context of Big Data as one would expect given the prevalence of the construct in
adoption literature. Interestingly, Nam et @015)and Agrawal (2015) also failed to find
support for relative advantage when studying adoption of Big Data, which ssipipert
proposition that relative advantage may be redundant in studies &faégadoption. As to

why relative advantage is insignificant, we offer two plausible explanations consistent with
Nam et al.(2015) First, due to the hype surrounding Big Data, the benefits of Big Data
technology may be/ell communicated and widely known by both adopters aneadopters,
making it difficult to distinguish between the two groups. Second, expectations may have
fallen short for adopters; particularly for companies that have yet to fully implement the
techrology. Alternatively adopters have yet to harness the full potential of the technology.
Notwithstanding the above, support for a positive relationship between relative advantage and
adoption of Big Data technology was found when comparingaomsecutiveassimilation
stagesillustrated in Figure 9Model 3), with an odds ratio greater thanThis impliesthat
companies in thanitiation stage perceiviessbenefits from using Big Data technology than
companies in thenplementatiorstage suggesting thatompanies successfully implementing

Big Data technology accrue benefits not apparent to companies in the earliest stages of

assimilation.

6.2.2 The Organizational Context

The organizational context refers to the group of intraorganizational factors inflgencin
adoption. This study posits that top management support and IT expertise influence the
adoption of Big Data technology by firms in Norway. No support, however, was found for
organizational sizézigurel0summarizes the findings for the factors withia trganizational

context as presented in Table 12
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The Organizational Context Assimilation Stages
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Figure 10: Findings within the organizational context

Top Management Support

Top management support has consistently been found to play a crucial role in the
adoptionof IT innovations(e.g., Premkumar & Roberts, 1999; Hameed, et al., 2012b; Al
|l smadil i, 2016 ; Hung, et adings to theOdbnea)n of Bigh i s
Data, asthe results indicate a significant positive relationship betweennapagemen
supportand adoption; Figure Blustrates that top management support is significant in all
three models, with odds ratios greater than 1. This implies that companies in the initiation
stage perceividwer top management support than companies in the adegémsion stage
(Model 1), and companies in the adoptiabecision stage perceidewer top management
support than companies in the implementation stage (Model 2). Moréoeeesults suggest
that top management support is the only significant factor witieimrganizational context to
discriminate between firms in all stages of assimilation. This implies that top management
support is a facilitator of the assimilation of Big Data technology, consistent with another
recent study of Big Data adoptigRark, et al., 2015)n addition, the odds ratio in Model 1
(2.965) is nearly identical to the odds ratioNtodel 2 (2.954), which indicatethat top
management support is equally important across every stage of assimilation D&tBig
technology. This makes top management support the most consistently important driver of Big

Datatechnologyadoption.

t
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IT Expertise

Theresults offer new insight into the role of employees in the context of organizational
adoption of Big Data technologkfigurelOillustratesthatIT expertise is significant in Model
2 and 3, with odds ratios greater than 1. This implies that companies in the initiation stage and
adoptiondecision stage perceive their IT expertise to be lothan companies in the
implementatiors t age. Surprisingly, there is no supp
perception of their IT expertise in the initiation and adoptenision stages (Model 1). This
suggests that higher levels of IT expertise facilitate implementation of BaytBehnology,
but does not affect the decision to adopt the technokugwlternative interpretation of these
results suggesthat inadequate levels of IT expertise serve as a barrier to implementation,
albeit not as a barrier tadoptiondecisiors. This implies that firms may be postponing
implementation of Big Data technology, rather than acquisition, until they have sufficient
internal expertise. These results are somewrl
to find empirical support foa positive influence of IT expertise on adoption (e.g., Thong,
1999; Hameed, et al., 2012b; Yeh, et al., 2014), which suggest that IT expertise in the context

of Big Data may play a greater role in fagerstages of assimilation.

Organizational Size

No support was found for organizational size, which was measured in terms of number
of employee®. As such, organizational size does not appear to influence adoption of Big Data
technology. These results are surprising, as our literature review found ovemghelm
empirical support for the effect of size in adoptiondsta (Appendix C.2). Howevethe
reviewedstudies were frequently performed on small to meesirad enterprises (SMES).
Thus, to ascertain the role of organizational size in the assimilation dd@&&technology,
more research is required as this study is restricted to medium and large businesses.

6.2.3 The Environmental Context

The environmental context refers to the group of interorganizational factors
influencing adoption. This study posits that catifpve pressure is a critical factor influencing

the adoption of Big Data technology by firms in Norway. Privacy and external support,

46 An alternative measure of organizational size is annual turnover. However, support was not found for organizetional si
for either operationalization of the construct.
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however, were not found to be significant factors. Figureummarizes the findings for the
factors within the environantal context as presented in Table 12

The Environmental Context Assimilation Stages

N 34555 Model 1
Competitive pressure )

> Initiation => Adoption-decision

2.060" Model 2
(+) >

Adoption-decision Implementation

112> Model 3

Initiation Implementation

Privacy

External support

Figure 11: Findings within the environmental context

Competitive Pressure

The strategic rational underlying the relationship between competitive pressure and IT
adoption put forth by Portend Millar (1985)appears relevant to this day. The results of this
study indicate a significant positive relationship between competitive pressure and adoption
of Big Data technology. In particular, the findings sugtjest competitive pressure is thiely
significant factor within the environmental context to discriminate between firms in all stages
of assimilation as illustrated in Figure 1ivith odds ratios greater thanThis implies that
companies in the initiaih stage perceive less competitive pressure than companies in the
adoptiondecision stage (Model 1), and companies in the adopiaision stage perceive less
competitive pressure than companies in the implementation stage (Modabr@petitive
pressureis therefore &acilitator of assimilation of Big Data technology, consistent with
findings in similar adoption research (e.g., lacovou, et al., 1999; Malladi & Krishnan, 2013;
Nam, et al., 2015Additionally, the odds ratio in Model 1 (3.3Gis higher han the odds ratio
in Model 2 (2.060), which indicates that competitive pressure is a stronger driver for the
decision to adopt Big Data technology than it is for implementation. This implies that, due to
competitive pressure, companies may feel compeébteddopt Big Data technology pre
emptively to avoid duture competitive disadvantage. In this regard, adoption of Big Data

technology may be perceived a strategic necessity by iiirtdsrway.
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Privacy

Based on the prevalence of privacyuss in Big Datditerature,privacy regulations
were expected to have a significant influence on assimilation of Big Data technology.
However, no support wasodnd for a relationship betweeprivacy and assimilation.
Accordingly, this study wasunable to provide supporbif the hypothesis by Salledind
Janczewsk{2016) which proposed thairivacy related regulationgould inhibit adoption of
Big Data technologyTlhe findings thereforsuggest that privaaggulationsare not hindering
the assimilation of Big Data technologyy firms in Norway However, considering the
imminent introduction of the General Data Protection Regulation (GDPR), set to replace the
current Data Protection Act in Norway 2018 these results are surprising. Tihoduction
of GDRP will place a greater burden on firms in Norway, and especially on those that intend
to utilize Big Data, as they will face an even greater obligation to protect personal identifiable
information. Thus, while the adoption of Big Datachnology is currently not hindered by

privacy regulations, this is susceptible to change with the enactment of GDPR.

External Support

Considering the number of vendors and #pedty agencies offering Big Data related
services, external support was esteel to influence the assimilation of Big Data technology.
However, this study found no support for a significant relationship between external support
and assimilation of Big Data technologyhere are several plausible reasons for the lack of
significance in this study. Firstthe availability of external support could be nearly the same
for both adopters and neadopters, making the factor unable to discriminate betfeas in
the assimilation stages. A second reason could be attributed to the $hee fofms in this
study. By examiningearlier literature (e.g., Thong, 1999; Premkumar & Roberts, 1999;
Al 61 smadi | i, 2016) , we find that smal |l er
believed to perceive external support as a source of ekt&raxpertise. It is possible that the
same assertion cannot be made wéthard to larger firms, such as those in this study, with
relatively better IT expertise. Alternatively, larger firms may find it more reasonable to
develop internal IT expertisather than soliciting services from vendors and third parties.
However, given the number of vendors and tpadty agencies offering Big Data related

services, these findings are surprising and warrants more research.
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6.3 Managerial Implications

The results pvided in this study have several important implications for practitioners
Both management in adopting organizations dmd suppliers should benefit from
understanding the factors influencing adoption of Big Data technology at various stages of

assimilaton.

Implications for Management

The first conclusion that can be drawn from this study and what it implies for decision
makers, is that top management support is a pivotal factor for all stages of the assimilation of
Big Datatechnology. The role of tomanagement hasrg been a subject of interest to
researchers (e.g., Garrity, 1964), astddies have found that top management support is
critical for creating a supportive organizational climate flatlitates receptity towards
innovation adoptiofThong, et al., 1996 Moreover, top management possess the authority to
provide and mobilize sufficient organizational resources for motivating, acquiimd)
implementing innovatios (Premkumar & Rberts, 1999) Managers must therefore
acknowledge the vital role they play in allocating resources for adoption and enabling
associated activities. According Young andJordan(2008) this implies top managers may
have to personally accept that they have the most influence @dtmion process. Thus, as
top management support is expected to facilitate adoption of Big Data technology, managers
must actively engage in every stage of assimilation.

Second, competitivepressure appears to accelerate the adoption of Big Data
technology byirms in Norway The influence of competitive pressure is pervasive in all stages
of assimilation, which substantiates the perceived necessity of adopting Big Data technology
i n t cecomoyni@ snvironment. Previous research on organizational adoption have also
recognized competitive pressure as an impodategrminanbf adoption (e.g., Premkumé&r
Roberts, 1999; Zhu, et al., 2004). However, although Big Data technology promisessesine
benefits, competitive pressure could instigate a bandwagon @féepirecipitatepremature
decisiors to adopt The bandwagon effect implies that firms would be more likely to use Big
Data technology if others within the same industry use it. Spaltyf, competitive bandwagon
pressure can occur because -Hadopters fear belowverage performance if they perceive
competitors to benefit from adoptingig Data technology(Rosenkopf, 1993, p. 487)
Managers should réae that successful implementation; the incorporation of the technology

into regular activities, may be contingent on having adequate IT expertise to deal with complex
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IT tasks, and to ensure a governed aanthgiant use of data. Managers mtis¢refore
carefully consider their needs and capabilities, and avoid the hype surrounding Big Data.

Third, security issues are found to hinder the adogtiExision and implementation of
Big Data technology. Management contemplating adoption should be preparetfivex
pushback regarding security concerns, as security needs to be an area which receives constant
attention during the entire assimilation process. Moreover, the findings imply that companies
lacking compatible security tools and skills required tovjgi® comprehensive data protection
are less likely to adopt the technology. This should encourage managers to accompany
commitments to Big Data technology with improvements in IT infrastructure, in addition to
training and recruitment of IT personnel wgbcurity expertise. Since competencies relating
to Big Data technologies and security are scélraeetigue, 2016)management must also be
prepared to call on the skill and services of third parties. Thus, while businessasrayea
adopt Big Data technology, managers should be careful to avoid leaving security an
afterthought. Fortunately, one of the segments that fares best in Norway is the cyber security
landscape, which is driving investments in security software topgaapwith current security
challengegPAC, 2016b)

Fourth perceived complexity and lack of IT expertise are highlighted as barriers to
implementation of Big Data technology. Concerning complexity, our findings substangiate th
notion that the greater the perceived complexity of an IT innovation, the higher the cost of
behavioural change becomes following an adopdiecision, which inhibits potential adopters
from following through with implementatiofArts, et al., 2011)Similarly, this study finds
that poor IT expertise sersas a barrier to implementation, albeit not as a barrier to adeption
decisions. This suggests that managers should strive to cultivate a highly skilled and
knowledgeable I'workforce capable of tackling complex IT task. Attention to strengthening
internal IT expertise through training and recruiting may prove critical in addressing the
barriers to adopticdecisions and implementation presented by security concerns and
perceved complexity. However, managers shoaldo be aware that human resources are
scarce due to shortages of individuals possessing relevant IT skills (e.g., data scientists), which
makes sourcing of experienced talent diffiq@ernelley & Schwenk, 2016c¢)lhis suggest
the need to develop strong-lmouse IT expertise througinaining of current employees.
Nonethelessas the Big Data market expandgidly (Carnelley & Schwenk, 2016a)he
emergencef Big Data technologies not requiring highly specialized, rare technical skills or
data scientist may diminish the influence of perceived complexity and lack of IT expertise

adoptionin the near future
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Lastly, the perception of the relative advantagerefl by Big Data technology was
only found statistically different when comparing firms in tlaeliest stageof assimilation
with those in tle laststage. This suggest that the benefits of Big Data technology become
apparent only aftamplementing thegchnologyAccordingly, managers of firms that are just
starting their Big Data journey should be
performance lags the adoption of the technology.

IT Suppliers

At present, digitalization is a common themetba agenda of most organizations.
Norwegian organizations feel a strong need, magnified by competitive pressure, to take
advantage of new and emerging technologies. For businesses, Big Data technology represents
both an opportunity and a challenge, anduippliers must create clear value propositions that
address the needs of the adopters. Research on organizatiop@ébn &technology suggests
external support, the availability of support for implementing and using a technisladpgy
factor influercing the adoption process. This study, however, finds no support for this claim
in Norway. This suggests that IT suppliers may need to review their offerings and be prepared
to adapt and evolve their product strategies to better align with the currerdnecon
environment andheeds of Big Data adopter#oreover, IT suppliers should look for
opportunities to make themselvetevantto the process of assimilating Big Data technology.
Specifically, this study reveals that security concerns, lack of IT expeatiseperceived
complexity of Big Data technology are hindering adopfi@eisions and implementation. IT
suppliers and vendors should capitalize on this by providing IT competence, technical support,
training, and information to take the burden off the #hens of adopters, while
simultaneously ensuring the adopters have capabilities to benefit from applying the technology
in their operations. Efforts are also needed to increase awareness of the types of benefits from
Big Data technology, as our findingsdinate that these may not be apparent to potential
adopters.

Furthermore, IT suppliers should benefit from being prepared to provide advice
regarding security, as security concerns will be on the agenda of most adopters. In this regard,
IT suppliers cod develop a consultancy approach to counteract the security concerns of
adopters. Mor eover, with the introduction
Protection Regulation (GDPR), set to replace the current Data Protection Act in Norway on
the 29" of May 2018(Datatilsynet, 2015)this approach could be extended to tackle privacy

issues and concerns. Although this study found no support to suggest that privacy issues are
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inhibiting the adoption of Big Data technology,ghs subject to change in the foreseeable
future given the imminent introduction of GDRP.

IT suppliers should focus on developing the competencies that are needed and scarce
in the market. One approach to meet the many needs of potential adopbérs aeating
mixed teams of data scientists, experienced IT personnel, and security and data governance
experts. For this to be viable, recruitment and traininges¥ employees may be necessary.
However, IT suppliers may find it difficult to deliver on all asps of Big Data, given the
scarcity of competencies relating to the technaldgyalternative approach involves focusing
on offerings that can cement a desirable market position. The faster IT suppliers can
differentiate themselves in the marketplace, itiore likely they will gain the competencies
that are needed and scar&ing the same vein, IT suppliers may find it useful to develop or
join a strongbusinesemsystem. This would enable specialgsuppliers and vendors, with
diverse set of capaltities, collectively to better address needs of the adopteBig Data

technology

6.4 Theoretical Implications

This thesis represents an early attempt at developing a model for studying the
organizational assimilation of Big Data technology. The resultshis thesis provide
substantive contributions to the Big Datad innovation adoptioliterature. Firstly, the thesis
serves as one of the first theoretically informed, empirical studies of organizational
assimilation of Big Data technology, and possithig first in Norway. Secondly, the study
highlights the value of integrating different theoretical perspectives within the TOE
framework as applied to the assimilation of Big Data. Tijrthe findings suggest a need for
improved measurements and concetasibns of factors in the context of Big Data adoption.
Finally, the research suggests that there is value in a prodesged approach to adoption by
focusing on assimilation rather than a dichotomouss/fyo) adoptiomecision. These

implications araliscussed in more detail in the following sections.

Organizational Assimilation of Big Data

In utilizing the TOE framework as a theoretical lens to guide this research, this thesis
extends the research on Big Data as one the first theoretically informpulical studies on
organizational assimilation of Big Data technology. In doing so, the research addresses a lack
of literature providing insight into factors influencing the adoption and use of Big Data. The
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existing stream of literature is populatedwstudies describing emerging tools, technologies,

and analytical techniques useful for dealing with the unique characteristics of Big Data, but is
sparse with regard to adoption by firms. Although some studies have investigated the adoption
of Big Data (eg., Agrawal, 2015Nam et al, 2016; Park et al., 2016), the conceptualization

of adoption is often poorly defined and ambiguous, as researchers struggle to judge whether
firms have adopted or not. This leads to confusion and potential issues witlerprsitation

and misunderstandings of both research models and results, as there is no clear distinction to
inform the reader of the boundaries of the research. Moreover, the lack of a consistent and
consensual definition of Big Data in the literature exlaates this issue, as researchers and
practtioners differ in understanding the concep{Stuart & Barker, 2013)To improve upon

the current literature, this thesitearly defines and conceptualizBgy Data and adoption

based on extant literature. Specifically, by limiting the scope of the study to Big Data
technology a clearly defined component of Big Dgfdauro, et al., 2016)and defining
adoption in terms of assimilatiofMeyer & Goes, 1988)a concept common in adoption
research (e.g., Fichmah Kemerer, 1999; Rai, et al., 2009; McKinnie, 2016), there is little
doubt about the boundary conditions of this research. Thus, the results from this study provide
reseachers with a fresh, holistic perspective on assimilation of Big Data technology from a
well-founded theoretical perspective.

Integration of Theoretical Perspectives

This study highlights the value of integrating different theoretical perspectives within
the TOE framework for studying organizational adoption. Specifically, the findings in this
research suggests that factors from all three TOE contidisnology, organizatiorand
environment, are of primary importance to the assimilation of Big Dataaédy. In regard
to the traditional theories most commonly utilized in adoption studiee DOl andTAM 1
this research highlights the need to study multiple factors in addition to innovation
characteristics. Fu s , t happsoach to stwdyirgy adivpn at the organizational level by
means of integrating individud¢vel theories with a contextual framework covering
organizational and environmental factasem applicable and justified in the context of Big
Data adoption. Moreover, the findings hareprovide support for previous research
contending that the most commonly used theoretical models of technology adoption may need
to be refined or extended for studying organizatidea¢l adoption (e.g., Meyer & Goes,
1988; Fichman, 1999; Hameeat al, 2012a). In particular, none of the constructs adapted
from DOl andTAM were able to discriminate between firms in all stages of assimilation. This
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implies that the more broadly generalizable constructs from general technology adoption
models may not be paplicable to the study of assimilation of Big Data technology.
Alternatively, these findings suggest the need to improve measurements and

conceptualizations of factors in the context of Big Data adoption.

Improving Measurements and Conceptualization of Factors

The majority of constructs utilized in this thesis were defined in accordance with extant
literature and operationalized by measurement items that were proposed and/or vali§ated
and ITresearchOf the 37 measurement items used to operationddeeonstructs in this
thesis, 12 items failed to satisfy the empirical criteria for item retention during the factor
analysis. Accordingly, these items were dropped to preserve the reliability and validity of the
constructs. This highlights the need fimproved measurement items and conceptualization
of constructs in the context of Big Data adoption. In particular, this thesis was unable to test
the hypothesized influence of compatibility and organizational resources, as all of the
measurement items useml operationalize these constructs failed to satisfy retention criteria
in the exploratory factor analysi€oncerning compatibility, this thesis lends support to
previous research calling for a reconceptualization of the construct in innovation adoption
studies (e.g., Karahanna,att, 2006). This study attempted to conceptualize compatibility as
a multidimensional construct entailing cognitive compatibility (i.e., values and beliefs),
operational compatibility (i.e., operating practices), system cobijigti (i.e., IT
infrastructure), and data compatibility, albeit unsuccessfully. A reconceptualization of
compatibility in the context of Big Data adoption may consider segregating the dimensions of
compatibility into different constructs with separatesseit measurement items. This could
improve the substantive meaning of the compatibility construct in relation to Big Data. Similar
reasoning should also apply to the conceptualization of organizational resources. A more
meaningful conceptualization of tlwenstruct may entail separating technological, financial,
and human resources into distinct constructs. Lastlytréda&ionalmeasurement items used
to operationalize relative advantage from a utilitarian perspective (e.g., Davis, 1989;&8oore
Benbasat,1991), which relate to performance improvements (i.e., productivity and
effectiveness), does not seem to reflect the strategic value that companies impute to Big Data.

While relative advantage has consistently been found as one of the top predictoggiohad
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(Appendix C.1), this study only found partalpport’ for the construct. This may suggest a
need for additional measurement items to operationalize relative advantage in the context of

Big Data adoption.

Process Orientation

The results in this ttsés offer a compelling argument for a process oriented approach
to studying organizational adoption of Big Data by focusing on assimilation as the dependent
variable. Rather than studying adoption as a dichotomous vafyaisi®eo) which is common
in adopion studies utilizing the TOE framewo(k.g.,lacovou, et al., 1995Thong, 1999
Premkumar & Roberts, 1999grawal, 2015)this thesis extends the notion of adoption to
include initiation and implementation. Specifically, when defining adoption instesm
assimilationit he sequence of stages ranging from
of a technology, througtheformal allocation of resources for its acqtits anddeployment
to the incorporation of the technology into the regular atiggi of the firmi then the
dichotomous adopticdecision variable becomes an extremely insensitive measure of
adoption.That this study findslifferential effects of factors on various stagessgimilation
substantiates this notion. Thus, this thesis suggests that asgracientation toward

organizational adoption is valuable in the context of Big Data.

6.5 Limitations and Further Research

This study offers new insight into factors affecting adoption of Big Data technology by
Norwegian firms at a particularly opportune ment; despite strong growth in the European
Big Data technology market, Norway exhibits growth rates lower than the Western European
average(Carnelley & Schwenk, 2016a)hus, insight into the facilitating and inhibiting
factors of Big Data technology adoption should be valuable for industry players in Norway.
Moreover, this study also provides impetus for future research on Big Data adoption. Future
studies could help establish t himpraveslsnodelt s 6
of organizational adoption of Big Data technology in several ways.

First, this study is based on data from a single country, and while the participants

represent a wide variety of industries, the findings are not sufficient as to rephesentire

47 Relative advantage was only found significant when comparingonsecutive assimilation stages; firms in the initiation
stage versus those in the implementation stage.

a
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international business community. Future research could contribute to ascertain the
generalizability of the findings by testing the proposed research model in, preferably multiple,
other countries. Additionally, this research wasited to stuging mediumto large
enterprises, which implies findings may not be generalizable to the wider population of
businesses. According to the European Commisé206n7)and NHD?® (2012) small awal
mediumsized enterprise€SMES)represent more than 99% of all European and Norwegian
businesses. Future research may benefit from studying a greater variety of organizations in
terms of size. This may achieve clarification on the role of organizatsrels a factor in

future studiesof Big Data adoption.

Second, the data collection in this study focused on a single key representative (i.e.,
respondent) for each firm. While this approach is common in organizational resditto,
responsesepresat the perspective of the executive management. A-staugding question
in the innovation |iterature is Awho shoul d
individual, b u (Tornatzky & KleinalfB82,zpa4tl)iFwtune?studies should
consi der obtaining responses from multiple
responses have the best predictive utility in Big Data adoption research. Specifically, future
research should gather responsesifboth IT managers and réhmanagers within the same
firm. Although this study found no significant response bias linked to the executive positions
of the responderft$ which corroborate the findings of Zhu et(@006), future research with
multiple representatives for each firm might provide additional validity to the research
findings.

Third, while a survey strategy was chosen for this research to encourage replicability
and future crosstudy comparability, annidepth case study of Big Data adoption could
provide additional insight. A case study of Norwegian firms may serve to validate the factors
influencing adoption of Big Data technology found herein, and offer a more profound
understanding of the role of dadactor for adoption. Security in particular, as a novel
construct developed specifically for this study, could benefit from further research and
theoretical development. There is also an abundance of TOE factors available to researchers,
and the case 4y approach could be useful in identifying factors relevant to Big Data

adoption. Several factors not covered in this thesis may be relevant to include in future studies.

48 The Royal Norwegian Ministryfalradeand Industry (Norwegian: Nzeringog handelsdepartementet).

49 Of ten constructs, onlypp management suppavas perceived statistically different by IT and A®rmanagerg¢Ch.5.2).
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For i nstance, future research may want t o
strategic value of Big Data technology, as perception of strategic value has been found to
influence the approval and funding of information systems (e.g., GraadR@marson, 2004).
Subramanian andosek(2001)identified three factors creating strategic value in information
systems; operational support, managepedductivity, and strategic decision aid, which
should be applicable to Big Data adoption. Moreover, a qualitative case study would be useful
in reconceptuading some of the more generic construétssuch as compatibility,
organizational resources, and relative advaritagesnsure applicability in the context of Big

Data adoption. Thus, while this thesis advocated for the use of a survey strategy, ttuglgase s
approactshouldbe complementary in advancing research on adoption of Big Data.

Lastly, this study was limited kihetime constraints inherent to writing a master thesis.
Future studies on organizational adoption of Big Data may benefit from utilizangigudinal
research design. A study with the capacity to track change and development over time could
follow the entire BigData adoption proceshrough each stage of assimilation, from initial
awareness through implementation and routinization. Whtrsagsearch employed a three
stage assimilation process, longitudinal studies may find it feasible to study a less aggregated
process; perhaps even the ngtep assimilation process originally conceptualized by Meyer
and Goes(1988) Such an approach would advance our understanding of how Big Data

technology is diffused within organizations and the factors which influence this process.

6.6 Conclusion

Big Data presents many exciting opportunities as well as formidablerg@ As
investments in Big Data increase, understanding the organizational adoption of Big Data
technology is crucial and timely. With the Norwegian market for Big Data technology
expected to exhibit growth rates lower than the Western European av@agelley &
Schwenk, 2016axhe main objective of this study has been to identify factors affecting the
adoption of Big Data technology by companies in Norway. Grounded in the innovation
adoption literature, this study ideméifl 11 determinants of adoption under three broad
contexts (technology, organization, and environment) and evaluated their influence on the
three stages of organizational adoption of Big Data techndlagyation, adoptiordecision,
and implementatioin collectively referred to as assimilation.

A survey was developed to measure the 11 determinants and data was collected from

executives in 336 medium to large organizations in Norway. The preliminary analysis of the
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data indicated that more than half temple (191) have yet to adopt Big Data technology,
which reinforces the notion that companies in Norway are still in the early stages of adoption.
A multinomial logistic regression was used to assess the relationship between the proposed
determinants anthe assimilation stages of Big Data technology; wherein relative advantage,
top management support, IT expertise, and competitive pressure were found to facilitate
adoption, while complexity and security concerns were found to inhibit adoption of Big Data
technology by companies in Norway.

The findings suggest that competitive pressure will presumably drive more companies
into adopting the technology, and that companies contemplating adoption must solicit the
support of top management, as their activeagegent plays a critical role throughout the
adoption process. Furthermore, although this study finds that higher levels of IT expertise
facilitate adoption, the results also demonstrate that the lack thereof may inhibit
implementation of the technologyt fhe same time, companies face considerable challenges
with adoptiondecisions and implementation due to complexity and security con¢erns
possibly exacerbated by a lack of internal IT expertise. This suggest that companies should
strive to strengthen farnal IT expertise through training and recruiting in order to tackle
complex IT tasks and counteract security concerns related to Big Data technology. Thus,
whereas managers in adoption firms must recognize and be prepared for setbacks with
implementatio of the technology, IT suppliers could capitalize on this by offering services
t hat strengthens the adopting firmsd capabi |
also indicate that the technol ogyriolegy,s@r f or m
that the true benefits of adopting Big Data technology do not materialize until the technology
is implemented and incorporated into the daily activities of the firm.

This study finds that the proposed research model is suited for studyinggatigeral
adoption of Big Data technology. Moreover, given the scarcity of research into determinants
of adoption in Big Data literaturgSalleh & Janczewski, 2016; Rahman, 2016; Chen, et al.,
2016) the reseleh model offers a suitable point of departure for future studies on Big Data

adoption.
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