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Abstract 

Financial distress can be a highly costly and disruptive event, both on the level of the firm as 

well as for the society. Models to predict financial distress for this reason have been beneficial. 

In this thesis, we aim to develop a similar model which is applicable to Norwegian companies. 

Rather than solely focusing on bankruptcy predictions as previous research has done, we use 

financial ratios and other related company information, to predict whether firms are likely to 

enter financial distress within the next two years. Furthermore, we seek to identify early 

warning signs of financial distress in order for the management to start financial reconstruction 

in time.  

 

A traditional and a more recent algorithm – logistic regression and random forest – were 

utilized in our analysis for their complementary properties. The models were created based on 

data provided by the Norwegian School of Economics where we selected a sample of 30 000 

companies in the period from 2013 - 2016 after thorough cleaning of data.  

 

We find very similar performance for both models where random forest shows slight 

superiority to logistic regression. Both models yield an AUC of  ~ 0.65, and from the results 

obtained, it indicates that they are able to correctly predict ~ 60% of both healthy and 

financially distressed companies ahead of time.  

 

Moreover, the results indicate that our models assign high importance to some commonly used 

ratios in the past, such as Size (Log of total assets), ROA, Retained earnings/Total assets, 

Total debt/Total assets and Debt/Equity. We also find Cash ratio and Net profit margin as 

important variables, which have been neglected previously. All these variables may contribute 

as warnings signs of financial distress when making predictions.  
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1 Introduction 

Recent bankruptcy statistics reveals that 6 311 Norwegian companies filed bankruptcy in 2019 

– only 138 companies less than the number of bankruptcy filings during the financial crisis in 

2008-2009 (Nervik, 2019). This increasing number of bankruptcies is of great concern and is 

detrimental to the Norwegian market if this trend continues. It reflects the vast number of 

companies who have experienced financial distress in the past couple years.  

 

Broadly speaking, financial distress is characterized as a condition where the company is 

unable to meet their current financial obligations (Wruck, 1990). The cost of financial distress 

is high, not only for the company itself, but also for external stakeholders. This includes 

shareholders, investors, creditors, managers and employees (Chen & Merville, 1999). It results 

in forced asset selling, lost opportunity costs of projects, losses on outstanding debt, less 

productive employees, increased unemployment, resulting in volatility of the market. Thus, 

bankruptcy costs may not only adversely affect the company but also evolve into a social 

problem. Therefore, it is imperative to establish prediction systems which can monitor 

company efficiency and lower system risks to prevent a firm from entering financial distress.  

 

Research on building financial prediction models of companies have been apparent from the 

1930s (Bellovary, Giacomino & Akers, 2007). From the Z-score and O-score model to 

numerous machine learning methods, multiple approaches have been employed to construct 

models to predict financial distress. Most of the research that have been previously conducted, 

focuses on bankruptcy as the sole factor in financial distress predictions, as they attempt to 

evaluate creditworthiness of businesses (FitzPatrick, 1932; Altman, 1968; Ohlson, 1980). This 

creates a limited evaluation as it favors the perspective of creditors. Limiting financial distress 

to merely the final stage restricts the scope of application of prediction models. This gives 

insufficient time for a company to identify potential financial problems and adjust financial 

decisions accordingly. An analysis of UK firms showed that companies take up to three years 

to enter a state of bankruptcy (Tinoco & Wilson, 2013). Similar observations are made in the 

US market (Theodossiou, 1993), thus may be applicable to the Norwegian market. As such, if 

prediction models are only based on bankruptcy, the prediction only provides late stage 

analysis. However, we believe that in order to prevent financial distress, predictions must take 

into account companies in other stages of financial distress and not only bankrupted 
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companies. These more inclusive models can provide early enough signs for companies to 

start financial reconstruction in time. From the perspective of a manager, it is particularly 

relevant as they can take precautionary action to steer the company away from financial 

distress. 

 

Research on financial distress can be found on the international level, especially in the US. As 

for Norway, there are several bankruptcy prediction studies which have been conducted based 

on the Norwegian market (Bernhardsen, 2001; Aae & Hansen, 2017; Meese & Viken, 2019). 

However, to our knowledge, a model which predicts financial distress of companies in the 

Norwegian market has not been conducted. Moreover, given the Norwegian financial situation 

with an increasing number of bankruptcies in the country, it may be relevant that such 

prediction models are established. To this end, we aim to build a model that can effectively 

predict financially distressed companies in Norway. As such, there are two research questions 

to be addressed. Firstly, does the model have good prediction power which can be applied to 

real world situations? Secondly, which factors play a significant role to be used as warning 

signs of financial distress?  

 

Based on two approaches, we develop two prediction models using financial statements from 

Norwegian companies. A more conventional algorithm, logistic regression, and a more recent 

machine learning algorithm, random forest, were utilized. The results show that our models 

hold predictive power, which may indicate financial distress and prevent companies from 

becoming bankrupt. Furthermore, we identify two novel warning signs which should be 

included in evaluating companies in financial distress. 

1.1 Overview of Sections 

This paper consists of seven sections. The next section reviews the literature within financial 

distress predictions, including the definition, previous models and commonly used ratios in 

the past. Section three describes the algorithms used and the methods of evaluation and 

validation. In section four, we create an indicator for financial distress, select variables and 

present our data treatment and modelling processes. The results of the models are presented in 

section five. Section six is dedicated to a discussion of the findings, limitations as well as 

suggestions for further research. In the final section, we conclude on our findings of this study.  
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2 Literature Review 

In this section of our literature review, we will first introduce the definition of financial 

distress. We will also present the standard models of financial distress, in addition to more 

recent advances within the field. Moreover, we will include a brief overview of popular 

financial ratios used in the past. The insights above will form a theoretical foundation for our 

following empirical work. 

2.1 Definition of Financial Distress 

Financial distress is a broad term that can be interpreted in different ways. Generally speaking, 

financial distress refers to a financially dangerous stage which has the possibility to cease the 

activity of a business. Many researchers have done research on corporate financial distress, 

yet there is no unified definition or standard of it. Due to the vagueness of the term, financial 

distress has commonly been used interchangeably with bankruptcy in the literature (Dichev, 

1998). They indicate both occurrence of defaulting events. However, there is a substantial 

difference between the two situations in terms of severity as well as in the sequence of events. 

Wruck (1990) suggested that financial distress refers to a situation where the firm has 

insufficient cash flows to cover the current debt obligations. Platt & Platt (2002) further 

emphasized that financial distress can be defined as a late stage of corporate decline, where 

bankruptcy usually is the last step. In the next paragraph we will see how bankruptcy and 

financial distress have been used differently in the past as criterion for financial failure. 

  

FitzPatrick (1932) was one of the first to do research on financial status of companies. He 

considered bankruptcy as the criteria of a company’s financial failure. Later, this criteria was 

used by many other researchers, such as Altman (1968) and Ohlson (1981). They used “file 

for bankruptcy” as the signal for failure. However, some researchers think it is too narrow to 

describe financial status of companies merely as bankrupt and non-bankrupt. Financial status 

is a continuous dynamic process, hence bankruptcy would not be an event that just shows up 

suddenly. Beaver (1966) was the first to bring financial distress to the stage. He broadened the 

concept of company failure from merely bankruptcy to “bankruptcy, bond default, an 

overdrawn bank account or non-payment of a preferred stock dividend”. If any of the previous 

events occurred, the company has failed, or in other words, is in a financial distress stage.   
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Based on these studies, a company can be defined as financially distressed when it has serious 

complications in their operational processes, has insufficient cash flows to pay its debt on time 

and/or has declared bankruptcy.  

2.2 Models 

2.2.1 Early Studies 

Financial statement analysis has been used to predict financial distress for a long time, and 

was primarily used by creditors to evaluate creditworthiness of its borrowers (Beaver, Correia 

& McNichols, 2011). Initial studies used financial ratios, which is the relative relationship 

between two values derived from financial statements of a company. These ratios were used 

as predictors due to their availability in the financial statements of the firms, which are 

commonly available to the public. The earliest evidence of using financial ratios in separating 

distressed and healthy firms is from the 1930s with the work of FitzPatrick (1932), where he 

compared 13 ratios of failed and successful firms.  

 

The study of Beaver (1966) is considered the pioneering work on failure prediction models. 

He applied a univariate model with 30 financial ratios in which a classification model was 

carried out separately for each ratio, in order to find significant ratios to discriminate firms 

into failed and viable. The univariate analysis was conducted on a sample of 79 failed firms 

and 79 non-failing firms through a period of five years, where he investigated the predictive 

power of each ratio when applied 1-5 years prior to failure. Of the ratios examined, he found 

that Cash flow/Total debt and Net income/Total assets were good predictors for firm failure, 

with a respectively accuracy1 of 78% and 72% for five years preceding failure. For the best 

predictor, Cash flow/Total debt, the probabilities of Type I and Type II errors in the first year 

prior to distress were equal to 5% and 22% respectively, while two years prior, these 

probabilities were 8% and 34% respectively. When predicting financial distress, Type I error 

refers to predicting a firm in distress while it is actually healthy, whereas Type II error refers 

to predicting a healthy firm, but it is actually in distress. Based on this model, Beaver further 

created four propositions that are still highly relevant today. He stated that the larger (1) the 

                                                
1 Calculated as overall accuracy: Correctly classified observations/All observations 
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reservoir and (2) the net liquid-asset flow from operations, the smaller the probability of 

failure. On the other hand, the larger (3) the amount of debt held and (4) the fund expenditures, 

the greater the possibility of failure.  

 

Overall, Beaver’s model seems to have a reasonable performance ability. Nevertheless, a 

univariate statistical analysis might suffer from a number of limitations (Cybinski 2003). To 

mention one, there is a high doubt associated to whether models with one variable are able to 

fully capture all relevant dimensions of a firm, as financial failures often are very complex. At 

the end of his paper, Beaver suggested that using a multivariate approach might provide a 

better model.  

 

2.2.2 Altman Z-Scores 

As an extension to Beaver’s univariate model, Altman (1968) conducted the first Multivariate 

Discriminant Analysis (MDA) on prediction of financial distress. The model is called Z-score 

and is the most well-known model in the literature and is until now still widely used. In his 

research, Altman used 66 manufacturing firms in a period of 20 years (1946-1965) as samples. 

Based on the bankruptcy filings by the National Bankruptcy Act Chapter X, he divided the 

samples into two groups in which 33 firms were considered in a financial distress stage 

(bankrupt) and the other 33 were considered healthy (non-bankrupt). He further matched the 

samples of distressed and healthy firms, using the firm size and industry as criterion. Altman 

evaluated variables in a list consisting of 22 potential financial ratios, from which he ended up 

with five ratios that were the best predictors in terms of overall performance. The five ratios 

are presented together with the final model in Equation 2.1.  

 

         ! = 0.012'( + 0.014'+ + 0.033'- + 0.006'/ + 0.999'1, (2.1) 

where 

X1 = Working capital/Total assets 

X2 = Retained earnings/Total assets    

X3 = Earnings before interest and taxes/Total assets  

X4 = Market value of equity/Book value of total debt  

X5 = Sales/Total assets.      
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Altman’s function gives a value of so-called Z-score where high values indicate healthiness 

of a firm and low values suggest a higher probability of financial distress. Firms with a  

Z-score above 2.99 would be deemed relatively safe, whereas firms with Z-score below 1.81 

are considered to have a high possibility of failure. Scores between 1.81 and 2.99 are 

interpreted as the grey area, in which the model is not able to distinguish between healthy and 

bankrupt firms. Being in the grey area, there still exists a great possibility of company failure, 

hence one should exercise caution.  

 

The results showed high predictive power one year before failure with an overall accuracy of 

95%. The model’s performance however dropped off considerably and down to 72%, 48%, 

29% and 36% accuracy two, three, four and five years before failure, respectively. This 

indicates that when predicting more than two years prior to failure, guessing will yield better 

accuracy than Altman’s model. Moreover, a criticism toward the accuracy of the model is that 

predictions are made in-sample, meaning that Altman predicted observations that was part of 

the data sample used to fit the model. Hence, high accuracy is expected and one could argue 

that 95% accuracy one year prior is not very impressive in this case. When the model was 

tested on a hold-out sample, the accuracy for t-1 was only 79%. Furthermore, the in-sample 

probabilities of Type I and Type II errors one year prior to distress were equal to 3% and 6% 

respectively, and 6% and 28% respectively for two years prior. Compared to Beaver’s 

univariate model, the probabilities of the errors were significantly lower. Altman’s Z-score 

model using MDA seems to be an improvement over the univariate model.  

 

2.2.3 Ohlson O-Scores 

Another famous financial distress model was created by Ohlson (1980) using logit analysis. 

In his paper, Ohlson highlighted some shortcomings regarding MDA. Among other things, he 

argued that the model’s assumptions concerning distributional properties of the predictors in 

MDA may not be realistic as it requires normal distribution of all variables. Accordingly, the 

assumed equality of variance-covariance matrices between distressed and healthy firms 

becomes questionable. He further argued that matching distressed and healthy firms based on 

size and industry is somewhat arbitrary. Firm size should rather be used as a variable when 

predicting, he argued.  
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Ohlson (1980) stated that the use of logit analysis avoids the issues of restrictive 

assumptions. He collected data from the original bankruptcy filings and annual reports (10K) 

spanning from 1970 to 1976. The data included financial information of 105 bankrupt firms 

and 2 058 non-bankrupt firms. Just as prior studies, Ohlson utilized financial ratios for 

predicting financial distress. The final O-score model is as follows: 

							 

4 − 6789: = −1.32 − 0.407 6<!= + 6.03 >?>@ − 1.43 AB>@ 														

+ 0.076 B?B@ − 1.72 4=C=D − 2.37 C<>@ − 1.83 FG>?

+ 0.285 <C>A4 − 0.521 BI<C , 

 

 
 
 
(2.2) 

 

where    

SIZE = Log (Total assets/GNP price-level index) 

TLTA = Total liabilities/Total assets 

WCTA = Working capital/Total assets 

CLCA = Current liabilities/Current assets 

OENEG = 1 if total liabilities exceed total assets, 0 otherwise 

NITA = Net income/Total assets 

FUTL = Funds provided by operations/Total liabilities 

INTWO = 1 if net income was negative for the last two years, 0 otherwise. 

 

The interpretation of O-score is that the higher it is, the higher the probability of default. An 

O-score above 0.5 indicates potential failure within one year, while a O-score below 0.5 is 

considered as safe (Ohlson, 1980).  

 

Ohlson computed three sets of estimates using his logit model. Model one predicted financial 

distress one year prior. Model two predicted two years prior, and model three three years prior. 

These models yielded an accuracy of 96.12%, 95.55% and 92.84% respectively. Same as for 

Altman, these accuracies were based on in-sample predictions. The overall accuracy of the 

model when tested on a hold-out sample was 85% one year prior.  

 

 



 8 

Ohlson optimized the trade-off between type I and type II errors by assessing different cut-off 

points. He showed that for model one, 0.038 is the cut-off point that minimizes the sum of 

Type I errors and Type II errors. The model misclassified 12.4% of the healthy firms 

(Type I error) and 17.4% of the distressed firms (Type II error). For model two, the optimal 

cut-off point was 0.8, yielding an error rate of 8.6% for type I and 20.2% for type II. 

Comparing predictions one year prior, the error rates were considerably higher than 

Altman’s (1968) study. One of the explanations Ohlson offered is the differences in sample 

sizes which makes it difficult to compare the two studies. Moreover, he argued that the 

“lead times” in reporting financial results affect the classifications and that errors would be 

reduced once subsequent annual reports are used to compute the relevant ratios. For two years 

prior, Ohlson’s type II error was actually lower, while type I error was only slightly inferior 

compared to Altman’s.   

 

2.2.4 New Methods 

Odom and Sharda (1990) were the first to utilize neural network technique for bankruptcy 

prediction. They built a neural network model and a MDA model as a standard for comparison 

based on Altman’s study, using the same five financial ratios as Altman. The sample included 

129 companies between 1975 and 1982, of which 65 went bankrupt and 64 were non-bankrupt, 

matched on industry and year. The result showed that, on the same hold-out sample, the 

accuracy of the neural network model was 81.81%, which was significantly higher than the 

result of Altman’s MDA model of 74.28%. 

 

Another popular new method used in financial prediction is the support vector machine 

(SVM). Min and Lee (2005) used SVM to predict company bankruptcy, where the optimal 

parameters were determined using grid search technique and 5-fold cross-validation. They 

found out that SVM model outperforms MDA, logic and back propagation neural network 

models. 
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2.3 Ratio Analysis 

As we have seen from the studies by Beaver (1966), Altman (1968) and Ohlson (1980), 

financial ratios are commonly used as variables in prediction of financial distress. In 2007, 

Bellovary et al. conducted a thorough analysis of 165 financial distress studies published from 

1965 to 2007, in which one of the analysis compared different variables used in past studies. 

From the 165 studies, they observed that a total of 752 different variables were used and 674 

of the variables were utilized in only one or two studies, indicating a plentiful number of 

unique variables. The most common variable was found in 54 studies, and is the ratio of 

Net income/Total assets. The second most utilized variable is the ratio of 

Current assets/Current liabilities (Current Ratio), included in 51 studies. The ten most used 

ratios based on the analysis by Bellovary et al. (2007) are shown in Figure 2.1.    

 
 

 
Figure 2.1: Distribution of the ten most used ratios previously 

 
According to Petersen and Plenborg (2012), financial ratios can be categorized into four main 

categories: (1) Liquidity, (2) Profitability, (3) Leverage and (4) Activity/Efficiency. To explain 

each of them briefly, liquidity refers to the availability of liquid assets, i.e. cash, to pay its 

liabilities when they are due. Profitability is a company’s ability to generate profits from its 

operations. Leverage (or gearing) is related to a company’s capital structure and refers to the 

amount of debt in relation to equity. Efficiency is about how a company uses minimum of 
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input to produce the highest amount of output. In general, we associate great profitability or 

efficiency with robustness in a company, while high gearing or poor liquidity often are 

connected with financial risk.  

 

Looking at one ratio is insufficient when assessing a company’s overall financial stability, 

hence multiple ratios should be considered (Petersen & Plenborg, 2012). One example is that 

liquidity ratios may be ideal, but if profitability or activity ratios are bad, then it creates a 

totally different situation. The ratios will be briefly explained and categorized in descending 

order, starting from the most popular ratio Net income/Total assets.  

 

Net income/Total assets is also called Return on Assets (ROA). ROA measures the 

profitability of a company relative to its total assets. Companies with a high ROA are efficient 

in using assets to generate earnings, and are hence more likely to attract new investors, which 

in turn leads to growth and higher possibility of increased revenues.  

 

J4@ =
C:K	LM78N:
>8KOP	OQQ:KQ

 

 

The second most common variable, Current ratio, is a liquidity ratio that measures a 

company’s ability to cover its current liabilities (i.e. short-term obligations) with its current 

assets. Current ratio is also called the working capital ratio since the formula for working 

capital is current assets minus current liabilities. A ratio greater than 1 is usually a minimum 

because when above 1 it means that current assets exceed current liabilities. The ratio has a 

great importance to lenders.  

BR99:MK	9OKL8 =
BR99:MK	OQQ:KQ

BR99:MK	PLOSLPLKL:Q
 

 

Another liquidity ratio is Working capital/Total assets and it is the third most commonly used 

ratio in past studies. The ratio gives an idea of the amount of assets that is available for a 

company to run its day-to-day operations.  

 

AB	K8	>8KOP	OQQ:KQ =
A89TLMU	7OVLKOP
>8KOP	OQQ:KQ
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Next is Retained earnings/Total assets, which calculates the percentage of total assets funded 

by cumulative earnings. The ratio was first proposed by Altman in 1968 where he used it as a 

measure of leverage in his model. A high score indicates that assets are financed by retention 

of profits rather than from new capital or debt.  

 

J=	K8	>8KOP	OQQ:KQ =
J:KOLM:W	:O9MLMUQ

>8KOP	OQQ:KQ
 

 

Earnings before interest and taxes (EBIT) to Total assets is another profitability ratio. It simply 

shows the profits that the company has generated from its total assets. The ratio is similar to 

ROA, but instead of using net income, EBIT is used.  

 

=X<>	K8	>8KOP	OQQ:KQ =
=X<>

>8KOP	OQQ:KQ
 

 

The Sales/Total assets ratio is also known as the Asset Turnover ratio. It gives an indication 

of a company’s ability to generate sales or revenue using its assets. A higher ratio is generally 

favored because it implies that the company is efficient in using its investments (i.e. assets). 

 

@QQ:K	>R9M8Y:9 =
6OP:Q

>8KOP	OQQ:KQ
 

 

Next on the list is Quick ratio. It is very similar to the Current ratio which is described earlier 

in the sense that they both use current assets and current liabilities to measure liquidity. 

However, they differ because Quick ratio focuses on liquid assets, i.e. assets that can be 

quickly converted to cash, rather than all current assets. This is done by excluding inventory 

from current assets since inventory is generally more difficult to turn into cash.  

 

ZRL7T	JOKL8 =
BR99:MK	OQQ:KQ − <MY:MK89[

BR99:MK	PLOSLPLKL:Q
 

 
Total debt/Total assets is a leverage ratio that shows the proportion of total assets that is 

financed with debt. A high number of ratio implies high degree of leverage and increases the 

financial risk.  

>8KOP	W:SK	K8	>8KOP	OQQ:KQ =
>8KOP	W:SK
>8KOP	OQQ:KQ
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Current assets to Total assets defines the portion of total assets that is occupied by current 

assets. As current assets are essential for forming working capital, this is just yet another ratio 

for liquidity.  

B@	K8	>8KOP	OQQ:KQ =
BR99:MK	OQQ:KQ
>8KOP	OQQ:KQ

 

                     

Net income/Equity is a profitability ratio for Return on Equity (ROE). This is an interesting 

ratio for shareholders as it reveals the profit a company generates with shareholders’ invested 

money, thus it shows their percentage return accordingly.  

 

J4= =
C:K	LM78N:

6ℎO9:ℎ8PW:9Q	:]RLK[
 

 
Using ratios as variables has been a standard procedure for all financial distress prediction 

models to our knowledge as it has shown to yield good predictive results. Developing a 

prediction model, it was assumed that only testing the ten most popular ratios is somewhat 

inadequate because of the small number of variables this will represent. For this reason, we 

found it necessary to include more ratios. We selected six additional ratios that we suspected 

will contribute to enhancement of prediction performance once included. The selected ratios 

and their categorization are presented in Table 2.1. These ratios will not be further explained 

in detail, nevertheless, the categorization gives a good indication of which type of ratios they 

represent.  

 

 
Table 2.1: Categorization of financial ratios 
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3 Methodology 

The methodology section is divided into two main parts. In the first part, we present the 

theoretical framework for the algorithms that our models were built upon. The second part 

considers the methods of evaluation and validation. Here we also discuss the characteristics 

of our data and other factors that need to be taken into consideration. 

3.1 Machine Learning Algorithms  

In the following section, we explain the two classification algorithms – the logistic regression 

and random forest. Logistic regression is a traditional and simple model based on a generalized 

linear model. On the contrary, random forest is a complex non-linear model combined of two 

recent machine learning methods: the classification trees and the bagging algorithm. Their 

different strengths make them compelling to analyse in our research and to find out which 

performs better.  

 

3.1.1 Logistic Regression  

Our response variable financial distress is a qualitative variable that falls into one of the two 

categories, distressed or healthy. In logistic regression, these two categories are represented 

by 1 (distressed) and 0 (healthy).  

 

For any X, logistic regression models the probability that Y belongs to a particular category, 

that is p(X) = Pr(Y = 1|X) written mathematically (James, Witten, Hastie & Tibshirani, 2017). 

The predictions of p(X) must fall between 0 and 1 due to the nature of how probabilities work. 

It makes no sense if  p(X) > 1 or p(X) < 0, which is why some methods such as linear 

regression are not appropriate for classification problems. For this reason, we seek to model 

p(X) using a function that fulfils the criteria for probabilities, i.e. returns outputs between 0 

and 1 for all values of X. James et at. (2017) mentions that this description is met by many 

functions, and one of them is the logistic function,  
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(3.1) 

 

It is easy to see that no matter what values X or the ef′Q take, p(X) will return values between 

0 and 1. Moreover, the logistic function will always produce an S-shaped curve within the 

range [0,1]. Figure 3.1 illustrates an example of a logistic curve.  

 

 

Figure 3.1: Illustration of a probability distribution using logistic regression 

 
In our research, the assigned p(X) represents the probability that a company is financially 

distressed, which creates a useful indicator for whether to predict an individual as healthy or 

distressed. One might for example predict distressed for any company for whom p(X) > 0.5. 

Alternatively, if we want to be more sensitive in predicting companies who are at risk of 

default, we may lower the threshold, such as p(X) > 0.1. In other words, a company is predicted 

as distressed when probability for it is 10% or higher (James et al., 2017). After a bit of 

rearrangement of Equation 3.1, it becomes 

																						log
V(')

1 − V(')
= em + e('( + ⋯+ en'n.  (3.2) 

The transformation is referred to as the logistic transformation of p(X), where the left-hand 

side is called the logit (James et al., 2017). We see that after performing the logit 

transformation, we obtain the standard linear regression model (the right-hand side). It shows 

that the underlying technique of logistic regression is quite similar to linear regression, hence 

the name logistic regression.  
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In the logistic function (Equation 3.1), the coefficients ef′Q are unknown. To fit the model 

and estimate the coefficients, we use the general method of maximum likelihood. We try to 

estimate ef′Q that when utilized in Equation 3.1, yield a predicted probability V of 	that 

corresponds as closely as possible to the actual response of the observation, that is close to 1 

for all companies that are distressed, and close to 0 for all healthy companies. 

James et al. (2017) formalized this intuition using a mathematical equation called the 

likelihood function:  

														ℓ em, e( = V(of)
f:rst(

1 − V ofu ,
fu:rsut(

 (3.3) 

 

where the estimates of emand e( are chosen to maximize this function.  

 

3.1.2 Random Forest 

Decision trees, or more specifically classification trees (in the case of qualitative response), 

are the building blocks of the random forest model. Hence, we will go over classification trees 

before describing the method of random forest.  

 

In general, decision trees go from observations about a predictor (branches) to conclusions 

about the target variable (leaves), where the leaves or terminal nodes are determined by 

predicting that “each observation belongs to the most commonly occurring class of training 

observations” (James et al., 2017). The task of growing a classification tree is done by a 

top-down approach known as recursive binary splitting. It begins at the top of the tree and 

then at each step of the tree-building process makes the best split at that particular step that 

maximizes class separation across the prediction space (James et al., 2017). Each split 

produces two new nodes further down on the tree.  

 

Tree-based methods have the advantage of being simple and useful for interpretation because 

they mimic the human decision-making process (James et al., 2017). However, trees typically 

suffer from high variance, causing lower prediction accuracy. A common solution is to 

aggregate multiple trees which are then combined to yield a single averaged prediction (James 

et al., 2017). Some methods to grow multiples trees are bagging, boosting and random forest. 

We only consider random forest due to its technique of correlation treatment. An improvement 
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with random forest over bagged trees is that only a random selection of m predictors is 

considered for every split in a tree. In this way, random forest decorrelates the trees, leading 

to a variance reduction that outperforms bagging models, which do not address the problem 

of predictor correlation (James et al., 2017). Typically, we select m equals to the square root 

of the total number of predictors (p).  

 

There are several measures of separation ability in a node (node purity) that can be used to 

determine which variable and at what threshold to make the split, namely classification error 

rate, Gini index and cross-entropy (James et al., 2017). Throughout the paper we focus on the 

Gini index which is defined by 

														D = Vvw 1 − Vvw

x

wt(

, 
 

(3.4) 

 

where  Vvw	is the proportion of observations in class k in node m. From the formula it is not 

hard to see that if all of the Vvw′Q are close to zero or one, the Gini index goes towards zero. 

Small values of Gini indicate that observations in a node predominantly falls into a single 

category and we have a highly pure node.  

 

To measure variable importance for estimating target variable, we use mean decrease in Gini 

index. It calculates a variable's total decrease in Gini when making splits, averaged over all 

trees. Since lower Gini index indicates higher node purity, higher mean decrease in Gini means 

higher variable importance.    
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3.2 Evaluation and Validation 

In this section, we will first present the confusion matrix and then discuss the performance 

measures that can be derived from it that best suit our problem. Secondly, we consider our 

class imbalanced data and introduce a baseline for the classification threshold that we used 

under modelling. Lastly, we explain the method of cross-validation and how we performed 

final tests of our models.  

 

3.2.1 Performance Measures 

Confusion Matrix 

A confusion matrix is often used to assess the performance of a classification model. The 

matrix in itself is not a performance measure as such, but almost all of the performance metrics 

can be calculated based on the numbers inside it. Table 3.1 shows an example of a confusion 

matrix.  

 

 
Table 3.1: Confusion matrix 

 
For a two-class classification problem (e.g. distressed and healthy firms), the confusion matrix 

produces four different combinations of predicted and actual values, where two are referring 

to true predictions and two are false predictions. When working with financial distress, true 

predictions might be cases where distressed firms are predicted as distressed, known as 

true positives (TP), or cases where healthy firms are predicted as healthy, which is called 

true negatives (TN). When predictions are incorrect, we obtain false positive (FP) if a healthy 

firm is predicted as distressed, and false negative (FN) if a distressed firm is predicted as 

healthy. TP, TN, FP and FN that are just presented, are whole numbers, from which can be 

used to derive some useful rates.  
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True Rates  

Some common rates to calculate when we have the true and false numbers inside the confusion 

matrix are the corresponding true and false rates. True positive rate (TPR) shows how often 

the model predicts financial distress out of all actual distressed observations, while 

true negative rate (TNR) is the number of predicted healthy firms in relation to all actual 

healthy firms. TPR and TNR are defined as follows:  

 

>yJ =
>y

>y + FC
 

 

 
, >CJ =

>C
>C + Fy

 (3.5) 

 

The false rates consist of false positive rate (FPR) and false negative rate (FNR). FPR is the 

type I error that we briefly explained in section 2.2.1. It shows how often the model predicts 

distress out of all actual healthy observations. FNR on the other hand, is the type II error, and 

indicates the prediction of healthiness out of all companies that are actually distressed.  

 

For any classifier, there is always a trade-off between TPR and TNR (James et al., 2017). If 

we for instance want more of the actual distressed firms to be classified as distressed 

(i.e. higher TPR), a natural consequence is that less of the actual healthy firms will be 

classified as healthy (i.e. lower TNR), since we have favored TPR and distressed firms to 

begin with. The trade-off is important in classification and needs to be considered carefully 

depending on the implications associated with the different error types. A consequence of 

type I error (FPR) is that the management spends too much time on avoiding financial distress 

in a healthy firm and thereby loses out on other relevant business activities, or a bank does not 

grant loan to a healthy firm and loses the opportunity of receiving potential interest. However, 

the cost related to type II error (FNR) is considered as much more severe. If a firm ignores the 

warning signs of financial distress, they might end up having huge financial problems which 

in turn destroys the trust of the company or even worse, results in an ending of the business. 

For a creditor, high FNR implies that they lose all or parts of the capital lent to the company. 

Due to the severity of the implications associated with FNR, it is important to lower the 

classification threshold in order to obtain a higher TPR, which consequently lowers the FNR.  
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ROC curve and AUC 

Another method for evaluating performance is directly connected to the rates we just 

explained. By using the ROC curve (Receiver Operating Characteristic curve), we display the 

true positive rates versus the false positive rates for all possible thresholds (Figure 3.2). The 

associated AUC which is the area under the (ROC) curve, is an important metric for measuring 

the overall performance of a classifier, summarized over all possible thresholds (James et al., 

2017). AUC represents the degree to which a model is capable of distinguishing between 

classes. The higher the AUC, the better the classifier is at predicting distressed firms as 

distressed and healthy firms at healthy.  

 

 
Figure 3.2: ROC curves 

 
Figure 3.2 displays different ROC curves with their associated AUC values. As mentioned, 

the higher the area under the curve the better, an ideal ROC curve will therefore hug the top 

left corner. The green ROC curve follows closely to the corner, which means the model 

separates the classes perfectly and will yield an AUC of 1. In the optimal point to the top left 

corner, TPR is 100% and FPR is 0% (i.e. TNR = 100% because TNR = 100% - FPR). The 

blue dotted curve depicts a situation where the model has some ability to distinguish between 

classes, although not perfect. With an AUC of 0.5 as we see for the grey dashed line in the 

middle, the model has no discrimination capacity, i.e. it has same the probability as guessing 

randomly.  

 



 20 

As ROC curves take into account all possible thresholds, it shows how varying the 

classification threshold impacts the TPR and FPR. At the bottom left of the curve, the threshold 

is high, indicating low TPR and low FPT (i.e. high TNR), whereas at top right, the threshold 

is low, indicating high TPR and high FPR (i.e. low TNR). This is one advantage of the ROC 

curve, because based on the purpose of the model, we can choose the TPR and TNR trade-off 

that we want (Moro, Cortez & Rita, 2014).  

 
 
Overall Accuracy 
 
Another popular performance measure which is used more frequently in the literature is the 

overall accuracy. It shows the proportion of correctly classified values out of all values, and is 

calculated by taking the sum of the true positives and true negatives divided by the total 

number of individuals tested, as shown in the formula below:  

 

4Y:99OPP	O77R9O7[ =
>y + >C

>y + >C + Fy + FC
 

 

 

(3.6) 

Overall accuracy is a good measure when the proportion of each class in the data set is 

somewhat balanced (Dong & Bailey, 2016). However, the measure becomes poor when the 

distribution of the response variables is skewed, i.e. when we have a majority of the response 

variable belonging to one class, because overall accuracy will not be able to reflect a model’s 

ability to discriminate between classes, and will only be misleading. In the next section, we 

will shed light on the class imbalance problem and explain how we chose to deal with it.  
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3.2.2 Class Imbalance 

A classifier with a threshold of 50% is known to yield the highest overall accuracy 

(James et al., 2017). This means that an observation is predicted as distressed if the probability 

for it is larger or equal to 50%, otherwise it is predicted as healthy. However, it requires the 

response variable to be somewhat balanced if we want the model to have the ability to 

discriminate between the two classes.  

 

A problem that we faced was the fact that financial distress is a rare event, as it refers to the 

late stage of corporate decline (Platt & Platt, 2002). Consequently, the number of distressed 

firms is far less than healthy firms in our data set, causing a class distribution which is skewed 

by its nature. Problems arise when data are highly imbalanced. A traditional classification 

model of which the performance is determined by overall accuracy will tend to predict all 

firms as the majority class, so it makes less overall mistakes. If we assume that all new cases 

are assigned to the majority class, we will obtain a null error rate of 9.46% (actual distressed 

firms), and consequently an accuracy of 90.54%. Despite the high overall accuracy, the model 

is unreliable and useless if it is incapable of detecting the individuals in the minority class and 

discriminating between the two classes. As such, using a classification threshold of 50% may 

not be the best solution when data are imbalanced.  

 

One approach to deal with the problem is to regulate the frequency of distressed and healthy 

firms, so that the data become balanced. This can be done by either undersampling the majority 

class or oversampling the minority class, which in practice requires that we remove an 

excessive amount of healthy firms or adding more copies of the distressed firms (He & Ma, 

2013). However, Berg (2007) argued that the manipulated data are not representative of the 

real population and thus limits the accuracy and applicability in the real world. Instead, he 

changed the classifying threshold. Berg (2007) lowered the threshold to 10%, meaning that 

any firms with a higher or equal probability, would be classified as distressed. By lowering 

the threshold, it would produce a lower overall accuracy because more of the healthy firms 

would be predicted as distressed. At the same time, the model’s ability to discriminate 

improves, which is far more important than the overall accuracy alone. Acknowledging this, 

we will not put too much weight on overall accuracy and primarily focus on AUC to evaluate 

the performance of our models. Moreover, we chose to do as Berg (2007) by lowering the 

threshold to 10% and using this as our baseline threshold.  
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3.2.3 Cross-Validation 

It is important to validate the models that are created. We are interested in how well the fitted 

model works in predicting some previously unseen data (James et al., 2017). It should be 

stressed that training and validating a model on the same data is not optimal, as it often leads 

to overfitting. A consequence of overfitting is that the model performs poorly when predicting 

new data, even though the model has learned the data set very well. A good approach is 

therefore to hold out some data when training the model. For example, one can split the data 

set into a training set and a validation set, then fit a model using the training data and apply it 

on the validation data set to estimate how it performs when predicting the unseen data.  

 

The method of using one training set and one validation set is called the validation set 

approach. An advantage of the method is its simplicity. Nonetheless, the drawback is that the 

validation error can be highly variable due to the randomness of the training/validation split. 

A method that deals with this problem is the k-fold cross-validation (k-fold CV) where 

validations are performed k times, each time using a different one of the k folds as the 

validation set. This results in k validation error estimates, which are then averaged to obtain 

the final validation error. Since the validation process is repeated several times, k-fold CV is 

more stable than the validation set approach method, which is why we used it to validate our 

models. 

 

When choosing k, the bias-variance trade-off needs to be considered. Too much bias leads to 

underfitting, while too much variance leads to an overfitted model. In order to build a good 

model, finding a balance between bias and variance that minimizes the total error is therefore 

essential. With respect to k-fold CV, lower value of k results in lower variance, but higher 

bias, while higher k leads to lower bias, but higher variance. Given the consideration of the 

bias-variance trade-off, one should choose k = 5 or k = 10, as these have been shown 

empirically to result in validation error estimates that suffer from neither very high bias or 

variance (James et al., 2017). We chose to pick the lower k and thus performed 5-fold CV on 

our models, which is less computationally expensive, seeing that we were using a large data 

set. 
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The purpose of the validation phase under cross-validation is to select the best performing 

approach and estimate how well the model has been trained. The last step is the application 

phase where we apply our model to real-world data that were held out in the beginning and 

completely unseen under the whole training and cross-validation process. The idea is not to 

make any further changes or improvements to the model, but to see how it performs when 

applied to the real world.  
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4 Modelling 

Before we could start building the models, we had to go through the processes of data 

treatment. In this section, we present our data set, explain how we selected variables and 

created an indicator for financial distress. Furthermore, we provide a walkthrough of the six 

steps of our data preprocessing.  

4.1 Introduction to the Data 

Our data was obtained from a database provided by the Centre for Applied Research (SNF) at 

the Norwegian School of Economics. The complete data set consists of accounting and 

company information for all Norwegian firms for the years 1992 to 2016, with some minor 

exceptions of companies that have been left out due to missing data. The database is a result 

of a collaboration between different organizations (Berner, Mjøs & Olving, 2016). While the 

majority of the accounting data was provided by Dun & Bradstreet (D&B), other company 

information was delivered by governmental institutions in Norway, such as Statistics Norway, 

Norges Bank and Brønnøysund Register Centre. For more details about the data, we refer to 

the working paper by Berner et al. (2016).     

   

It should however be noted that we did not use the whole data set back from 1992, but instead 

limited the data from 2013 to 2016. Some of the reasons for not using data from all years are 

that new accounting standards have been implemented and there is a certain lack of 

observations during the initial years. More importantly, market conditions have changed. 

Consequently, we believe that using data from recent years will more effectively reflect the 

present economic environment for business, and hence should be used to build predictive 

models for financial distress. We have used companies in 2013 to train our models. While for 

the final testing, the trained models have been applied on companies in 2014.  
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4.1.1 Variable Selection 

Previous studies found ratios relevant for predicting financial distress, thus we primarily used 

ratios as variables in our models. The ratios that we incorporated are discussed in section 2.3 

about ratio analysis, and were calculated accordingly based on their formula and by employing 

the data from the income statement and the balance sheet.  

 

Aside from the accounting ratios, we found some other company information interesting and 

that we wanted to test. We recall from the literature review part section 2.2.3 Ohlson’s (1980) 

criticism on how size was used to match distressed and healthy firms, and thereby he 

concluded that size rather should be used as a variable. Another researcher, Shumway (2001), 

argued that market variables contain important information which is helpful for predicting 

financial distress. In his research, he found that the model consisting of both the financial ratios 

and market variables has improved performance compared to the model that consist of only 

ratios. Size is one of the market-driven variables he points out. Based on this, we chose to 

include firm size as a predictive variable in our models.  

 

Firm size can be measured in several ways depending on how one defines it and considers as 

“big”. We created two different variables as measures for firm size. The first one is log of total 

assets. Total assets are all the resources with economic value owned by a business. It is 

therefore natural to assume that total assets reflect company size, so the greater the total assets, 

the greater the size of the company. The second measure is related to number of employees. 

Companies with large number of employees are normally considered as big. However, it is 

not uncommon for big companies (with large total assets), such as big real estate companies 

to have a small number of employees.  

 

Moreover, we included the variables of sector, number of shareholders, number of board 

members, and lastly, the number of female board members. By doing this, we wanted to test 

if there are any particular sectors that are more prone to financial failure, or whether a high 

number of shareholders or board members leads to diverse opinions within the company, 

which consequently impacts the corporate governance. It was also interesting to see whether 

having female board members has any impact on a company’s performance.  
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In summary, this sums up to 22 independent variables. A complete list of the variables is 

presented in Table 4.1 below:  

 

 

 
Table 4.1: Selected variables 
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4.1.2 Response Variable 

Financial distress is not easily definable as we mentioned earlier in section 2.1, and it is a 

matter of definition when a firm is financially distressed. Based on previous research, we 

describe a firm as distressed if it has major struggles with operational activities, unable to pay 

its obligations when due and/or has filed for bankruptcy. It is an insolvent stage with rare 

chance of reversing the condition if no actions are taken.  

 

However, unlike bankruptcy which the O-score and Z-score models are based on, having debt 

default or problems with daily activities is not so straightforward and easy to be observed. 

Insolvency does not necessarily mean that companies have no cash in their account. In fact, 

even bankrupted companies rarely have their cash balances literally falling to zero (Beaver 

et al., 2011). Furthermore, it is also inaccurate to focus on the proportion of liabilities to total 

assets. Liabilities is not in-and-of-itself a financial indicator of poor economic quality of a 

company. For some types of businesses, it is totally normal to have a large proportion of 

liabilities despite healthiness. Airlines are an example of such business. As one of the biggest 

airline companies in the world, United Airlines has a debt to asset ratio as high as 77.68% at 

the end of 2018 (United Airlines, Inc., 2018). However, great percentage of liabilities can be 

a sign of default risk, which is why liability occurs frequently in the financial ratios. Given 

that there is not anything specific to look for in accounting information that applies for all 

firms, it is problematic and risky to create our own measure for financial distress only based 

on information from financial statements. We instead utilized Dun & Bradstreet’s credit 

ratings of companies, which are included in our data set.  

 

D&B is a corporation that offers information on companies’ creditworthiness. With more than 

170 years’ experience into what makes businesses fail, D&B has developed advanced scoring 

algorithms that combines a company’s size and its balance sheet information to give an overall 

rating for companies around the globe (Dun & Bradstreet, 2013). Ratings are given based on 

a thorough estimation of default risk, and are hence practical as an indicator of financial 

distress that also has the meaning of defaulting events.  
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In the Nordic countries, D&B uses a Triple A rating system. An explanation of the rating codes 

is shown in Table 4.2. The estimated default rates were obtained from a study by Moody’s 

(Hamilton, Ou, Kim & Cantor, 2007), as Dun & Bradstreet has not published the associated 

default rates for their rating system. Moody’s uses a similar triple A system, thus we 

considered the default rates as comparable for the two credit rating agencies.   

 

 
Table 4.2: Rating system of Dun & Bradstreet. Approximate default rates obtained 
from Moody’s. 

 
With an estimated default rate of 30%, C-rated companies demonstrate very low credit quality 

and substantial risk of default. 30% default rate implies that the C-rated company has 30% of 

their debt being unpaid for an excessive amount of time. For this reason, we believe that having 

a C-rating is reasonably correspondent with the definition of a firm being financially distressed 

which is “unable to pay its debt when due”. However, recognizing that financial distress refers 

to a severe economic condition with rare chance of getting better, and that a C-rating could be 

a temporary one-year case, we only consider a C-rated company as financially distressed if it 

has been rated C for at least two consecutive years. Moreover, we identify bankrupt firms as 

financially distressed, as suggested by Beaver (1966).  

 

To further justify our choice of using C-rating for two consecutive years as an indicator of 

financial distress, we analyzed the ratings of companies in the third year. Figure 4.1 displays 

companies’ ratings in year 2015 after scoring C in both 2013 and 2014. We can immediately 

see the overwhelming results of NAs (missing values) and C, followed by some less frequent 

ratings, B and bankruptcy. If a company persists with a C-rating in the third year, it indicates 

that the financial situation did not improve and the company still has an estimated debt default 
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of approximately 30%, which is then safe to infer that the company is financially distressed. 

A more interesting question is what the vast amount of NAs entails. After analyzing the 

data set more closely, we observed a pattern of companies with NA-rating being followed by 

NAs for consecutive years, majority of the cases, which implies that the company disappeared 

from the rating system and most likely went bankrupt. It is therefore reasonable to assume that 

the occurrence of NAs has close connection to firms filing for bankruptcy. Seeing that a large 

number of companies rated C for two years persists with C-score or go bankrupt (NA) and not 

turning better, it is fair to use this as an indicator of financial distress. Similar results were 

obtained when the same analysis was performed for other years. It is nevertheless worth 

noticing that not all companies with NA are going to be bankrupt, but is a pattern that we have 

observed, and we need to be careful before making any conclusions about NAs.  

 

 
Figure 4.1: Distribution of credit ratings in year 2015 for companies that scored C 
in both 2013 and 2014 

 
Predictions are made for whether or not a company will enter financial distress within the next 

two years. We believe this time frame is optimal because companies tend to stop submitting 

financial statements before they go into liquidation (Theodossiou, 1993), making it difficult 

to obtain enough data to predict right before distress. Another argument is the trade-off 

between early and late financial distress predictions, where predicting too much in prior 

weakens the reliability of the predictions, whereas predicting too late restrains stakeholders 

from acting on information on time. We consider that a two-year period gives business 

managers some time to react, and at the same time it is not too early that the model becomes 

unreliable.  
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Looking at the distribution of the response variable for companies in 2013, we observed that 

distressed companies constitute only a small fraction of all the observations. Distressed 

companies amount to approximately 10.33% of the data, thus the other 89.67% are all healthy 

companies. The skewed distribution between distressed and healthy firms is in line with the 

class imbalance problem we have described in section 3.2.2.  

 

4.1.3 Data Preprocessing 

Our data preprocessing consised of six steps: 1) data cleaning, 2) calculate variables, 3) data 

labelling, 4) selection of samples, 5) dealing with missing and extreme values and 6) removal 

of strongly correlated variables.  

 

1) In the data cleaning part, companies that lack critical information for modelling or are 

outside the scope of the thesis were removed. For each year, there are two files for a company. 

One contains companies' accounting data, e.g. sales revenues and current assets. The file 

contains about 162 accounting variables. The other file includes company information, e.g. 

credit rating and number of board members. We only considered the firms in 2013, since they 

were used to build our models, and removed the firms that did not exist in both the accounting 

system and the company information system. Having information from both was essential for 

the modelling. The number of observations removed in this step was less than 0.1% of the 

total sample. Bankrupt companies in 2013 were also removed, which amounted to about 5% 

of the total sample. As they were already bankrupt, there was no point for further prediction. 

 

The original data contain corporations with 42 different company forms including 

municipalities, church council and associations etc. These companies might be very different 

in terms of funding source, company structure or financial behavior from companies whose 

goal is to maximize profits. As such, we chose to limit our research object to companies that 

belong to one of the five most common company forms in Norway: "AS", "ASA", "ANS", 

"DA", "ENK"2 (Altinn, 2019), which cover about 97% of the total data set.  

 

                                                
2 Description: limited share company, public limited company, unlimited company, shared liability and sole proprietorship, 
respectively. 
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2) The next step was to calculate the variables since ratios are not directly available from the 

accounting data. Companies in the accounting data set have vastly different sizes of asset, 

debt, income etc. Calculating ratios brings them on one scale and avoids the need for further 

normalization and standardization. Size of the companies was also included as a variable by 

utilizing companies’ total assets. However, considering the large values of total assets 

compared to our ratios, we scaled them down using the logarithmic transformation (log10). 

Furthermore, we extracted some additional variables, for example, size of board, number of 

shareholders and sector category. We ensured that they were of the same scale as previous 

variables. The sector variable was further transformed into a categorical variable.  

 

3) Creating labels for companies was the third step. As mentioned before, our objective is to 

predict financial distress within the next two years. Hence, the model uses data from t-2 

(corresponds to year 2013 in our model building process) for the prediction and classifies 

companies that score C in both t-1 and t as distress, in addition to companies that become 

banktupt in either t-1 or t. The following table demonstrates the process of labelling (Table 

4.3). After this step, 10.33% of the companies in 2013 were labelled as distressed, and 89.67% 

were labelled as healthy.  

 

 
Table 4.3: Labelling of companies 

 
4) Taking into consideration the limited computing power of our computers, we decided to 

downsize our sample from more than 200 000 companies to 30 000 companies. We randomly 

selected 30 000 companies from our data set and did not change the distribution of healthy 

and distressed companies. Keeping the classes imbalanced ensures a representable sample of 

the population and that our model is applicable in the real world. 
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5) Despite that data from SNF have been quality checked, we noticed some variables with 

missing values. As a consequence, many companies have infinite or extreme values in their 

ratios, which can impact the following modelling process. One way of defining outliers is by 

using the interquartile range (IQR). Usually, the lower limit and upper limit of an non-outlier 

are 1.5 IQR from the first and third quartile (Deep, 2006). However, the influence of outliers 

is limited when we are working with a large data set. Moreover, recognizing that the real world 

is filled with outliers and that we seek to build models that are applicable to real populations, 

we wanted to ensure that we did not delete valuable observations. As such, we relaxed the 

standard to define a value as an outlier only when it is more than 10 IQR away from the first 

or third quartile, and we replaced the value with “NA”.  

 

Little and Rubin (2002) suggested that observations should not be deleted if a variable has 

more than 5% missing data. Five percent is a considerable amount, thus deleting this amount 

of observations omits the valuable information they might contain. Following the rule of Little 

and Robin, we checked all the variables. Even for the variable with most outliers and missing 

values, the number is less than 2% of the total observations. In applying this principle more 

carefully, we decided to only remove observations that had three or more missing values (NA). 

The rest of NAs were filled with the mean of the same variable. The total number of 

observations removed during this step was 4.3%. In this process, the proportion of distressed 

companies dropped from 10.33% to 9.46%. This shows that distressed companies have more 

missing values and outliers than healthy companies, which indicates that outliers contain some 

information. However, since the percentage change was small, it did not affect the distribution 

in any significant way.  

 
6) Statistical inferences made about the data may not be reliable with the presence of high 

correlation between features. Hence, we identified the highly correlated variables in our data 

by visualizing a correlation matrix heat map (Figure 4.2). The darker the color, the stronger 

the correlation is. Dark blue and dark red represent strong positive and negative correlation 

respectively. Note that Figure 4.2: Heat map of the correlation matrix only includes the 

variables up to x17, because x18 - x21 have shown to yield small overall correlation and x22 

(sector) is a categorical variable (see Figure A1.1 in appendix for the whole correlation 

matrix). We removed highly correlated variables by setting the threshold to ± 0.8, and we 

found a strong correlation between x1 and x5, and also between x2 and x7. For definition of 

the variables, we refer to Table 4.1.  
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The results are not so surprising. It is not hard to see that the correlated variables actually are 

very similar. The only difference between x1 (Net income/Total assets) and x5 (EBIT/Total 

assets) is the replacement of net income with EBIT, and for x2 (Current assets/Current 

liabilities) and x7 (Current assets - inventory /Current liabilities), the difference is that the 

latter excludes inventory from the current assets. Some companies simply do not have or have 

a small amount of inventory. For both of the cases where one variable is computed from the 

other variable, the extra variable does not convey extra information and rather represents a 

repetition and noise in the data. The solution was to remove one variable from each of the 

correlation-pairs, and we decided to remove the less popular ones, x5 and x7.  

 

 
Figure 4.2: Heat map of the correlation matrix 
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4.2 Model Building 

The following section describes how we selected the best performing approach of the models 

with respect to variables, hyperparameters and classification threshold by using 

cross-validation. The purpose of doing this is to use the best approach to refit the model on the 

whole training set in the end, resulting in the final model that will be used in our tests. 

 

4.2.1 Choosing Variables 

After fitting a logistic model with all the variables, we performed a chi-squared test on the 

model to assess whether the variables are able to explain the variation in the response variable. 

Chi-squared test considers each variable individually against the response variable assuming 

that the null hypothesis is true, i.e. there is no relationship between the response variable and 

the independent variable (Freitas & Freitas, 2013). The purpose is to find statistical 

relationships between two variables that are significant enough to reject the null hypothesis. 

We looked at the p-values from the results and noticed that the variables x10, x11, x12, x14, 

x20, x21 and x22 were of no significance (Table A2.1 in Appendix). It implies that there is 

not much value added when incorporating these variables to the model, hence we decided to 

remove them and only considered the remaining variables as candidates for inclusion in the 

model. Next, we looked at the variables’ performance when seen in group (the multiple logistic 

regression) (Table A2.2 in Appendix) and fitted a new final model consisting of variables that 

show significance at the 0.1 level, i.e. variable x1, x4, x6, x8, x9, x13, x15, x16, x17 and x19. 

As a result, the model’s mean AUC of the 5-fold cross-validation increased from 0.6593 (all 

variables) to 0.6613 (selected variables).  

 

4.2.2 Hyperparameter Tuning 

For the random forest model, we had to select the number of splitting variables m and the 

number of trees to grow in the “forest”.  James et al. (2017) mentioned that m typically is 

selected to be equal to the square root of p (total number of predictors). In our case, where we 

have 20 predictors, the square root equals to 4.47. We tested the model with m = 3, m = 4 and 

m = 5, in order to see if any performs better. Using cross-validation to test the different values 

of m, we decided to proceed with m = 4. Similarly, for the number of trees, we applied 
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cross-validation to the random forest using different number of trees each time, and noticed 

no significant improvements of AUC after growing around 300 trees. We argue therefore that 

using 300 trees is sufficient to give good performance. Finally, we fitted the random forest 

model using all variables. Note that we have tested different combinations of variables to 

include in the model according to each variable’s mean decrease in Gini (Figure 5.3 under 

Results), but noticed that using all variables was superior in terms of AUC.  

 

4.2.3 Optimization of Threshold 

Logistic Regression  

We performed a 5-fold cross-validation on the logistic model first by using the baseline 

threshold of 10% and obtained an averaged (over the five folds) confusion matrix as shown in 

Table 4.4. The associated overall accuracy is 74.63%, which at first sounds not bad. The table 

shows that the model predicts healthy firms quite well with a TNR of 77.27%. For the 

distressed firms however, the model is only able to classify 48.38% correctly, implying that 

the model has little discriminatory power, as it tends to predict the over-represented category 

(healthiness). With a TPR of 48.38%, even guessing yields better results.  

 

 
Table 4.4: Confusion matrix with baseline threshold – Logistic regression 

 
In order to say that the model has the ability to distinguish between the two classes, both TNR 

and TPR have to be higher than 50% as a minimum. As an attempt to improve the model, we 

tried to optimize the classification threshold while carefully consider the trade-off between 

TPR and TNR. We obviously want a higher TPR because, as outlined in section 3.2.1, it is 

costly to mistakenly predict an unhealthy firm as healthy (type II error). However, while 

making type II error is undesirable, it will be ignorant to force the TNR down to 50%, seeing 

that we have a large number of healthy firms (~90%) in our data set which as well reflects the 

real-world distribution. To put it another way, a small adjustment of TNR has large influences 

on financial distress predictions of the healthy firms. Taking into account that type II error is 

costly, but at the same time, the large number of healthy firms that can not be disregarded, we 
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decided to optimize the threshold such that TPR = TNR. Figure 4.3 displays TPR and TNR 

over different thresholds. As the figure shows, around 8.6% is the optimal threshold where 

TPR and TNR are equal. Hence we changed the classification threshold to 8.6% and tested the 

model again.  

 

 
    Figure 4.3: Optimization of threshold such that TPR equals TNR – Logistic regression 

 
A new mean confusion matrix was obtained by optimizing the threshold (Table 4.5). We learn 

that TPR increases from 48.38% to 61.71%, while TNR decreases from 77.27% to 62.31%. 

This results in a drop of the overall accuracy that now is 62.25%, compared to the accuracy 

before that was 74.63%. It has nonetheless been argued before that overall accuracy is not a 

suitable indicator for our data, thus one should not put too much focus on it. What is more 

important is that both TPR and TNR are above 50%, indicating that the discriminatory power 

of the model has enhanced. Overall accuracy and AUC for all five folds are summarized in 

Table 4.6. The mean AUC is 0.6613 for the logistic model. 

 

 
Table 4.5: Confusion matrix with optimized threshold – Logistic regression 
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Table 4.6: Cross-validated results – Logistic regression 

 
 
Random Forest 

Similarly to the logistic model, the random forest model was cross-validated with five folds 

and by using the baseline threshold of 10%. This resulted in a confusion matrix as shown in 

Table 4.7. As we can see from the table, TPR is 60.08%, while TNR amounts to 65.31%. With 

both TPR and TNR being above 50%, this means that even with the baseline threshold, the 

model has some ability to discriminate between distressed and healthy companies. This result 

was further improved by optimizing the threshold, as we want a model that is relatively as 

likely to predict distressed firms correctly as to predict healthy firms correctly (TPR = TNR). 

Figure 4.4 illustrates the true rates and indicates that the optimal threshold lays around 9.5%.  

 
 

 
Table 4.7: Confusion matrix with baseline threshold – Random forest 
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Figure 4.4: Optimization of threshold such that TPR equals TNR – Random forest 

 
We fitted the model again using the optimized threshold and obtained a new confusion matrix 

as displayed in Table 4.8. The new model is able to predict 62.85% of the distressed firms 

correctly, while for the healthy firms 62.6% are predicted correctly. The results after 

optimization are clearly more balanced than with 10%-threshold that yielded a TPR and TNR 

of respectively 60.08% and 65.31%. Table 4.9 presents the results of the five folds. The mean 

AUC archived for the random forest is 0.6691. 

 

  
Table 4.8: Confusion matrix with optimized threshold – Random forest 

 

 
Table 4.9: Cross-validated results – Random forest  
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5 Results 

After selecting the best performing approach by choosing variables and parameters such as 

number of trees and classification threshold, we refitted both models on the whole training set 

and tested them on an unseen test set with 9 576 companies from 2014. We will first look at 

the test results compared to the cross-validation results, and then look into the models’ ROC 

curves and important variables, before presenting a comparison of the models. 

5.1 Logistic Regression 

Logistic regression produces the confusion matrix shown in Table 5.1. We compare the results 

using the test set and cross-validation in Table 5.2. Not surprisingly, we observe that the 

performance of the model has dropped a little when using the test set. AUC has decreased 

from 0.6613 to 0.6407, whereas overall accuracy decreased from 62.25% to 59.83%. 

Consequently, both TPR and TNR dropped slightly. Other than that, the model’s test results 

are quite comparable to the results from cross-validation.  

 

 
Table 5.1: Final confusion matrix – Logistic regression 

 
Table 5.2: Comparison of CV results and test results – Logistic regression 

 
Figure 5.1 illustrates the model’s associated ROC curve. As the curve is on the left side of the 

diagonal line, it verifies that the logistic model has some ability to distinguish between 

distressed and healthy firms. The shape of the curve indicates that the model performs fairly 

well for the TNR (summarized over all thresholds). When TPR reaches 50%, TNR remains 

over 70%. However, as TPR rises (above 50%), larger cost is introduced for the TNR, because 

it is difficult to achieve high TPR without sacrificing large amount of TNR, which is true from 

what is characteristic of our data.  



 40 

 
Figure 5.1: ROC curve – Logistic regression 

 
Looking at the summary statistics of the final model (Table A2.3 in Appendix), logistic 

regression suggests that the variables Net income/Total assets, Retained earnings/Total assets, 

Total debt/Total assets, Current assets/Total assets, Debt/Equity, Log of total assets and 

Number of shareholders have the strongest significance, indicating that these variables might 

be important predictors for explaining financial distress.   

 

Paying attention to the coefficients of the variables in the summary statistics, we observe that 

having higher Net income/Total assets, Retained earnings/Total assets, Log of total assets or 

Number of shareholders reduces the probability of financial distress. On the other hand, with 

increasing Total debt/Total assets, the probability of financial distress increases. The 

abovementioned connections are quite intuitive. However, we have also noticed two not so 

intuitive connections from the results: 1) Higher Current assets/total assets increases the 

probability of financial distress and 2) Higher Debt/Equity reduces the probability of financial 

distress.  

 

The definition of current assets is cash and other assets that are easily converted to cash, such 

as accounts receivable and inventory. It is contradictory to conclude that a company with large 

amounts of cash is not able to pay back its debt. However, the observed relationship can be 

related to the cost of holding excessive cash (opportunity cost). Moreover, if a company has 

huge inventory over a long period of time, it can indicate that the company has problems with 

turning over the inventory and make sales, which might consequently force the company into 

financial failure.  
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When it comes to debt to equity, the result is conflicting from what we get from the other 

variable Total debt/Total assets which says that higher debt increases the chance of financial 

distress. It is generally agreed upon that companies with high debt are associated with high 

risk and are therefore more likely to be unhealthy. The coefficient for debt to equity is 

suggesting the opposite with its slightly negative (-0.016) coefficient. Our assumption to these 

contradictory results is that finding a balance between debt and equity is essential. Having a 

high D/E ratio could be dangerous from a creditor's perspective. For a company however, it is 

important to maintain a reasonable D/E ratio. Companies that are able to utilize external 

sources of finance are more likely to outgrow companies that only have access to their own 

financial sources. The optimal debt to equity ratio depends on the financial status of the 

company, industry as well as other factors. A ratio of 1 to 1.5 is generally considered as good 

(Mandan, 1978). From our data set, we observe that the median of debt to equity ratio for 

Norwegian firms is 1.48, which is a healthy number.  

 

Note however that these are just potential explanations of the coefficients. Logistic regression 

is known to be an unstable model that produces varying coefficients each time. Hence the 

interpretation of the coefficients needs to be exercised with caution and it would be necessary 

to consider them together with the other mentioned variables indeed. 
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5.2 Random Forest 

The confusion matrix that we obtained using random forest is displayed in Table 5.3. A 

comparison of the CV results and test results is presented in Table 5.4. Similarly to logistic 

regression, the performance dropped slightly when the model was applied to the test set. We 

observe that AUC has decreased from 0.6691 to 0.6558, while accuracy decreased from 

62.53% to 60.05%. Moreover, it is noticeable that the true rates are not as balanced as the 

CV results, which can be argued is caused by a different distribution of the response variable 

in the test data. TPR is quite similar to before, TNR on the other hand has dropped with almost 

three percentage points.   

 

 
Table 5.3: Final confusion matrix – Random forest 

 

 
Table 5.4: Comparison of CV results and test results – Random forest 

 
The model’s associated ROC curve is displayed in Figure 5.2. It looks very similar to the curve 

produced by logistic regression. Hence, the same logic applies for this ROC curve by random 

forest, that is the model performs well for TNR, but sacrifices larger amount of it when trying 

to achieve TPR higher than 50%.  
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Figure 5.2: ROC curve – Random forest 

 
Random forest returns the mean decrease in Gini according to each variable’s importance in 

separating observations while making splits in the trees (Figure 5.3). The results are largely 

aligned with those we obtained using the linear regression. It suggests that Log of total assets, 

Retained earnings/Total assets, Net income/Total assets and Total debt/Total assets are 

important variables that contributes the most when reducing the Gini, i.e. same variables as 

logistic regression. However, in contrast to summary statistics produced by logistic regression, 

mean decrease in Gini does not indicate a relationship between the explanatory variable and 

the response variable as the model is non-linear. It only indicates the degree of importance. It 

is nonetheless reasonable to assume that higher Log of total assets, Retained earnings/Total 

assets and Net income/Total assets reduce the chance of financial distress when making splits 

in the trees. Total debt/Total assets on the other hand should be considered with care, as we 

already argued for that maintaining a reasonable debt ratio is positive.  

 

The next important variables that follow are Cash/Current liabilities, Net income/Sales and 

Debt/Equity. It would be natural to assume that managing to have sufficient cash to cover its 

liabilities or high net income per kroner of sale is positive. Debt to equity is similarly as before 

considered as an important variable as well.  

 

Current assets/Total assets and Number of shareholders that were significant in logistic 

regression are now ranked relatively low by random forest, which reduces their chance of 

being as important as before. As opposed to logistic regression, Number of shareholders is 

ranked as the second worst variable. The most likely reason why the number of shareholders 
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was important in the previous model is the correlation of it with Log of total assets which is 

considered as highly important in both models. The correlation matrix shows that the 

correlation between these two variables is 0.4 (Figure A1.1 in Appendix). 

 

 
Figure 5.3: Variable importance in random forest 
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5.3 Comparison 

The results from logistic regression and random forest are presented in Table 5.5. Both models 

were able to correctly classify approximately 59.8% of the healthy firms. For the distressed 

firms, logistic regression correctly classified 60.52%, compared to random forest that was able 

to predict 62.55% correctly. The results show that both models have some classifying power, 

but random forest is slightly superior because of the higher TPR, overall accuracy and AUC. 

Although random forest represents a slight improvement over logistic regression, we notice 

that overall error is quite high. In fact, 39.95% of the observations were classified incorrectly. 

The results are hence not very impressive.  

 

 
Table 5.5: Comparison of the results from logistic regression and random forest 

 
The ROC curves from both models are displayed together in Figure 5.4. As we can observe, 

the curves are very close to each other, indicating similar performance of both models. For the 

overall TNR, both models perform fairly well. The performances for TPR are however not so 

well unless trading away larger amounts of TNR, causing poor overall accuracy if we want a 

reasonable TPR. The slightly higher curve of random forest indicates that this model is 

superior. 

 

 
Figure 5.4: ROC curves of logistic regression (green) and random forest (blue) 
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6 Discussion 

Developing models to predict financial distress aids in preventing companies from going 

bankrupt and contributes to maintaining a healthy market. In this thesis we have developed 

two models to predict financial distress using accounting data from Norwegian companies. 

The objective of this section is to provide an answer to our research questions and discuss our 

results in comparison to previous literature. 

6.1 Models of Financial Distress 

In our first research question, we aimed to address whether our model had a good prediction 

power which could be applied to real world situations. We obtained similar results for logistic 

regression and random forest, with AUC of respectively 0.6407 and 0.6558, and overall 

accuracy of 59.83% and 60.05%. Regarding the TPR and TNR, logistic regression was able 

to predict 60.52% correctly for the distressed firms, while 59.75% for the healthy firms. For 

random forest, these numbers were 62.55% and 59.77% respectively. Overall, random forest 

showed a slightly superior performance compared to the logistic model. The results indicate 

that our models have certain predictive power, but there is room for improvement.  

 

The superior performance of random forest might indicate non-linear relationships in the data, 

which we believe is true after what we have argued about the debt ratios. Logistic regression 

is generally better suited when data is linearly separable. An advantage of random forest is the 

decorrelation procedure that the model imposes on each subtree, making it suited to process 

features that are correlated. Moreover, it seemed like random forest were superior in learning 

the complex patterns in the class-imbalanced data as less adjustment of the threshold (9.5%) 

was needed in order to maximize TPR and TNR compared to logistic regression that had to 

decrease the threshold to 8.6%. While random forest seemed to perform slightly better in our 

data, the complex model of 300 trees took considerably longer time to compute. Logistic 

regression has the advantage of being easier to interpret and has a faster computational time.  

 

Comparing the performance of our models to previously created models at two years prior, we 

noticed that all of the three models: Beaver’s univariate model, Altman’s Z-score and Ohlson’s 

O-score outperformed even our best random forest model in terms of overall accuracy, TPR 
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and TNR. The different results may nevertheless be explained by a numerous of reasons, like 

the different definitions of financial distress and approaches of modelling and testing.  

 

We have mentioned in section 2.1 how different financial distress has been used in the past 

due to the vagueness of the term. Altman and Ohlson solely looked at bankruptcy as the criteria 

of distress, whereas Beaver looked at it in a broader spectrum including companies at the 

stages before bankruptcy. Our choice of a broader term of financial distress is aligned with 

Beaver’s definition and is motivated by the fact that we want an early prediction of financial 

distress. We believe that this has had an impact on the performance, as bankruptcy is an 

extreme situation which might be easier for the model to learn, as opposed to our extended 

definition.  

 

Moreover, two of the aforementioned models, Beaver’s model and Altman’s Z-score, were 

created based on a balanced response variable. Modified distributions such that both responses 

are equally likely to be detected by the model might be argued are not representable of 

real-world distributions. This makes the models less applicable in real use, which is why we 

decided to keep the imbalanced distribution. Besides keeping the real distribution when 

sampling, we obtained a considerably larger sample size of data, in order to create a more 

representative sample of the population and to limit the influence of extreme observations. 

Another difference is our use of recent data. Previous models were built based on company 

data from their period. We assume that the performance of the previous models will no longer 

be as impressive when applied to companies today. 

 

Lastly, but perhaps the most important reason for different results is the various approaches in 

testing the models. We have tested our models using an unseen test set which was held out 

from the beginning. The models of Alman and Ohlson however, were tested using in-sample 

data, meaning that the same data used to train the model was used to test the model. We learnt 

that when the models that predict one year prior to failure were tested out of sample, the 

performances were significantly worse. We do not have the exact numbers for two years prior 

however, but we can still argue that Alman’s and Ohlson’s two years prior in-sample accuracy 

of respectively 72% and 95.55% are not very impressive, compared to our best model’s 

60.05% out-of-sample accuracy.  
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6.2 Warning Signs of Financial Distress 

One part of a successful model is to have strong predictive power, but another aspect is that it 

is imperative for companies to receive warning signs early enough to take action in time. 

Hence, in our second research question we aimed to identify warning signs based on the 

developed models. Here we have shown in both models that Net income/Total assets (ROA), 

Retained earnings/Total assets, Total debt/Total assets, Debt/Equity and Log of total assets are 

important variables when trying to predict financial distress, correlating with previous studies. 

ROA was included in both Beaver’s and Ohlson’s models. Altman used EBIT/Total assets 

which is strongly correlated with ROA. Retained earnings/Total assets was included by 

Altman, whereas Ohlson found size (Log of Total assets/GNP price-level index) and debt to 

equity as important variables. Interestingly, our models revealed two variables as novel 

warning signs of financial distress. The mentioned variables should be paid extra attention to 

while assessing the financial situation of a company.  

 

As frequently suggested by other models (Beaver, 1966; Altman, 1968; Ohlson, 1980), 

profitability is crucial for long-term survival. Poor profits (ROA) is usually the first sign that 

a business is not doing well as it means that it struggles to sustain itself from internal funds. If 

a business is forced to raise money externally, it will raise its business risk. Additionally, if 

the accumulated profits are low (Retained earnings/Total assets), as a result of poor profits or 

because the profits rather are distributed as dividends, the company is also more likely to 

experience financial distress. A company should have a clear path to profitability and reinvest 

some of the profits in order to sustain itself and fund additional growth of the business.  

 

Furthermore, we suggest companies to maintain a reasonable level of leverage (D/E). As 

mentioned before, a D/E ratio between 1 and 1.5 is generally considered as good, but the 

optimal ratio is dependent on several factors. Size of the company is one of the factors that 

should be taken into account. Companies with higher leverage ratio normally have higher risk 

of running into financial distress. However, companies that have access to large debts are 

usually large, hence large companies often have higher level of leverage, but large companies 

are also less likely to suffer from financial distress as we will see in the next paragraph.  
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Size (Log of assets) of the company matters because large companies usually are 

well-established, have more capital and can easily obtain financial support compared to small 

companies, and are therefore unsurprisingly more likely to survive. As such, when assessing 

the financial situation of a company, size should be taken into consideration.  

 

In addition the the warning signs above, our models identify two novel warning signs of 

financial distress – warning signs which may have been overlooked in the past. These include 

Cash/Current liabilities (Cash ratio) and Net income/Sales (Net profit margin), which were 

found in random forest. The first novel warning sign of financial distress as highlighted by our 

model is cash ratio. An early sign of things that are going wrong is related to a company’s 

liquidity and constant lack of cash. The cash ratio measures a company’s ability to cover its 

short-term obligations using only cash, therefore, is an indicator of its ability to maintain a 

healthy cash flow. The significance of cash ratio once again proves that for a business Cash is 

king. Hence, we suggest companies to maintain a healthy amount of cash in the account in 

order to cover its current liabilities and avoid heading towards the state of financial distress.   

 

Secondly, our model further highlights how the profits of a company can reflect their situation. 

In addition to ROA and Retained earnings/Total assets, net profit margin should be taken into 

account. Net profit margin reveals how effective a company is at converting revenue into 

profits. Companies with high profit margin are indicative of good cost control and correct 

pricing of their products. A low margin suggests the opposite, where prices are too low and/or 

expenses too high, indicating poor operational efficiency. The ratio is particularly useful when 

comparing companies within the same industry, as they have approximately the same cost 

structures (Bragg, 2019). In order to stay competitive in the market, we suggest companies to 

aim for a net profit margin not less than the industry average.  

 

Lastly, it is worth mentioning that the presented signs of financial distress are symptoms of 

financial failure and must not be confused with the causes of it. The key is to catch the signs 

early, so the management can begin to identify the causes and take actions accordingly before 

it is too late.  
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6.3 Limitations 

Although our models have relatively good performance in both cross-validation and test set, 

there are some limitations which need to be addressed. One of the main concerns is how and 

which variables were chosen. Firstly, the most popular financial ratios were chosen as 

variables for our models. However, the status of companies is a dynamic process and to fully 

describe the situation a company is facing, financial ratios may not be sufficient to accurately 

reflect the whole situation. For this reason, we also included some company information as 

variables. Although we have attempted to take the dynamic nature of a company into account, 

the data which we have access to is limited. Other factors such as internal processes, 

competition in the market and macroeconomic conditions can all affect the financial state of a 

company.  

 

Another limitation is how we have defined financial distress. In this thesis, we created our 

own criteria for financial distress after carefully reviewing previous research. More 

specifically, the criteria we proposed was based on company ratings provided by 

Dun & Bradstreet. However, using criteria of financial distress based on the rating system of 

one company combined with our own subjective opinions, may be a naive solution. As such, 

this definition of financial distress may contribute to an uncertain prediction result. 

 

In addition, although our models yield relatively good AUC, in terms of prediction accuracy 

it comes out weaker. The fact that our model is universal instead of only focusing on a certain 

industry or size of companies, may result in an unsatisfactory performance of the models. Due 

to this and the limitations described above, we have not yet found a suitable solution for having 

high TPR, TNR and overall accuracy. Despite this, we believe that the current attempt in 

developing a prediction model for financial distress provides some ideas for researchers in the 

future. 
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6.4 Future Directions 

Along with the development of machine learning and deep learning fields, increasingly 

advanced modelling methods can be used in the financial prediction area. We are looking 

forward to the rise of more non-traditional models with better performance. Furthermore, data 

mining and data crawling techniques may help to gather additional information for modelling, 

including shareholding structures or even market signals. Conducting text mining and 

sentiment analysis of annual reports or business news could also be an exciting direction to 

take. Moreover, building models focusing on a specific size of companies or further 

investigating sector-specific features would also be interesting, giving greater application 

value.  

 



 52 

7 Conclusion 

The main objective of the thesis was to create a two-year model for financial distress prediction 

and provide early signs for companies heading towards such state, instead of focusing on 

bankruptcy predictions that we have seen apparent in the past. The created models utilize 

financial ratios and other features based on company information, and are applicable to all 

sectors and sizes of companies in the Norwegian market.  

 

An exact definition of financial distress is non-existent. As such, the criteria for financial 

distress was based on a subjective opinion combining bankruptcy data and careful 

incorporation of company ratings provided by Dun & Bradstreet. In this paper, we have 

defined companies as distressed if they went bankrupt or were rated C for two consecutive 

years.  

 

The logistic regression and the random forest method were chosen for their complementary 

properties. Logistic regression is a traditional and simple model, whereas random forest is a 

complex recent method. Both models were optimized with respect to AUC. Moreover, we 

maximized TPR and TNR by adjusting the classification threshold in order to equally balance 

them.  

 

Our research indicates that random forest is slightly superior to the logistic regression model. 

Random forest and logistic regression obtained an AUC of 0.6558 and 0.6407 respectively. 

The two models that yielded similar performance were able to correctly predict ~ 60% of both 

healthy and financially distressed companies, indicating that the models have some class 

separation ability. Additionally, important variables that were derived from the models may 

represent warning signs of financial distress and should be considered when assessing the 

financial state of a company. The models assigned high importance to some previously used 

ratios, such as Size (Log of total assets), ROA, Retained earnings/Total assets, Total debt/Total 

assets and Debt/Equity. However, the models also indicated that Cash ratio and Net profit 

margin are important variables that have been neglected in the past. Taken together, we believe 

that our models provide some evidence for financial distress predictability and possible 

warning signs. With this knowledge and future investigations, we will better be able to develop 

models which predict financial distress in Norway.   
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Appendix 

A1 Correlation Matrix 

 
Figure A1.1: Correlation Matrix of variables from x1 to x21 (excluding the 
categorical variable x22) 
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A2 Logisitc Regression Results 
 

 
Table A2.1 : Results from chi-squared test in logistic regression 
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Table A2.2: Results of logistic regression after removing insignificant variables 
according to chi-squared test 
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Table A2.3: Results from final logistic model 


