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Preface

It is a time of great opportunities for empirical work across many disciplines. Thanks
to developments in data collection and analysis, researchers today have access to a
substantial number of data sets in unprecedented detail. It feels natural to specu-
late that, in the near future, there will be better, richer, and larger data sets that allow
researchers to formulate new empirical problems or to approach some existing prob-
lems with different points of views. Jean et al. (2016) and Athey and Imbens (2017)
are some already available examples.

In terms of economic research, benefits of these developments are especially ob-
served in collection of price information (Cavallo and Rigobon, 2016; Cavallo et al.,
2018). Previously difficult and costly to obtain prices can be collected with high
frequency and in enormous batches using online tools or scanners. Such data sets
provide detailed and comparable information about economic environments which
individuals and nations face (Cavallo, 2017). Such information, by itself, has a con-
siderable importance for statistical offices. In addition, for academics and policy-
makers, who are interested in counterfactual policy analyses, prices are an important
element of an individual’s decision mechanism.

Even though data is becoming increasingly available, in order to explain an eco-
nomic phenomena, not only availability of information but also guidance of eco-
nomic theories is required (Frisch, 1933). With this vision, this thesis is a collection
of works that attempts to lay grounds for connecting behavior of different individ-
uals (consumers) with measurement of aggregate price differences across societies.
The underlying motivation for this combination follows from the observation that,
when consumers, who form a society, have different tastes towards the same goods,
there is no single measure of aggregate price differences that can truly explain im-
pacts of these differences on each individual (Prais, 1959; Nicholson, 1975). Un-
questionably, a change in prices is a movement from one set of numbers to another,
which is a single statistical fact. However, when individuals with heterogeneous
tastes respond differently to changes in prices, individuals experience dispropor-
tionate impacts on their welfare levels. Thus, different consumers require different
adjustments to their budgets as a result of the same price change. In such environ-
ments, where no single index is perfect, an economic theory is required to develop
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an aggregate price index that respects these differences and that still has a clear
interpretation.

Understanding impacts of different prices or policies when individuals differ re-
quires well-defined theories of individual behavior (King, 1983). A focus on indi-
viduals, which are the smallest decision units of an economy, relates to the afore-
mentioned developments in data collection and analysis. This is because such a
focus requires knowledge, or elicitation, of an individual’s preferences over differ-
ent feasible choices. Of course, a focus on individuals instead of more aggregate
decision units has been commonplace in economic research. However, increasing
size and detail of micro-level information through nation-wide surveys, or scanner
data sets, combined with prices and new empirical approaches to work with such
data sets, provide us with new insights in terms of quantifying potentially different
preferences of consumers.

Therefore, the first step to form a connection between individual behavior and
price measurement is to have an empirical model to elicit preferences so that a
counterfactual analysis of individual behavior is possible. Such models allow us to
estimate impacts of price differences across individuals with different tastes. Thus,
in the first chapter of this thesis, I revisit the literature on micro-econometric anal-
ysis of consumer behavior. I emphasize the focus of this literature on functional
form flexibility while maintaining a link between theoretically expected behavior
and empirical methodology. Agreeing with this focus, I develop an estimation strat-
egy that provides certain improvements over existing approaches in terms of func-
tional approximation, scalability, inclusion of observable heterogeneity, and theo-
retical regularity. I achieve this by combining individual behavior as characterized
by the neoclassical theory of consumer demand and a semi-nonparametric estima-
tion strategy from the toolbox of machine learning and statistics. The underlying
idea in this combination is to benefit from developments in non-parametric applica-
tions without losing the viewpoint of an economic theory (see, e.g., Mullainathan
and Spiess, 2017). Thus, I wish to provide some structure to an otherwise entirely
data-driven methodology, so that an individual’s behavioral predictions adhere to
our expectations about how a rational individual behaves. In other words, the pur-
pose of this work is to obtain an empirical model of consumer behavior without
any assumptions other than those the theory provides. In the chapter, my primary
aim is to develop the approach and to illustrate its feasibility through comparisons
with some prominent approaches. Further work would signify its benefits in high
dimensional non-separable choice settings and in maintaining theoretical regularity.

Once we have a theoretically and statistically consistent way to elicit preferences
of an individual, the second step is to illustrate a use of price measures across soci-
eties, or purchasing power parity indices, so that the importance of accurate cross-
country comparisons of prices is clear to the reader. For this purpose, as an example,
the second chapter of this thesis revisits the PPP approach to analysis of currency
misalignments. In this context, a purchasing power parity is employed to obtain
price levels, or real exchange rates, for each country so that misalignment of the
value of a currency with respect to its long-run value is measured. We specifically
evaluate alleged undervaluation of the Chinese renminbi against the US dollar with
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arguably the most suitable data set of internationally comparable prices: ICP 2011
(World Bank, 2014). This study shows that there is no empirical evidence to sug-
gest that the renminbi is undervalued. Furthermore, it provides an example of why
price comparisons across societies are important economic measures; they help us
to deflate incomparable nominal values to comparable real values.

Price indices that we obtain from ICP 2011 are constructed using a leading price
index methodology GEKS. GEKS is an approach that takes a widely used price in-
dex (Fisher) to measure price differences across two societies as input and returns
a suitable index for international price comparisons. This means satisfying some
index properties. An excellent property of the Fisher index is its consistency with
individual behavior for certain types of preferences (Diewert, 1976). However, when
individuals differ, this consistency is violated. Nonetheless, one can obtain a single
index number with an explicit interpretation by focusing on impacts of price dif-
ferences on each individual in a society. Chapter three surveys different approaches
that can be used to obtain constant-social-welfare price indices. We develop these
indices by aggregating individual costs of maintaining consumption bundles, liv-
ing standards, or relative income levels at home and foreign prices. A starting point
of this chapter is the literature on social inflation measures, notably works of Pol-
lak (1980) and Crossley and Pendakur (2010). This literature develops measures of
price differences with heterogeneous individuals; however, its focus on incorporat-
ing individual preferences into temporal price indices causes a limited consistency
with index properties that are imperative for purchasing power parities. Thus, while
developing spatial price measures in the same spirit with the temporal literature,
we also consider how some index properties can be maintained. Our results provide
price indices with explicit interpretations and consistency with thought-experiments
involving optimizing individuals

Thus, chapters of this thesis discuss importance and illustrate feasibility of com-
bining structural economic models and a variety of empirical tools to develop mod-
ular, flexible, and still interpretable approaches to measure important economic val-
ues, such as elasticities or real consumption, that shape policy mechanisms. Devel-
opments in empirical literatures across many different disciplines of science address
important issues in terms of reliability of numerical outcomes in empirical research.
However, it is the consistency with economic theories that provides a clear interpre-
tation to these outcomes, for example in terms of welfare. Thus, after many decades
of Frisch (1933), it is as important to keep a focus on theories while embedding the
state-of-the-art in policy-informative empirical economic research.
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Chapter 1
An Analysis of Consumer Behavior with
Feedforward Neural Networks

Serhat Ugurlu

Abstract To obtain theoretically and statistically consistent estimates of consumers’
demand functions, I suggest a functional approximation approach by combining a
feedforward neural network (FNN) estimation with the neoclassical theory of con-
sumer demand. I illustrate the viability of this approach by providing comparisons
with the parametric demand models and the semi-nonparametric FNN models for
a system of non-separable demand equations for ten aggregate food categories. I
present estimates of demand equations using two parametric models: AIDS (Deaton
and Muellbauer, 1980a) and QUAIDS (Banks et al., 1997), and two FNN models:
an atheoretical model that does not consider theoretical shape restrictions (ADN),
and a theoretical model that satisfies these restrictions (TDN). I present estimated
elasticities and welfare impacts of price changes with confidence intervals. My em-
pirical application with a UK household-level dataset shows that all models yield
similar estimates of demand functions and elasticities for aggregate food categories.

Key words: consumer demand, nonparametric, neural network, elasticity

1.1 Introduction

Answers to many policy related questions require an understanding of how con-
sumers respond to changes in prices and incomes, such as impacts of tax policies
on state revenues and average welfare (see, e.g., Abramovsky et al., 2015), calcu-
lations of cost of living indices (Neary, 2004; Crossley and Pendakur, 2010), and
measurement of inequality (Almås, 2012; Aguiar and Bils, 2015). The neoclassical
theory of consumer demand provides a theoretical understanding of how consumers
behave (Deaton and Muellbauer, 1980b). In order to have an empirical understand-
ing, different approaches are developed to evaluate consumers’ responses to changes
in prices and incomes as elasticities (Barnett and Serletis, 2008). Specifically, para-
metric empirical approaches feature a close relationship with the theory of consumer
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demand (Stone, 1954; Theil, 1965; Christensen et al., 1975; Deaton and Muellbauer,
1980a; Banks et al., 1997). They provide suitable estimation techniques that are de-
signed to test, or impose, individual rationality in a tractable way (Blundell, 1988).1

However, parametric approaches impose not only rationality but also certain func-
tional forms that are either ad hoc but fit well to data in application, or derived from
utility (or expenditure) functions that individuals are assumed to have. Theoretically,
there is no reason for observed behavior to be consistent with imposed functional
forms. When functional forms are incorrect, estimates of elasticities are subject to a
specification bias and they are statistically (asymptotically) inconsistent.

One alternative to solve functional form uncertainty is to adopt a non-parametric
approach (see, e.g., Lewbel, 1991; Hausman and Newey, 1995). However, although
non-parametric approaches yield statistically consistent estimates of elasticities,
they introduce additional challenges. First, the connection between the theory and
the estimation strategy is not as clear as it is for parametric approaches. To ad-
dress this issue, methodologies to combine some of the rationality conditions with
certain types of non-parametric estimators have been proposed (Haag et al., 2009;
Blundell et al., 2012, 2016). However, no non-parametric estimation that satisfies
all rationality conditions simultaneously within the support of a dataset has been
established. Second, without restrictive separability assumptions, demand functions
are estimated simultaneously to gain statistical efficiency and because they integrate
to the same utility function (Lewbel, 1997). As a result, demand functions share
coefficients to satisfy cross-equation rationality restrictions. For systems of demand
equations with many commodities, which could also be enriched with other observ-
able variables such as demographics, it is even harder to achieve a simultaneous
non-parametric estimation that respects theoretical restrictions.

In this paper, in order to obtain asymptotically consistent estimates of theoret-
ically consistent systems of non-separable demand equations, I take a data driven
approach to estimate price and income elasticities with a semi-nonparametric func-
tional approximation. To this end, I combine the theory of consumer demand from
the economic toolbox and feedforward neural networks (FNN) from the machine
learning toolbox. I demonstrate that this combination offers an intermediate alterna-
tive to parametric and non-parametric approaches to microeconometric modeling of
consumer behavior by delivering a system of non-separable demand equations with-
out a priori functional form assumptions while maintaining the theoretical benefits
of a parametric approach.2 I illustrate the feasibility of the proposed methodology
with state-of-the-art optimization algorithms.

A feedforward neural network (FNN), among some alternative machine learning
approaches that can also be used to have an understanding of consumer behavior

1 Rationality conditions provide necessary properties that a demand function must exhibit if it
is derived from the utility maximization problem of a rational individual. These conditions are
homogeneity, adding up, symmetry, and negativity (Hurwicz and Uzawa, 1971).
2 This is related in spirit to Elbadawi et al. (1983), who show that a consistent estimation of price
and income elasticities is possible without functional form restrictions using a Fourier flexible form
(see also Gallant, 1981). In fact, the Fourier flexible form is a special case of a feedforward neural
network design (Gallant and White, 1988).
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(see, e.g., Bajari et al., 2015), provides the following advantages. First, FNNs yield a
continuous functional approximation with a data dependent explicit functional rep-
resentation. This structure addresses the functional form uncertainty and provides
a differentiable functional approximation with favorable approximation properties
(see, e.g., Cybenko, 1989; Hornik et al., 1990; Hornik, 1991).3 As a result, price
and income elasticities are easy to obtain as functions of partial derivatives of the
estimated empirical demand functions. Second, estimation of an FNN is scalable to
large numbers of quantitative inputs and outputs. Indeed, for high dimensional input
vectors, FNNs have more favorable approximation properties than traditional series
and non-parametric curve based methodologies (Barron, 1994). Therefore, an FNN
is an ideal candidate to obtain estimates of demand functions with many commodi-
ties and observable variables. Third, FNNs yield asymptotically consistent estimates
if hyper-parameters that control complexity are allowed to change with sample size,
which can be achieved with cross-validation (White, 1990; Geman et al., 1992).

Despite these advantages, artificial neural networks have not been used as an
off-the-shelf estimation strategy for economic research. One reason for this is the
“black-box” nature of these methodologies; in empirical economics, researchers are
usually interested in finding interpretable estimates for parameters of interest. How-
ever, artificial neural networks do not provide such interpretable coefficients. In this
paper, I demonstrate that if the aim is to obtain consistent estimates of price and in-
come elasticities, the limitation on interpretation is not restrictive because the elas-
ticities are obtained as functions of derivatives of the estimated demand functions.
More generally, the limitation on interpretability is not restrictive when the research
question is not related to the coefficients per se but to the output of the estimation
(see, e.g., Altman et al., 1994; Kuan and Liu, 1995; Swanson and White, 1997;
Jean et al., 2016; Mullainathan and Spiess, 2017). Another reason is the difficulty of
obtaining FNN estimations using derivative-free or derivative-based optimization
routines. However, with recent developments in optimization algorithms and new
gradient-based FNN solvers, FNNs are widely applied to solve a variety of regres-
sion and classification problem with remarkable success (Rios and Sahinidis, 2013;
Choromanska et al., 2015; LeCun et al., 2015). Therefore, a good match between
the research question and the estimation methodology, and developments in solv-
ing these estimators make FNNs a viable alternative for an empirical modeling of
consumer behavior.4

In fact, there are previous examples of FNN applications to model consumer be-
havior. Joerding and Li (1994) develop a modified simulated annealing algorithm
(a derivative-free optimization algorithm) and illustrate an application of their algo-
rithm by estimating demand equations for three aggregate categories using country-

3 For every continuous function defined on a compact set, and ε > 0, there exists an FNN f̂ such
that ‖ f − f̂ ‖< ε . Conditions that generate this approximation property are outlined by the univer-
sal approximation theorem of FNNs.
4 The literature of feedforward neural network estimation dates back a few decades. However,
with the advancements in computational capacity, distributed computations, data size and variety,
research on estimations of neural networks, and related developments in optimization algorithms
make feedforward neural networks a computationally viable option today.
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level time-series data. They derive rationality restrictions as constraints that are suit-
able for their optimization algorithm. McAleer et al. (2008) use a neural networks
based approach to augment some existing parametric approaches for more flexibility
in the effects of income and demographic variables on consumer behavior.

I contribute to this literature by approaching the estimation of a system of non-
separable demand equations semi-nonparametrically with a fully specified FNN and
with modern derivative-based optimization routines, by integrating neoclassical re-
strictions to such routines to obtain theoretically and statistically consistent esti-
mates, and by demonstrating feasibility of these methodologies to microeconomet-
ric modeling of consumer demands with household-level data. To this aim, I present
two easy to apply FNN estimators: first, an atheoretical demand network (ADN)
that does not impose functional shape restrictions of rational behavior and presents
a semi-nonparametric fit to a system of demand equations; second, a theoretical de-
mand network (TDN) that imposes shape restrictions of rational behavior through a
network’s architecture and constraints on optimization procedures.

Imposing rationality restrictions and obtaining theoretically consistent estimates
of demand equations are important for a variety of reasons. First, imposing these
restrictions generates an integrable demand system, which makes a welfare analysis
possible. Thus, using such a demand system, one can make an evaluation of impacts
of changes in prices and budgets on an individual’s welfare. Second, integrating a
priori knowledge of how demand functions should look like into network architec-
tures and estimation procedures, or giving a structure to these semi-nonparametric
estimators, yields well-behaved estimates, for example non-negative expenditure
levels, that may improve estimation accuracy (see also Blundell et al., 2012).

To illustrate feasibility of estimation methodologies using FNNs, I estimate a de-
mand system for ten aggregate food categories using a UK household-level dataset.
ADN and TDN estimates of demand systems are obtained and compared with
estimates from prominent parametric alternatives AIDS (Deaton and Muellbauer,
1980a) and QUAIDS (Banks et al., 1997). Evaluated at the budget axis, my empir-
ical application suggests a mostly linear system of demand equations, which does
not exhibit non-linearities that parametric methodologies are unable to capture. Even
though the relationships are mostly linear, results suggest that ADN and TDN ap-
proaches perform as well as the parametric alternatives. These illustrations show that
using ADN or TDN as an alternative to estimate consumers’ responses to changes
in prices and incomes is indeed feasible; however, it may not always be necessary.
Future research will show whether this holds up for other applications. One would
expect that if some inputs affect consumption decision in a highly non-linear fash-
ion, the differences between the methods may be larger.

The rest of the article proceeds as follows. In section 1.2, I formalize the func-
tional estimation problem, model an FNN architecture that is suitable for an anal-
ysis of consumer behavior, discuss the integrability conditions, illustrate their im-
plementation, and characterize the estimation procedure. In section 1.3, I describe
the dataset, present results from four estimations, and compare them using mean
squared errors on an independent test set. I also highlight differences, if any, in
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predicted welfare effects of hypothetical price changes. Section 1.4 presents a dis-
cussion of the results. Section 1.5 concludes.

1.2 Methodology

In order to demonstrate feasibility of a theoretically and statistically consistent FNN
estimation that is suitable for a microeconometric analysis of consumer demand, I
first outline properties that a demand function must satisfy for consistency with
behavior of a rational individual. Second, I briefly describe a general architecture
of FNNs. Then, I present two FNN estimators: atheoretical and theoretical demand
networks.

1.2.1 Theoretical Framework

Let q be a vector of quantities of G commodities and u(q) be a utility function
representing locally non-satiated and continuous preferences of a consumer. If the
consumer has budget m and faces a price vector p with elements pg, the consumer
solves the maximization problem

max
q

u(q)

s.t.pT q≤ m

in order to maximize utility.
Let v(p,m) be the indirect utility function that yields the maximum utility that

the consumer can attain given prices p and budget m. Roy’s identity provides the
relationship between the indirect utility function v(p,m) and demand function of
good g in budget shares:

fg(p,m) =−
∂ logv(p,m)/∂ log pg

∂ logv(p,m)/∂ logm
.

If budget share demand functions fg(p,m) are derived from the utility maximiza-
tion problem of a rational consumer, they must satisfy four rationality conditions,
also known as the integrability conditions (Hurwicz and Uzawa, 1971):

Homogeneity: Demand functions fg(p,m) are homogeneous of degree zero in
prices and budgets. If a demand function satisfies homogeneity, fg(cp,cm) =
fg(p,m) holds for any p, m, and scalar c. Homogeneity follows from the linear-
ity of the budget share equation in the utility maximization problem of the indi-
vidual: when prices and budget are scaled proportionately with a positive scalar
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c, the set of feasible consumption bundles is the same. As a result, the quantity
demanded must be the same.

Adding up: Value of the optimum quantity vector q evaluated at prices p must be
equal to the individual’s budget m. Adding up follows from non-satiation: there
is always a better consumption bundle that the individual can attain with a small
increase in cost. Therefore, the optimal bundle must lie on the budget constraint.
With a linear budget constraint, by dividing both sides of equality pq = m with
m, adding up is satisfied if share demand functions fg(p,m) add up to one.

Symmetry: Let S(p,m) be the Slutsky substitution matrix of an individual, which
is a matrix of compensated demand derivatives with elements si j in its ith row
and jth column. The cross-diagonal elements of S(p,m) must be equal. In other
words, the Slutsky substitution matrix of a rational individual must be symmetric.

Negativity: The Slutsky substitution matrix of a rational individual S(p,m) must
be negative-semi-definite. Symmetry and negativity are mathematical results that
follow from an individual’s cost minimization problem

minpT q
s.t.u≥ ū

for a reference level of utility ū. Let e(p,u) be an expenditure function that yields
the solution to the individual’s cost minimization problem. The Slutsky substitu-
tion matrix is also the Hessian of the expenditure function e(p,u). Therefore, if
demand functions are theoretically consistent, then an expenditure minimization
problem exists as the dual of the utility maximization problem and the Slutsky
matrix must be symmetric. If the Slutsky matrix is also negative semi-definite,
then the expenditure function is concave in prices. Concavity of the expenditure
function in prices is an important property that intuitively follows from the con-
sumer’s expected behavior. As relative prices change, the consumer can attain a
given utility level by spending, at most, the value of the original bundle evalu-
ated at new prices. If the individual also substitutes relatively expensive goods
for cheaper alternatives, cost of attaining the same utility level is lower.

1.2.2 Atheoretical and Theoretical Demand Networks

In terms of statistical consistency, a cross-validated FNN is a natural candidate to
estimate a system of demand equations semi-nonparametrically by the universal ap-
proximation theorem of FNNs, which demonstrates their favorable approximation
properties (White, 1990; Hornik, 1991; Geman et al., 1992; Sonoda and Murata,
2017). The fundamental idea of an FNN estimation is to generate derived variables
as linear combinations of input variables and then to model an output variable as
non-linear functions of these derived variables (see, e.g., Hastie et al., 2009; Good-
fellow et al., 2016). An FNN architecture with a single non-linear transformation
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of derived variables, except the output transformation, has the following functional
representation:

f̂ (x) = β

(
θ

2
1 +

K

∑
k=1

θ
2
1,kα

(
θ

1
k +

I

∑
i=1

xiθ
1
k,i

))
, (1.1)

where xi are input variables, θs are FNN coefficients to generate linear combina-
tions of input variables, α(·) is a prespecified non-linear transformation function
for nested linear combinations, and β (·) is an output transformation function to ob-
tain prediction f̂ (x).5 This structure provides a semi-nonparametric approach with
two adjustable hyper-parameters: number of nested non-linear transformations with
function α(·), or layers (l), and number of derived variables Kl in each layer l, i.e.,
nodes. Despite an explicit functional form, FNNs are best represented by network
diagrams. A diagram that illustrates the neural network terminology is available in
appendix A.1.

Flexibility of an FNN architecture allows to estimate multiple non-separable out-
puts simultaneously (Kuan and White, 1994). Demand functions are estimated as
systems of equations, instead of separate functions, to gain statistical accuracy, to
overcome restrictive separability assumptions, and to impose cross-equation ratio-
nality restrictions (Lewbel, 1997). Therefore, being able to extend to multiple quan-
titative outputs seamlessly is a valuable property of FNN estimators for a microe-
conometric analysis of consumer demand. A system of equations formed by a single
layer FNN would have the following functional structure:

f̂1(x) = β

(
θ

2
1 +

K

∑
k=1

θ
2
1,kα

(
θ

1
k +

I

∑
i=1

xiθ
1
k,i

))
,

...

f̂G(x) = β

(
θ

2
G +

K

∑
k=1

θ
2
G,kα

(
θ

1
k +

I

∑
i=1

xiθ
1
k,i

))
.

Figure 1.1 is a network diagram that illustrates a more general case of above
system of equations with multiple nested non-linear transformations (layers).

Atheoretical Demand Network (ADN)

A natural first step to estimate demand functions with an FNN is without consid-
ering rationality conditions. An FNN without rationality restrictions yields a semi-
nonparametric estimate to a system of equations; an atheoretical demand network
(ADN).

5 Independence of the approximation properties of FNNs to a selection of non-linear transforma-
tion functions is documented (Hornik, 1991; Sonoda and Murata, 2017).
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Even though ADN is estimated without considering rationality conditions, it is
meaningful to expect two conditions to hold by definition; predicted budget shares
must add up to one and they must be non-negative. Both conditions can be globally
imposed by a multinominal logit transformation function

β (ag) =
exp(ag)

∑
G
g=1 exp(ag)

at the output layer, where ag is the neural network output in the gth node of the
output layer before a multinominal logit transformation.6 Therefore ADN globally
only satisfies adding up by construction. With this modification, I define an ADN as
a cross-validated FNN with a multinominal logit output activation function.

Since theoretical restrictions are not imposed, an ADN solution can be charac-
terized as the solution of an unconstrained optimization problem

min
Θ

N

∑
n=1

G

∑
g=1

[
wg,n− f̂g(Θ,xn)

]2
(1.2)

where wg,n is an observed budget share, f̂g(Θ,xn) is the ADN prediction for budget
share of good g for observation xn from a set of observations X with coefficient
vector Θ.

Theoretical Demand Network

Adding up, homogeneity, symmetry and negative semi-definiteness of the Slutsky
matrix are consequences of the neoclassical demand theory that provides a priori
information on shapes of estimated demand equations (Deaton and Muellbauer,
1980a). Because ADN estimates are statistically consistent, if data are consistent
with integrability conditions, one would expect ADN to yield demand equations that
also satisfy these conditions. However, in finite datasets, this expectation does not
necessarily hold. Hence, estimated demand functions may be theoretically incon-
sistent. Therefore, imposing theoretical a priori information on shapes of possible
demand equations provides a theoretically consistent estimation structure; a theoret-
ical demand network (TDN). Moreover, imposing a priori information on estimation
improves accuracy and generalizability of non-parametric estimations (Gallant and
Golub, 1984; Joerding and Meador, 1991; Blundell et al., 2012). For these pur-
poses, TDN builds upon ADN and overcomes lack of theoretical consistency by
globally satisfying homogeneity and adding up by construction, and locally satis-
fying symmetry and negativity by imposing these restrictions on a set of, or on all,
observations during optimization.

6 Multinominal logit activation function is commonly used in the output layer for classification
tasks where the output is interpreted as probabilities. In this sense, using multinominal logit func-
tion in the output layer forms a direct analogy between probabilistic outcomes and budget shares.
For a similar analogy within the literature of demand analysis, see Theil (1965).
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To satisfy homogeneity, I adjust price and budget inputs a priori and estimate
budget share equations on adjusted price vectors and budgets. Because multipli-
cation of a vector with a scalar c is an adjustment to the length of the vector
while keeping its direction constant, I adjust each price vector and budget tuple
by dividing them to the length of that price vector measured by a norm func-
tion

(
p̄n = pn

/
‖pn‖, m̄n = mn

/
‖pn‖

)
. Hence, input price vectors are scaled to unit

length while relative prices are preserved and budgets are adjusted accordingly.7 In
this way, homogeneity is implemented by adding a pre-input layer that takes price
and budget observations and feeds adjusted prices and budgets to the input layer.

Adding up is satisfied by ADN with a multinominal logit transformation func-
tion at the output layer. Another way to impose adding up would be dropping one
commodity from the estimation procedure and obtaining the budget share of this
commodity by subtracting the sum of estimated budget shares from one. However,
imposing adding up via a multinominal logit function also guarantees positive bud-
get shares.

Symmetry is satisfied if an empirical Slutsky matrix Ŝ(Θ,xn) is a symmetric
matrix, i.e., if cross diagonal estimates of compensated demand derivatives ŝi j,n and
ŝ ji,n are equal for all goods i and j at all possible observations n. Let

G−1

∑
i=1

G

∑
j=i+1

(ŝi j,n− ŝ ji,n)
2 =

{
0 if symmetry holds
> 0 if symmery is violated

be a measure of deviation from symmetry for an estimated Slutsky matrix at an
observation n. Then

RS (Θ,X S ) =
NS

∑
n=1

G−1

∑
i=1

G

∑
j=i+1

(ŝi j,n− ŝ ji,n)
2

is a measure of total deviation from symmetry at the set of symmetry imposed ob-
servations X S with size NS (see also Joerding and Li, 1994; Cardell et al., 1995).
If estimated Slutsky matrices for all observations in X S satisfies symmetry, then
RS (Θ,X S ) is equal to zero. Therefore, a symmetry restricted functional approx-
imation can be characterized as the solution to the following constrained optimiza-
tion problem:

7 Similar approaches are available. For example, selecting a numeraire good g and writing prices
of all the other goods in terms of relative prices to the numeraire good

(
p̄ = p

/
pg
)
, and adjusting

budget by the price of the numeraire good
(
m̄ = m

/
pg
)

is another way to achieve homogeneity.
While this approach is a scaling in the price space along the direction of the price of the numeraire
good while keeping the direction of the price vector constant, the approach I use is a scaling along
the direction of the price vector itself. I follow a scaling along the direction of the price vector
because it proves to be computationally more efficient in calculation of the Slutsky matrix, which
helps in imposing symmetry and negativity.
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min
Θ

N

∑
n=1

G

∑
g=1

[
wg,n− f̂g(Θ,xn)

]2
s.t.RS (Θ,X S ) = 0 .

Negativity holds if Ŝ(Θ,xn) is a negative semi-definite matrix. To impose nega-
tivity, I use a constraint indicator

λ (Θ,xn)≡max
vn

{
−vT

n Ŝ(Θ,xn)vn : f̂(Θ,xn)
T vn = 0, vT

n vn = 1
}
,

where vn is a vector of scalars and f̂(Θ,xn)
T is a vector of predicted budget

shares. The differentiable constraint indicator λ (Θ,xn) is non-negative only if
the matrix Ŝ(Θ,xn) is negative semi-definite (Gallant and Golub, 1984).8 Let
min(0,λ (Θ,xn))

2 be a measure of deviation of an estimated Slutsky matrix from
negativity at an observation n. Then

RN (Θ,X N )≡
NN

∑
n=1

min(0,λ (Θ,xn))
2

is the sum of squared total deviations from negativity across a set of negativity im-
posed observations X N . If estimated Slutsky matrices at all observations in X N

satisfy negativity, then RN (Θ,X N ) is equal to zero. Hence, a negativity restricted
functional approximation is the solution to the following constrained optimization
problem:

min
Θ

N

∑
n=1

G

∑
g=1

[
wg,n− f̂g(Θ,xn)

]2
s.t.RN (Θ,X N ) = 0 .

Therefore, combining these restrictions, TDN is characterized as a cross-validated
multilayer FNN with a pre-input layer for homogeneity adjustment, a multinominal
logit output layer, and the solution to the following constrained optimization prob-
lem:

min
Θ

N

∑
n=1

G

∑
g=1

[
wg,n− f̂g(Θ,xn)

]2
(1.3)

s.t.RS (Θ,X S ) = 0

s.t.RN (Θ,X N ) = 0

8 Formulation of the constraint indicator λ (Θ,xn) and its derivative are described in detail by
Gallant and Golub (1984). See also Lau (1978) and Diewert et al. (1981) for the relationship
between negative semi-definiteness and the constraint indicator.
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Derivations of these constraints for a single hidden layer FNN are provided in
appendix A.5.

Estimation Procedures

Efficient approaches to obtain FNN estimators have been controversial. Today, the
state of the art FNN models are estimated using stochastic optimization approaches,
gradient updates through backpropagation (Rumelhart et al., 1986), and algorithms
that efficiently apply these ideas to large samples.9

FNN solvers are designed to solve unconstrained optimization problems, for ex-
ample to find the function that minimizes the sum of squared errors among some
permissible class of functions with measures against overfitting. Hence, any FNN
solver would be suitable to obtain an ADN estimate.

However, the constrained minimization problem that characterizes a TDN esti-
mate incorporates highly non-linear equality constraints. Hence, standard optimiza-
tion algorithms for FNNs are not suitable to obtain a TDN estimate. Furthermore,
in fact, symmetry and negativity restrictions contain a continuum of restrictions be-
cause these conditions have to hold at all possible observations. This would pose
a problem for standard non-linear optimization algorithms. For example, in case of
a constrained optimization problem with d coefficients and N S +N N restric-
tions, a standard non-linear optimization algorithm would search for a solution at
d−N S −N N dimensional coefficient subspace, which diminishes in size as the
number of restrictions increases.

Penalty methods to optimization provide a way to address both issues by em-
bedding restrictions into an unconstrained optimization problem to approximate a
constrained optimization problem. Transforming a constrained optimization prob-
lem to an unconstrained problem with addition of a penalty term allows the use of
modern optimization routines of neural networks to obtain a TDN estimate. More-
over, because penalty approaches search for a solution in d dimensional coefficient
space instead of a subspace, they allow imposing all restrictions across the support
of a dataset.

In order to transform the constraint optimization problem that characterizes a
TDN, I define a differentiable penalty function

P(Θ,X S ,X N )≡ 1
NS

RS (Θ,X S )+
1

NN
RN (Θ,X N ),

which is zero if both terms in the summation are zero. This holds only if symmetry
is satisfied at all observations in X S and negativity is satisfied at all observations in
X N . Otherwise, P(Θ,X S ,X N) is positive. By using P(Θ,X S ,X N ), I formu-
late the following unconstrained minimization problem:

9 Backpropagation is a backward-derivation approach to calculate the derivatives of an objective
function with respect to each parameter. For an in-depth discussion of neural network estimation
and optimization algorithms, see, e.g., Goodfellow et al. (2016).
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min
Θ

N

∑
n=1

G

∑
g=1

[
wg,n− f̂g(Θ,xn)

]2 + γP(Θ,X S ,X N ), (1.4)

where γ is an adjustable weight parameter that assigns a relative importance to the
penalty of violating constraints with respect to functional fit. For γ = 0, violating
constraints impose no penalty and solution of the approximated constrained problem
1.4 is equal to the solution of the unconstrained problem 1.2. For a small γ , cost of
violating the constraints is small. Hence, optimization is primarily driven by the
goodness of fit of estimated demand functions f̂g(Θ,xn). As γ increases, penalty
incurred by constraint violations increases.

Two issues related to the use of penalty functions are important to consider. The
first issue is about how well a penalty approach approximates a constrained opti-
mization problem. The second issue is about empirical feasibility of using the ap-
proach. Luenberger and Ye (2016) provide an in-depth discussion of these issues.
Specifically, for a monotonically increasing series of penalty weights {γs}, any limit
point of the coefficient vector sequence {Θs} provides a solution to the constrained
optimization problem. Furthermore, this problem can be solved using first order
gradient based methods.

This formulation of a penalty approach is very similar to the formulation of a cost
function in many machine learning applications where γ is a regularization coeffi-
cient and P(Θ,X S ,X N ) is a regularization cost (see appendix A.4). However,
application of a penalty method is different to a standard regularization procedure
because a penalty method gradually increases the cost of deviations from the con-
straints until the coefficient vector sequence converges. Contrary to regularization,
which increases γ until prediction accuracy no longer increases, optimization with
a penalty approach aims to obtain solution of a constrained problem which may or
may not increase prediction accuracy. Therefore, I obtain a TDN estimate by defin-
ing a monotonically increasing series {γs}, solving the unconstrained optimization
problem 1.4 with weight γ1 and an appropriate FNN optimization algorithm, and
repeating the process with the other ordered γ values until the coefficient vector
sequence {Θs} converges.

1.3 Empirical Application

The purpose of this empirical application is to illustrate the feasibility of using an
FNN estimator and the proposed imposition of the restrictions. To this end, I obtain
ADN and TDN estimates of a system of ten share demand equations, and compare
these estimates with those of AIDS and QUAIDS models, which are widely used
parametric approaches in microeconometric analyses of consumer demand. I evalu-
ate performances of each estimator by measuring their generalizability to test sets in
terms of a mean squared error loss function and by plotting each estimated system
of demand equations.
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With these tests, two measures of comparison are aimed for. First, sum of squared
errors on a test set is a measure of generalization error of each estimated system
of demand equations. For a given level of estimation variance, if the parametric
approaches induce biases due to their functional forms, one would expect the unbi-
ased FNN estimators to yield systematically lower mean squared errors on a test set.
However, if imposed functional forms do not yield biased estimates, then, the mean
squared errors of the parametric approaches on test sets would be similar to those of
the FNN estimators. Second, in fact, as common to non-parametric approaches, one
would expect the FNN estimators to have larger variances compared to the paramet-
ric approaches. In this case, even if there is bias induced by functional forms of the
parametric approaches, a mean squared error indicator may fail to capture that sim-
ply because of the differences in estimation variances. If that is the case, estimated
systems of demand equations should still have significantly different shapes. Such
differences are illustrated by plotting all equations along the budget dimension.

1.3.1 Data

I create a main sample by combining two datasets. First, I obtain household-level in-
formation from the UK Living Costs and Food Survey (LCF) 2008-2012, which is a
repeated cross-section. LCF provides information on households’ consumption pat-
terns and observable characteristics. In this empirical illustration, I use households’
expenditures in ten aggregate food categories, locations, time of survey, child/adult
compositions, and number of economically active individuals in each household.10

Second, I use price information from the UK Consumer Price Inflation Item In-
dices and Price Quotes, which collects location specific monthly average price in-
formation on a large variety of disaggregate product categories. I obtain prices of
aggregate food categories as unweighted geometric means of disaggregate prod-
uct categories. Aggregate and disaggregate product categories are matched using
COICOP Division 01.11 I combine household-level observations with price vectors
using time of survey and location. Therefore, in my sample, each household that
is interviewed at the same time (month-year) and location (geographic region) is
assigned the same price vector. After dropping observations with zero expenditures
in any aggregate food category, the main sample has 6673 household-level observa-

10 Aggregate food categories are breads-cereals, meat, fish, milk-cheese-egg, oils-fats, fruit, veg-
etables, sugar-sweets, other foods, and non-alcoholic beverages.
11 Classification of Individual Consumption According to Purpose (COICOP) is a UN guideline
to categorize consumer expenditures. Item indices in LCF and price surveys are compatible with
COICOP categories.
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tions with 576 distinct price vectors.12 Table 1.1 presents some descriptive statistics
of my main sample.

From the main sample, I draw 200 bootstrapped samples with replacement.
Then, each bootstrapped sample is divided into three sub-samples: estimation, cross-
validation, and test samples. In order to generate these sub-samples, a random se-
lection of 70% of observations from each bootstrapped sample is assigned to an
estimation sub-sample, 15% to a cross-validation sub-sample, and 15% to a test
sub-sample. Estimation sub-samples of each bootstrapped sample are used to es-
timate demand equations. Cross-validation sub-samples are used to adjust hyper-
parameters of ADN and TDN estimates. Test sub-samples are used to evaluate gen-
eralizability of estimated systems of demand equations. I refer to estimation (e),
cross-validation (c), and test (t) samples with subscripts in the remainder of the
section.

1.3.2 Estimation

For each bootstrapped sample, I use the estimation sub-sample to obtain AIDS,
QUAIDS, ADN, and TDN estimates of a system of demand equations. I calculate
mean squared error of estimated systems of equations on a test set t

C(Θ,Xt |Xe,Xc)≡
1
Nt

Nt

∑
n=1

G

∑
g=1

[
wg

n,t − f̂g(Θ,xn,t |Xe,Xc)
]2

as a measure of generalizability to an independent test sample (Xt ) given estimation
(Xe) and cross-validation samples (Xc), where Nt is the size of the test set, wg

n,t is
observed budget share of good g for observation n of Xt , f̂g(Θ,xn,t |Xe,Xc) is the
predicted budget share of gth good for the nth observation of Xt given Xe and Xc.13

I estimate AIDS and QUAIDS models using an iterative algorithm (Blundell and
Robin, 1999). In this way, AIDS and QUAIDS models satisfy adding up, homo-
geneity, and symmetry restrictions. Details on the functional forms of these models
are in appendix A.2.

To estimate ADN and TDN models, I first select the rectifier function as a non-
linear transformation for hidden layers.14 Second, as a gradient-based optimization

12 With this adjustment, my main sample is not representative of the entire UK population. I argue
that this not a critical issue in this empirical application where the focus is on applying an estima-
tion methodology and comparing it with some parametric alternatives. The results I present can be
interpreted as conditional on this sample selection but not the entire population.
13 Note that I do not make use of cross-validation sets when estimating and calculating the
costs of AIDS and QUAIDS models. Cross-validation samples are only used to tune the hyper-
parameters of ADN and TDN estimations. Therefore, for AIDS and QUAIDS estimations,
f̂g(Θ,xn,t |Xe,Xc) = f̂g(Θ,xn,t |Xe).
14 α(x) = max(0,x). Rectifier function is used in many machine learning applications and is sug-
gested as a default alternative (Goodfellow et al., 2016).
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algorithm to solve the minimization problems of ADN and TDN, I use the stochastic
adaptive moment (Adam) algorithm (Kingma and Ba, 2014). Alternative non-linear
transformation functions and optimization algorithms can also be used to obtain
ADN and TDN estimates. As a robustness check of my results to these selections,
results with an alternative combination of transformation function and optimization
algorithm are illustrated in appendix A.3.15

For each ADN and TDN estimation, I select optimum hyper-parameters that
control model complexity, e.g., number of hidden layers and nodes, using cross-
validation. Cross-validation procedure starts by setting a low value to hyper-parame-
ters and estimating a model using an estimation set. Then, cost on a cross-validation
set, C(Θ,Xc|Xe), is calculated and stored, hyper-parameters are increased, and the
procedure is repeated. To stop the cross-validation, I use a stopping algorithm that
calculates the tendency of the last few cross-validation costs and stops the algo-
rithm if cross-validation cost tends to increase as allowed complexity increases. The
optimum hyper-parameters are selected as the integers that yield the lowest cross-
validation cost.

Intuition of this procedure is as the following: Increasing hyper-parameters
makes it possible for an FNN estimator to yield more complex functions, which
may also lead to overfitting (Barron, 1994). As model complexity increases, an esti-
mated system of demand equations yields a better fit to an estimation sample. How-
ever, this is not necessarily true for a cross-validation sample, which is not used in
the estimation process. Therefore, during the hyper-parameter grid search, function
space is enlarged up to the point where the estimated functions start providing worse
generalizations to a cross-validation set.

In order to estimate TDN and ADN, I use a mixture of stochastic and mini-batch
gradient optimization techniques for speed and as a safeguard against local min-
ima (Goodfellow et al., 2016). Algorithms are initiated by a stochastic optimization
until a relaxed convergence criterion is met. Then, a mini-batch optimization is ap-
plied with a stricter convergence criterion. For TDN estimates, once convergence
is achieved with the initial penalty coefficient γ1, the procedure continues using the
other ordered values of {γs}with mini-batch optimization until the coefficient vector
sequence {Θs} converges.

Pseudo-codes that illustrate these steps in detail are provided in appendix A.6.

1.3.3 Results

Results that are reported in this section are obtained using a relaxed convergence
criterion 10−6, a strict convergence criterion 10−8, a mini-batch size of 256, and
γs+1 = 1.5γs with γ1 = 1 as the monotonically increasing series {γs}.

The first set of results that I present are estimated using log-prices and log-
expenditures as inputs, and budget shares of ten food categories as output variables.

15 All analyses reported in this paper are done with the Tensorflow library in Python (Abadi et al.,
2015).
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TDN is estimated imposing homogeneity, adding up, and symmetry to be compa-
rable to AIDS and QUAIDS models. Results of an application with both symmetry
and negativity restrictions are available in appendix A.3.

Figure 1.2 depicts distributions of mean squared errors of estimated systems of
demand equations on test sets. Violin graphs that illustrate these distributions are re-
markably similar, which indicates that all estimated demand systems provide similar
fits to test sets.

Figure 1.3 presents estimated demand functions for ten food categories. Predicted
budget shares are calculated at median prices. ADN and TDN estimates are close
to linear in log budgets for nine goods. For vegetables, ADN and TDN captures a
non-linear pattern between budget shares and log budgets. Predicted budget shares
for vegetables increase until middle income households, and then flattens for high
income households. AIDS is unable to capture this non-linear pattern because of its
linear relationship between log budget levels and budget shares. QUAIDS is able
to capture this relationship; however, due to its quadratic form, we see that the re-
sponse is captured as a decrease. Significant differences in predicted budget shares
are observed at the tails of the log budget distribution.

Figure 1.4 illustrates estimated income elasticities for a hypothetical household
facing median prices with the median budget level. Even though the 95% confidence
intervals mostly coincide, ADN and TDN estimates of elasticities have a higher vari-
ance, which is perhaps not surprising for results of a semi-nonparametric approach
with a moderate sample size.

Similar figures for price elasticities are not produced due to the high number of
outputs (G2). However, tables 1.2 to 1.4 report estimated price elasticities and Slut-
sky matrices for four categories. Cross-price elasticities of AIDS, QUAIDS, ADN
and TDN are mostly similar. ADN and TDN estimates indicate slightly stronger
responses to changes in own-prices.

The second set of results are obtained using log-prices, log-expenditures, and
household specific demographics as input variables, and budget shares as output
variables.16 Demographic variables are included in ADN and TDN estimations as
any other variable. Therefore, impact of observable heterogeneity on consumption
choice is left to the estimation procedure to discover. Because demographic vari-
ables include relatively large values compared to log inputs, they are standardized
using their main sample means and standard deviations before the estimation proce-
dure. The reason for this standardization is to obtain a proper initialization of coef-
ficients and gradient updates during the optimization process (Hastie et al., 2009). I
include demographic variables in AIDS and QUAIDS estimations as additive taste
shifters by also modifying the price deflators to maintain theoretical consistency
(see appendix A.2).

Figure 1.5 illustrates distributions of mean squared errors of estimated demand
functions with demographic variables on test sets. Similar to the previous case, vio-
lin graphs indicate similar model performances. Figure 1.6 shows lowess-smoothed
estimated demand functions with demographics.

16 Demographic variables are number of children, number of adults, and number of economically
active individuals in a household.
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To elicit effects of demographic variables on estimated demand functions, fig-
ures 1.7 and 1.8 depict QUAIDS and TDN estimates of four demand functions for
households with different numbers of children.17 These figures show that the semi-
nonparametric TDN approach also captures a similar level effect to the way that
demographics are incorporated into QUAIDS estimation as taste shifters.

1.3.4 Calculating Welfare Impacts of Price Changes

In order to estimate welfare impacts of price changes, I use a differential equation
approach developed by Hausman and Newey (1995), and calculate equivalent vari-
ation of a price change with an ordinary differential equation.

Let p(t) be a price path from p(0) to p(1). Let S(t,m) = m− e
(
p(t),u1

)
denote

the equivalent variation of a price change from p(t) to p(1) at utility level u1. Then,
S(0,m) is obtained as the solution to the following ordinary differential equation:

∂S(t,m)/∂ t =−q(p(t),m−S(t,m))T ∂p(t)
∂ t

with the initial condition S(1,m) = 0, and where m−S(t,m) is compensated income.
This problem can be solved with conventional numerical solution methods for or-
dinary differential equations (see also Blundell et al., 2012; Hausman and Newey,
2016).18

Figure 1.9 illustrates the equivalent variation of a 10% increase in the price of
each good separately. The welfare impacts predicted by the parametric AIDS and
QUAIDS models, and the semi-nonparametric TDN model are relatively similar
across the observed budget distribution. However, the TDN model does not exhibit
non-monotonic relationships between impacts of price changes and log of total food
expenditures that the QUAIDS model suggests for some goods.

1.4 Discussion

Results of the empirical application illustrate two main findings. First, it is indeed
feasible to obtain theoretically and statistically consistent estimates of demand func-
tions using a mixture of economic theory and machine learning toolbox. Second, it
may not always be necessary; there may be empirical settings where existing para-
metric models of consumer demand work well.

17 The number of goods and the demographic variable are selected due to illustration purposes.
The plots for the other goods, and other demographic categories, are available upon request.
18 The results that I present are obtained using an ordinary differential equation solver from the
Scipy package of Python (Jones et al., 2001).
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If parametric approaches to demand estimations do not induce significant biases
due to specification errors, one would expect parametric models to perform well.
If not, ADN and TDN estimates provide statistically consistent estimates to unob-
served demand functions by being free of functional form specifications. Hence,
even though network estimates require large sample sizes to have small variances,
they would be most beneficial when parametric models are inadequate in capturing
non-linearities or complex relationships that data may exhibit (Geman et al., 1992).

Similar model performances on test sets in my empirical example suggest that
biases induced by functional forms of AIDS and QUAIDS models are not signifi-
cant. One reason for this functional form match may be the aggregate nature of the
estimation setting and low substitution between the consumption categories.19 On
the other hand, another implication of similar performances, given the simplicity of
estimated demand functions, is in favor of ADN and TDN estimations: even though
estimates do not suggest significant non-linearities, ADN and TDN still performs
as well as the parametric alternatives. Therefore, results of my empirical applica-
tion provide evidence in favor of both the existing parametric approaches and the
network models to elicit preferences for aggregate levels of consumption goods.

In addition to providing theoretical consistency and allowing for welfare analy-
sis, use of theoretical restrictions in TDN also has practical benefits. A combination
of the restrictions with the estimation procedure through a penalty approach resem-
bles regularization approaches in machine learning. The primary purpose of regu-
larization is to safeguard against overfitting, which is a concern for non-parametric
estimators. The penalty term in the optimization procedure of TDN can also be in-
terpreted as a protection against overfitting: it eliminates theoretically inconsistent
functions from allowed function space so there are less functions to choose from
(see also Gallant and Golub, 1984).20 Moreover, if data supports theory, restrictions
in the penalty term are not binding as sample size increases, so penalty converges
to zero. In this case, a penalty term that is constructed from theoretical restrictions
works by reducing variance without harming consistency of an estimator. Hence,
introducing theoretical restrictions in FNN estimators with a penalty approach pro-
vides a regularization with an economic judgment. In principle, this idea is also
applicable in other economic research with theoretical conditions that can be writ-
ten as a penalty function.

Apart from overfitting, which is addressed with cross-validation and inclusion of
theoretical restrictions, two issues associated with use of ADN and TDN approaches
are worth discussing. First, even though ADN and TDN estimates present feasible
alternatives, they are time-wise costlier to obtain compared to AIDS and QUAIDS

19 With a simulation analysis, Barnett and Seck (2008) show that the AIDS model performs well
when estimating preferences for aggregate commodities that are usually characterized with low
substitution due to loss of information in the aggregation process.
20 The difference in application of a regularization versus a penalty approach comes from their
purposes. While standard regularization approaches aim to introduce bias to reduce variance up
to the point where prediction accuracy no longer increases, a penalty approach aims to estimate
coefficients that strictly impose the restrictions in a numerical sense. Hence, the penalty coefficient
γ is increased until convergence instead of being selected with cross-validation, which is a standard
practice to set a regularization coefficient.
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estimates, especially a TDN estimate. Stochastic optimization approaches and dis-
tributed computing tremendously help in terms of speed but relying on bootstrap-
ping to calculate confidence intervals of estimated demand functions and elasticities
make these approaches even costlier. Therefore, if time or computational capacity
is an issue, a logical approach would be to start with a parametric estimator, to test
robustness of functional specification using an ADN estimate, and to consider the
necessity of a TDN estimate depending on the results.

Second, the TDN approach imposes restrictions in terms of numerical approxi-
mation. Theoretically, a penalty approach yields results that are equal to the results
of a constrained optimization problem only as a penalty coefficient approaches to
infinity. Therefore, in practice, estimates may slightly differ from what restrictions
may require. For example, imposing Slutsky symmetry requires cross-diagonal ele-
ments of a Slutsky matrix to be equal. In my empirical illustration, cross-diagonal
Slutsky terms for breads and fats, sbread, f at and s f at,bread , are estimated as 0.05719
and 0.04208 with ADN. With TDN, these estimates are 0.04678 and 0.04712. As
this illustration shows, inclusion of restrictions work in an intended way. However,
numerical equality of the results will depend on the tolerance level used in the op-
timization procedure. Therefore, a stricter and costlier, or a more relaxed and less
costly, imposition of constraints on estimation is possible. Desired accuracy of the
estimates would depend on the difference in the economic interpretation of the re-
sults.

1.5 Conclusion

Existing parametric approaches to model consumer demand impose certain func-
tional form hypotheses on the shape of demand functions. However, the only infor-
mation on shapes of demand functions that are provided by the preference-based
neoclassical demand theory are the integrability conditions. Non-parametric ap-
proaches address the functional form uncertainty; however, imposing shape restric-
tions is necessary to obtain theoretically consistent functional estimates, for exam-
ple, to be able to understand welfare impacts of price changes.

In this paper, I suggest two empirical models that are intermediate alternatives to
parametric and non-parametric approaches. Both the theoretically consistent TDN
model and the atheoretical ADN model address the functional form uncertainty,
and naturally extend to high dimensional environments with many goods or other
explanatory variables. Moreover, the TDN model preserves the close relationship of
the parametric approaches to the demand theory.

The ADN model is very straightforward to estimate using any machine learning
software library that supports a feedforward neural network estimation.21 The TDN
model builds upon the ADN model by adding calculation of Slutsky matrices at
every optimization step for all observations on which the constraints are imposed.

21 As of today, alternative libraries are available in Python, R, Matlab, and SPSS, which are some
of the most frequently used software for statistical analyses.
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Results of my empirical application show that there are environments in which
the parametric models work well. However, even in such environments, ADN and
TDN still perform equally well. Therefore, true benefits of these flexible models
in microeconometric modeling of consumer demand would be more apparent when
there are non-linearities that parametric models fail to capture. An example of this
is illustrated with vegetable demand, which exhibits a non-linear pattern in a system
of equations that otherwise contain linear relationships between budget shares and
log budget levels.

In principle, structuring non-parametric estimators using theoretically guided re-
strictions is also an idea that can be useful in other economic research where re-
searchers are unsure about the exact shape of a functional relationship but have
prior information about some properties of these functions. This paper illustrates
such estimations are easy to obtain using state-of-the-art statistical software and
optimization algorithms.
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Table 1.1 Descriptive Statistics

Category Variable Min Max Mean St. Dev.

Prices

Bread 0.66 0.99 0.83 0.06
Meat 4.02 6.41 5.20 0.44
Fish 4.22 6.14 5.15 0.37
Milk 1.53 2.12 1.83 0.11
Fat 1.49 2.13 1.74 0.12

Fruit 0.52 1.13 0.83 0.13
Vegetable 0.72 0.95 0.84 0.04

Sugar 0.81 1.13 0.98 0.06
Other 0.85 1.71 1.30 0.21

Non-alcoholic 1.06 1.63 1.36 0.12

Budget Shares

Bread 0.013 0.448 0.175 0.06
Meat 0.003 0.638 0.231 0.09
Fish 0.001 0.680 0.054 0.04
Milk 0.002 0.473 0.138 0.05
Fat 0.001 0.170 0.026 0.01

Fruit 0.001 0.385 0.075 0.05
Vegetable 0.003 0.492 0.124 0.05

Sugar 0.001 0.413 0.065 0.04
Other 0.001 0.363 0.031 0.02

Non-alcoholic 0.001 0.377 0.081 0.04

Other

Total Expenditure 20.11 208.76 71.11 30.79
# of Econ. Active 0 6 1.4 1.06

# of Children 0 7 0.7 1.04
# of Adults 1 7 2.1 0.72

Note: Table provides descriptive statistics of input and output variables that are employed in the
empirical illustration.
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Table 1.2 Uncompensated Price Elasticities

AIDS

Bread Fat Fish Fruit
Bread -0.74

(-0.99, -0.54)
0.03

(-0.15, 0.20)
0.05

(-0.05, 0.15)
-0.19

(-0.33, -0.04)
Fat -0.01

(-0.14, 0.12)
-0.34

(-0.59, -0.10)
-0.07

(-0.16, 0.02)
-0.05

(-0.18, 0.08)
Fish 0.18

(-0.17, 0.52)
-0.27

(-0.64, 0.17)
-0.80

(-1.14, -0.51)
0.09

(-0.23, 0.39)
Fruit -0.23

(-0.40, -0.04)
-0.03

(-0.25, 0.18)
0.03

(-0.09, 0.14)
-0.53

(-0.79, -0.28)
QUAIDS

Bread Fat Fish Fruit
Bread -0.74

(-0.99, -0.54)
0.03

(-0.15, 0.19)
0.05

(-0.05, 0.15)
-0.19

(-0.33, -0.04)
Fat -0.01

(-0.14, 0.12)
-0.34

(-0.60,-0.11)
-0.07

(-0.15, 0.03)
-0.05

(-0.19, 0.07)
Fish 0.19

(-0.16, 0.55)
-0.26

(-0.64, 0.20)
-0.81

(-1.16, -0.51)
0.10

(-0.22, 0.41)
Fruit -0.23

(-0.40, -0.05)
-0.04

(-0.26, 0.17)
0.03

(-0.08, 0.15)
-0.53

(-0.79, -0.29)
ADN

Bread Fat Fish Fruit
Bread -0.93

(-1.04,-0.79)
0.06

(-0.04, 0.20)
0.07

(-0.02, 0.19)
-0.05

(-0.23, 0.03)
Fat -0.04

(-0.16, 0.05)
-0.92

(-1.03, -0.78)
0.04

(-0.06, 0.16)
-0.08

(-0.25, 0.03)
Fish 0.05

(-0.09 ,0.21)
-0.05

(-0.28, 0.11)
-1.04

(-1.24, -0.88)
0.05

(-0.12, 0.24)
Fruit 0.01

(-0.12, 0.10)
0.01

(-0.11, 0.15)
0.03

(-0.09, 0.16)
-0.93

(-1.05, -0.75)
TDN

Bread Fat Fish Fruit
Bread -0.98

(-1.01, -0.94)
0.01

(-0.06, 0.04)
0.0

(-0.01, 0.01)
0.01

(-0.02, 0.02)
Fat -0.02

(-0.06, 0.01)
-0.96

(-1.03, -0.82)
-0.01

(-0.04, 0.00)
-0.02

(-0.07, 0.01)
Fish 0.02

(-0.01, 0.06)
-0.02

(-0.12, 0.04)
-0.98

(-1.00, -0.93)
0.03

(-0.01, 0.07)
Fruit 0.01

(-0.02, 0.03)
-0.01

(-0.08, 0.05)
0.01

(-0.01, 0.02)
-0.97

(-1.00, -0.91)

Note: Statistically non-zero estimates are illustrated in bold.
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Table 1.3 Compensated Price Elasticities

AIDS

Bread Fat Fish Fruit
Bread -0.57

(-0.82, -0.37)
0.25

(0.07, 0.42)
0.10

(-0.01, 0.20)
-0.05

(-0.19, 0.08)
Fat 0.19

(0.05, 0.31)
-0.08

(-0.33, 0.14)
-0.02

(-0.10, 0.08)
0.10

(-0.02, 0.23)
Fish 0.33

(-0.02, 0.68)
-0.07

(-0.44, 0.37)
-0.75

(-1.1, -0.46)
0.21

(-0.10, 0.51)
Fruit -0.07

(-0.24, 0.11)
0.17

(-0.04, 0.39)
0.08

(-0.04, 0.2)
-0.40

(-0.66, -0.15)
QUAIDS

Bread Fat Fish Fruit
Bread -0.57

(-0.82, -0.37)
0.25

(0.06, 0.42)
0.10

(-0.02, 0.20)
-0.06

(-0.19, 0.08)
Fat 0.19

(0.05, 0.31)
-0.09

(-0.34,0.13)
-0.01

(-0.10, 0.09)
0.10

(-0.03, 0.23)
Fish 0.35

(-0.01, 0.71)
-0.06

(-0.44, 0.4)
-0.76

(-1.11, -0.46)
0.22

(-0.09, 0.53)
Fruit -0.07

(-0.24, 0.11)
0.17

(-0.05, 0.38)
0.08

(-0.03, 0.19)
-0.41

(-0.66, -0.16)
ADN

Bread Fat Fish Fruit
Bread -0.75

(-0.86,-0.62)
0.30

(0.19, 0.44)
0.12

(0.02, 0.24)
0.08

(-0.08, 0.19)
Fat 0.17

(0.04, 0.28)
-0.65

(-0.76, -0.50)
0.10

(-0.01, 0.22)
0.08

(-0.08, 0.19)
Fish 0.21

(0.05, 0.39)
0.16

(-0.08, 0.32)
-0.99

(-1.2, -0.83)
0.18

(0.01, 0.38)
Fruit 0.18

(0.04, 0.27)
0.23

(0.11, 0.38)
0.08

(-0.03, 0.22)
-0.79

(-0.91, -0.62)
TDN

Bread Fat Fish Fruit
Bread -0.80

(-0.82, -0.76)
0.24

(0.18, 0.29)
0.06

(-0.04, 0.07)
0.14

(0.12, 0.16)
Fat 0.18

(0.14, 0.22)
-0.68

(-0.77, -0.53)
0.04

(0.02, 0.06)
0.14

(0.09, 0.17)
Fish 0.19

(0.16, 0.24)
0.20

(0.09, 0.27)
-0.92

(-0.95, -0.88)
0.16

(0.12, 0.21)
Fruit 0.18

(0.15, 0.21)
0.23

(0.14, 0.29)
0.06

(0.04, 0.08)
-0.83

(-0.86, -0.77)

Note: Statistically non-zero estimates are illustrated in bold.
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Table 1.4 Slutsky Matrices

AIDS

Bread Fat Fish Fruit
Bread -0.10

(-0.14, -0.06)
0.04

(0.01, 0.07)
0.01

(-0.01, 0.03)
-0.01

(-0.03, 0.01)
Fat -0.01

(-0.07, 0.03)
0.00

(-0.02, 0.02)
0.02

(-0.01, 0.05)
Fish -0.04

(-0.05, -0.02)
0.01

(-0.01, 0.02)
Fruit -0.05

(-0.09, -0.02)
QUAIDS

Bread Fat Fish Fruit
Bread -0.10

(-0.14, -0.06)
0.04

(0.01, 0.07)
0.01

(-0.00, 0.03)
-0.01

(-0.03, 0.01)
Fat -0.02

(-0.07, 0.03)
-0.00

(-0.02, 0.02)
0.02

(-0.00, 0.05)
Fish -0.04

(-0.05, -0.02)
0.01

(-0.00, 0.02)
Fruit -0.05

(-0.09, -0.02)
ADN

Bread Fat Fish Fruit
Bread -0.14

(-0.16, -0.11)
0.05

(0.03, 0.08)
0.02

(0.00, 0.04)
0.01

(-0.01, 0.03)
Fat 0.04

(0.01, 0.06)
-0.16

(-0.19, -0.12)
0.02

(-0.00, 0.05)
0.02

(-0.02, 0.04)
Fish 0.01

(0.00, 0.02)
0.00

(-0.00, 0.01)
-0.05

(-0.06, -0.04)
0.01

(0.00, 0.02)
Fruit 0.02

(0.00, 0.04)
0.03

(0.01, 0.05)
0.01

(-0.00, 0.03)
-0.11

(-0.13, -0.09)
TDN

Bread Fat Fish Fruit
Bread -0.15

(-0.16, -0.14)
0.04

(0.03, 0.06)
0.01

(0.00, 0.01)
0.02

(0.02, 0.03)
Fat 0.04

(0.03, 0.06)
-0.17

(-0.19, -0.14)
0.01

(0.00, 0.01)
0.03

(0.02, 0.04)
Fish 0.01

(0.00, 0.01)
0.01

(0.00, 0.01)
-0.05

(-0.06, -0.04)
0.01

(0.00, 0.01)
Fruit 0.02

(0.02, 0.03)
0.03

(0.02, 0.04)
0.01

(0.00, 0.01)
-0.12

(-0.13, -0.11)

Note: Statistically non-zero estimates are illustrated in bold. Symmetry depends on the tolerance,
e.g. sbread, f at = 0.0398, s f at,bread = 0.0402 when εs = 1e− 3. Lower-diagonal elements of the
Slutsky matrices for AIDS and QUAIDS estimations are not reported due to imposed symmetry.
Lower-diagonal elements of the Slutsky matrix for TDN estimation are reported to illustrate the
impact of numerical imposition of symmetry through a penalty function and for comparison with
the ADN estimates of Slutsky terms.
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Fig. 1.1 Multiple Output FNN Diagram
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Note: The figure illustrates a network diagram for a multiple hidden layer - multiple output FNN.
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Fig. 1.2 Distributions of Test Costs
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Note: The figure illustrates distributions of mean squared errors of four demand estimations on test
sets, i.e., C(Θ,Xt |Xe,Xc) for AIDS, QUAIDS, ADN, and TDN estimates. Violin plots indicate
similar generalization performances for all estimations. White mid-points are means of test cost
distributions. Bold black lines are interquartile ranges. Thin black lines within violins are 95%
confidence intervals. Black curves are kernel density estimates of test cost distributions.
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Fig. 1.5 Distributions of Test Costs with Demographics
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Note: The figure illustrates distributions of mean squared errors of four demand estimations on test
sets, i.e., C(Θ,Xt |Xe,Xc) for AIDS, QUAIDS, ADN, and TDN estimates. Violin plots indicate
similar generalization performances for all estimations. White mid-points are means of test cost
distributions. Bold black lines are interquartile ranges. Thin black lines within violins are 95%
confidence intervals. Black curves are kernel density estimates of test cost distributions.
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Chapter 2
The PPP Approach Revisited: A study of RMB
valuation against the USD

Ingvild Almås, Mandeep Grewal, Marielle Hvide, Serhat Ugurlu

Abstract We analyze the alleged undervaluation of the Chinese renminbi against the
US dollar through an application of the relative PPP hypothesis; the PPP approach.
The PPP approach measures the relative misalignment of a currency by estimating
the relationship between log price levels and log per capita real incomes from a
cross section of countries. We estimate this relationship by using ICP 2011 and in-
corporating model selection tests. Our results confirm that price level-real income
relationship is best approximated by a quadratic functional form. We show that, us-
ing this functional form, the PPP approach does not reveal any evidence of renminbi
undervaluation as of 2011, and this result is robust to various sensitivity tests.

Key words: renminbi, currency misalignment, Penn effect

Note: This chapter is published in Journal of International Money and Finance, 2017. When
referring to this work, please cite the published article at https://doi.org/10.1016/j.
jimonfin.2017.06.006 .

2.1 Introduction

China has a history of exchange rate regimes with strict capital controls and foreign
exchange interventions. Although the Chinese government allowed for a gradual
appreciation of the renminbi (RMB) between 2005 and 2015, it has been argued
that China still limited the movement of its exchange rate to maintain a trade ad-
vantage over its trading partners.1 The United States, China’s leading trade partner,
has made the most prominent allegations. They have long argued that the renminbi
is significantly undervalued against the US dollar, and this undervaluation played a

1 In fact, in August 2015, China devalued the renminbi by around 3.5%. However this devaluation
does not affect the discussion of this paper as we analyze the potential undervaluation in 2011.

43
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part in creating their large annual trade deficits with China (Morrison and Labonte,
2013). This argument was re-emphasized by the United States Treasury Department
in reports released in 2014 and 2015 (U.S. Department of the Treasury Office of
International Affairs, 2014, 2015).

A much used approach to investigate whether a currency is undervalued against
another is based on the relative purchasing power parity (PPP) hypothesis: in order
to obtain a long run measure of the real exchange rates, the relationship between
price levels2 and per capita real incomes is estimated. The relationship has been
estimated to be upward sloping, and this is referred to as the Penn effect (Samuelson,
1994; Rogoff, 1996). The theoretical arguments are given by the Balassa-Samuelson
hypothesis predicting an upward sloping relationship. In this approach, currency
misalignments are taken to be the difference between a country’s observed price
level and its predicted price level (see, e.g., Rodrik, 2008). If the predicted price
level is higher than the observed price level, the currency is considered overvalued,
and vice versa. If there is no statistical difference between the estimated and the
observed price levels, the currency is considered not to be misaligned.

In this paper, we revisit the PPP approach to currency misalignment, and discuss
whether this approach provides any evidence for the alleged undervaluation of the
renminbi against the US dollar in 2011 using ICP 2011. The PPP approach has pre-
viously been applied to analyze currency misalignments. Much of the literature has
been devoted to the question of whether the renminbi is undervalued or not. A large
strand of the literature argues that the renminbi has historically been undervalued
against the US dollar. Most of this research is based on cross sectional data. Some
examples are Frankel (2006), who uses cross sectional data from the Penn World
Table 6.1 and suggests that the renminbi was undervalued by 36% in 2000, and
Subramanian (2010), who uses ICP 2005, and suggests that the renminbi was un-
dervalued by 30% in 2005. On the other hand, other researchers who use panel data
sets suggest different results. For example, Zhang and Chen (2014) use a panel data
set to test renminbi undervaluation and suggest that the renminbi was undervalued
by 38% in 2011; however, if a control variable for net financial assets is included,
then they conclude that the renminbi was overvalued by 8%. By extending the cross
sectional estimation that is used by Frankel (2006), Cheung et al. (2007) apply the
PPP approach on panel data and suggest that the undervaluation of the renminbi
was not statistically significant in 2004. They also show that, if serial correlation is
controlled for, renminbi undervaluation was never statistically significant between
1976 and 2004.

The standard way to estimate the price-income relationship has been to use a
log-linear functional form, and to regress countries’ price levels on their per capita
real income levels. However, Hassan (2016) shows that this relationship is better
approximated by a log-quadratic functional form. Independent research by Cheung
et al. (2017) also analyses the implications of this non-linearity in the Penn effect

2 Let E, P and P? denote the nominal exchange rate, local, and foreign aggregate prices, respec-
tively. Then, the price level (PL) of a country, defined as PL = PPP/E, is equal to its real ex-
change rate (RER), RER = P/EP∗, by definition via the following relation: P/EP∗ = (P/P∗)/E =
PPP/E⇐⇒ RER = PL.
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by estimating renminbi misalignment with a quadratic form, and show that the mis-
alignment result may vary substantially depending on the data set regardless of the
functional form.3 Our analysis contributes to the ongoing debate. First, we make
use of the latest ICP round directly in a cross sectional analysis (see also Kessler
and Subramanian, 2014), which arguably provides the most reliable PPP measure
for China, account for a possible non-linearity with the suggested log-quadratic
specification, and measure misalignment using statistical bounds on the price level
estimates. Second, we present results with alternative estimations, such as kernel
weighted local polynomials and a principal component regression. This is in addi-
tion to more standard robustness checks using different control variables, such as
net foreign asset positions and sample stratifications.4 Thus, our research provides
a comprehensive analysis that includes different samples, functional forms, and es-
timation techniques. We select our preferred models using standard model selection
tests and residual plots. Our results suggest that the preferred specifications provide
no evidence for the alleged undervaluation of the Chinese renminbi as of 2011.5

Other approaches have been suggested and used to assess the alleged underval-
uation of the renminbi.6 For example, Bénassy-Quéré et al. (2004), and Cline and
Williamson (2010) use a fundamental equilibrium exchange rate (FEER) approach
to assess the misalignment of the Chinese renminbi. Their findings suggest that the
renminbi was undervalued by 44% in 2003 and by 41% in 2009, respectively. Cui
(2013) uses a behavioral equilibrium exchange rate (BEER) approach with monthly
data and suggests that renminbi undervaluation varied between 25% to 35% during
the course of 2011. By using different approaches, the IMF Consultative Group on
Exchange Rates suggests that renminbi undervaluation was between 3% and 23%
in 2011 (IMF, 2011).

As different methodologies and data sets can be used to study potential misalign-
ment, and as different approaches sometimes yield different results, the search for a
consensus on whether the renminbi is undervalued continues. We choose to use the
PPP approach to study the alleged misalignment and consider this approach to be
an important complement to alternative existing methodologies. The PPP approach,
contrary to the other approaches, conducts a cross country analysis to estimate cur-
rency misalignments, and it has the benefit of being a general equilibrium approach
that does not allow over or undervaluation of all exchange rates simultaneously (see,
e.g., Lee et al., 2008; Subramanian, 2010).

The rest of the article proceeds as follows. Section 2 describes ICP 2011, and
discusses why it is more appropriate than previous releases of the International

3 According to their results, as of 2011, PWT 8.1 suggests that the renminbi was fairly valued,
World Development Indicators suggest that the renminbi was overvalued around 30%, and this
difference holds for both log-linear and log-quadratic specifications.
4 We also estimate misalignment of the renminbi with PWT 9.0, using expenditure data from
ICP 2011, excluding oil exporters from our estimations, and grouping countries by income levels,
temperatures, income inequality levels, and institutional quality levels.
5 On the other hand, our estimation using PWT 9.0 confirms that the renminbi was undervalued in
2005, which is the previous benchmark year for the ICP.
6 See Coudert and Couharde (2009) for a review.
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Comparison Program to assess exchange rate misalignments, especially for the ren-
minbi. Section 3 summarizes the empirical methodology, and discusses the Balassa-
Samuelson effect, which constitutes the theoretical foundation for the PPP approach.
In section 4, we report the results of our functional form and misalignment analy-
sis. Section 5 presents sensitivity tests, which show that our main result is robust to
a variety of controls including different data sets, additional variables, and sample
stratifications of ICP 2011. Section 6 concludes.

2.2 Data

PPPs, per capita real incomes, and yearly average nominal exchange rates are ob-
tained from ICP 2011 that is the latest release of the International Comparison Pro-
gram, which is organized by the World Bank irregularly every few years in collab-
oration with various academic, statistical, and economic institutions. The program
specifically aims to provide worldwide estimates of purchasing power parities to ob-
tain an internationally comparable measure of price levels and real incomes. Figure
2.1 plots the relationship between price levels and per capita real incomes in ICP
2011.

ICP 2011, with its increased coverage, provides PPP exchange rates in various
aggregate levels for 177 participating countries.7 The data set also reports popula-
tion sizes, nominal exchange rates, nominal GDPs, and their breakdown values for
the participating countries. The PPPs that are provided in the International Compar-
ison Program are based on localized price surveys. The remaining information is
collected from the collaborating institutions and countries’ own national accounts.

ICP 2011 introduces several methodological improvements over the previous
versions. As a result, the data provided by this latest release is argued to have a bet-
ter quality (World Bank, 2014). Moreover, improvements in the representativeness
of the underlying data and in the estimation techniques are documented by several
authors such as Deaton and Aten (2017) and Inklaar and Prasada Rao (2017).

ICP 2011 addresses a major concern about previously available internationally
comparable data on Chinese prices. This concern is a result of the lack of repre-
sentativeness of Chinese data in ICP 2005, which caused a downward revision of
China’s real income level by 40% compared to its projections. These problems are
caused by China’s limited participation in the previous round of the International
Comparison Program. In 2005, China participated in the price surveys with only 11
of its 34 provinces, and provided price data from only urban areas of these provinces.
This limited participation resulted in a considerable urban bias in the Chinese price
level (Hill and Syed, 2010). Supporting this argument, Deaton and Heston (2010)
and Feenstra et al. (2013) argued that the Chinese price level was overestimated by
about 20% to 30% in ICP 2005. However in 2011, China participated with 30 of
its 34 provinces, and provided price data from both urban and rural areas (Asian

7 Our estimations that utilize the full sample have a sample size of 176 because the Cuban peso is
not traded internationally.
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Development Bank, 2014). As a result, ICP 2011 provides the most reliable inter-
nationally comparable Chinese price data as of date. To the best of our knowledge,
we are the first to utilize this data to analyze whether the renminbi is undervalued
against the US dollar.

In the sensitivity analyses, we make use of various other data sets. One of these
data sets is a data set on country expenditure levels, which is provided by ICP 2011.
The ICP data provides the aggregate expenditure level of each participating country,
as well as the PPP exchange rates for expenditures. These expenditure levels are
obtained from the participating countries’ own national accounts. The PPP exchange
rates for expenditures are constructed by using the same methodologies that are used
to construct the standard PPP exchange rates. Explanations of all the other data sets
we use are available in appendix B.1. We report the results on the largest samples
for which data are available.

2.3 Methodology

The standard way to apply the PPP approach is to estimate the relationship between
price levels and per capita real incomes by using a log linear regression (Rogoff,
1996). This functional form is specified in equation 2.1 where PLi is the ratio of the
PPP exchange rate to the nominal exchange rate for country i and GDPPi is the real
gross domestic product (GDP) per capita.

lnPLi = β0 +β1 lnGDPPi + εi (2.1)

Misalignment with the long run real exchange rate is calculated as the deviation
from the estimated price level. In other words, percentage misalignment of the price
level is the difference between log of its observed level and log of its predicted level
if the difference is statistically significant.

% misalignment = lnPLi− ln ˆPLi (2.2)

However, as Hassan (2016) describes, a log linear relationship between real in-
comes and price levels is not empirically apparent. Therefore the standard log lin-
ear functional form may be misspecified. Hence we analyze the suitability of a log
quadratic functional form as a more flexible functional form. To this end, we esti-
mate a log linear functional form, as specified in equation 2.1, and a log quadratic
functional form, as specified in equation 2.3, by applying an OLS regression with
robust standard errors, and compare the results. Furthermore, an application with a
nonparametric estimation can be found in appendix B.2.

lnPLi = β0 +β1 lnGDPPi +β2 lnGDPPi
2 + εi (2.3)

We test whether the log linear functional form is misspecified by applying model
selection tests. We analyze the results of standard model comparison tests: a log-
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likelihood ratio test, Akaike, and Bayesian information criteria (AIC and BIC). A
log likelihood ratio test analyses if the parameter vector of an unconstrained model
satisfies some smooth constraint by comparing its likelihood with that of a con-
strained model. If we reject the null hypothesis of the test, that is if the constraint
is binding, then the preferred model is the unconstrained model. In our context, a
rejection means that the log quadratic functional form is the preferred functional
form. In case of AIC and BIC comparisons, we choose the model with the lowest
criterion as the preferred model (Greene, 2012). We also report residual-regressor
plots of each estimation to see whether there is a significant relationship between
the residuals and the regressors.

As sensitivity tests, we conduct various analyses by considering the theoreti-
cal explanation for the expected positive relationship between price levels and per
capita real incomes. The most prominent theoretical explanation is the Balassa-
Samuelson hypothesis (Balassa, 1964; Samuelson, 1964), which explains the rela-
tionship through international differences in relative productivity between the trad-
able and the non-tradable sectors. The hypothesis states that price levels are lower in
low-income countries because of their relatively lower productivity in the tradable
goods sector. Balassa and Samuelson argue that the tradable sector is dominated by
production of goods while the non-tradable sector is mainly comprised of services
which cannot be exported. Prices of the tradable goods are therefore determined
in the world markets, whereas prices of the non-tradable goods are determined do-
mestically. Moreover, with perfect labor mobility between the tradable and the non-
tradable sectors, wages are equalized, and they are paid according to the marginal
productivity.8 The hypothesis suggests that as a country develops, the marginal pro-
ductivity of labor in the tradable sector increases relative to the marginal produc-
tivity of labor in the non-tradable sector as a result of technological spillovers and
“know how” through international trade. Hence, the aggregate price of the non-
tradable goods increases relative to the aggregate price of the tradable goods. Since
the price level of a country is given by a combination of the prices of both its trad-
able and non-tradable goods, the country experiences an increase in its aggregate
price level and hence an appreciation of its real exchange rate.

First, note that the Balassa-Samuelson hypothesis is a productivity based ex-
planation for higher price levels in more developed countries. Given that prices in
the tradable sector are exogenous, increasing productivity results in an increase in
wages of the tradable sector, and subsequently an increase in the price level of the
non-tradable sector. Although, in the literature, income is used to test this relation-
ship, it is documented that expenditure data may be more reliable because of various
measurement reasons (see, e.g., Deaton, 1997; Meyer and Sullivan, 2011). There-
fore, we include a robustness check where we analyze the relationship between log
price level of expenditure and per capita real expenditures.9

8 Wage in each sector is defined as the product of the marginal productivity of labor and the price
level in that sector.
9 Another way of conducting this analysis would be to instrument per capita real income using per
capita real expenditure, and then regressing log price level of income on the predicted per capita
income levels. Such an analysis yields very similar results in terms of misalignment.
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Second, it is important to note that if the productivity increase in the tradable sec-
tor does not fully translate into higher prices in the non-tradable sector, the increase
in the aggregate price level will be weaker. The Balassa-Samuelson hypothesis as-
sumes that the translation occurs through wages in the tradable and the non-tradable
sectors being equalized as a result of full labor mobility. However existence of wage
differentials and imperfect sectoral labor mobility between the tradable and the non-
tradable sectors have been documented in the previous literature (see, among others,
Strauss and Ferris, 1996; Lee, 2006; Schmillen, 2013). As a result, countries may
have very different price levels even if they have similar per capita income levels.
This observation indicates that additional controls may be required to obtain a bet-
ter price level prediction. We present additional sensitivity tests to account for this
issue.

2.4 Results

A robust OLS estimation using the linear functional form suggests that the coeffi-
cient of log per capita real income is positive and significant (p−value < 0.001, see
table 2.1). Log of the price level of China is estimated as -0.532 with a 95% confi-
dence interval (-0.576, -0.489). The difference with the observed value suggests an
8% undervaluation of the Chinese renminbi compared to the US dollar as of 2011.
Therefore, if we were to analyze only the outcome of the log linear functional form,
we would conclude that the Chinese renminbi is undervalued against the US dollar
in 2011. Figures 2.2 and 2.3 graphically represent these results.

On the other hand, estimating the relationship between price levels and per capita
real incomes with a robust OLS estimation using the log quadratic functional form
suggests that the coefficients of log per capita real income and its squared are sig-
nificant (see table 2.1). Log of the price level of China is estimated as -0.614 with
a 95% confidence interval (-0.671, -0.556). Thus the observed price level of China
falls within the confidence interval, and hence the renminbi is not undervalued as of
2011. Figures 2.5 and 2.6 graphically represent these results.

Therefore, two functional forms yield different conclusions, and we need to de-
termine which form better represents the relationship between price levels and per
capita real incomes in ICP 2011. As the log linear functional form can be defined as
a constrained form of the log quadratic functional form, we can use a log-likelihood
ratio test to compare the two specifications. The result of the log-likelihood ratio test
reports the test statistic as 16.40 which has a χ2(1) distribution with a p-value indi-
cating significant rejection of the null hypothesis that the coefficient of the quadratic
term is zero (p− value < 0.001). Thus the log quadratic model is preferred. Other
common tests for model selection includes checking Akaike information criterion
(AIC) and Bayesian information criterion (BIC) for both models. Table 2.2 sum-
marizes these tests. Both criteria suggest that the log quadratic functional form is
preferable. Therefore all tests reveal that the log quadratic functional form is pre-
ferred.
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Yet another way to investigate how well a model represents the underlying rela-
tionship in the data is to analyze the residual plots. Figure 2.4 plots residuals from
the regression using the log linear functional form. According to the figure, resid-
uals follow a nonlinear relationship with the regressors. On the other hand, figure
2.7 plots residuals from the regression using the log quadratic functional form. The
residuals, except for those at the highest income quartile, show no significant rela-
tionship with per capita real incomes.

As we have shown, the results of the analysis depends on the functional form
chosen for the estimation. An alternative route to the parametric one taken in the
main analysis of this paper would be to use a nonparametric approach. Such an
estimation also reveals that the Chinese renminbi is not undervalued as of 2011.
Details of this nonparametric estimation are available in appendix B.2.

2.5 Sensitivity Analyses

In this section, we will first provide two sensitivity analyses to test the robustness
of our results to sample selection. Then, we will discuss the results with various
control variables and stratifications of ICP 2011.

2.5.1 Sensitivity to Sample Selection

The Relationship Between Price Levels and Per Capita Real Expenditures

Figure 2.8 plots log price levels of expenditures10 and log per capita real expendi-
tures.

Table 2.3 summarizes the results of robust OLS estimations using both functional
forms. All coefficients are significant (p− value < 0.001). Estimating the relation-
ship between price levels and real expenditures by using the log linear functional
form suggests no misalignment whereas using the log quadratic functional form
suggests that the Chinese renminbi is 17% overvalued. Estimation results using both
functional forms are presented in figures 2.9 and 2.12.

Therefore, similar to the results for the estimations using the relationship be-
tween price levels and per capita real incomes, the two functional forms suggest dif-
ferent conclusions. A log-likelihood ratio test, where the log linear model is nested
in the log quadratic model, yields a test statistic of 47.37 which has a χ2(1) distri-
bution indicating significant rejection of the null hypothesis that the coefficient of
the quadratic term is zero (p− value < 0.001). AIC and BIC of the log quadratic
model are also lower. Therefore standard model selection tests suggest that the log

10 Price levels of expenditures are calculated similarly by using PPP for individual expenditures
instead of PPP for GDP.
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quadratic functional form is the preferred functional form when we analyze the em-
pirical relationship using expenditure levels as well.

Moreover, figure 2.11 and figure 2.14 present the residual plots of the regressions
for the two different functional forms. The log linear functional form reveals a non-
linear relationship whereas the log quadratic functional form reveals no significant
relationship between the regressor and the residuals.

These analyses suggest that the log quadratic functional form is preferable when
we estimate the relationship between price levels of expenditures and per capita real
expenditures. The results confirm our main result that the Chinese renminbi is not
undervalued against the US dollar in 2011.

The Relationship Between Price Levels and Per Capita Real Incomes - Using
The Penn World Table 9.0 (PWT 9.0)

The PWT provides a panel of PPP exchange rates for GDP and its components
incorporating the current and the past ICP rounds (see Feenstra et al., 2015a). In
the construction of the PWT, different techniques are used to obtain the PPP esti-
mates11, and these estimates are extrapolated outside the benchmark years, which
are the years without an ICP study, using country specific price indices from na-
tional accounts. In this latest release, that is the PWT 9.0, data from ICP 2011 is
incorporated, the data from ICP 2005 is methodologically improved (Feenstra et al.,
2015b; Inklaar and Prasada Rao, 2017), and the urban bias for the Chinese PPP
estimates in ICP 2005 is accounted for (Feenstra et al., 2013).

In our analysis, we use the yearly cross section from PWT 9.0 to assess the mis-
alignment of renminbi in 2011. Considering that the PWT 9.0 uses the benchmark
data from ICP 2011, this analysis indicates whether the techniques used in obtaining
PPP estimates affect our results. For the interested readers, PWT 9.0 also allows us
to analyze the misalignment of renminbi in 2005, another benchmark year. Figure
2.15 shows the cross sections for the years 2005 and 2011 from PWT 9.0. We esti-
mate the price-income relationship separately for each year using the corresponding
cross sections, and thus refrain our analysis from the problems associated with PPP
extrapolations based on national accounts (see, e.g., McCarthy, 2013).12

For both years, the preferred functional form is the quadratic functional form.
The results of the log-likelihood ratio tests suggest significant rejections of the null
hypotheses that the coefficients of the quadratic terms are zero for both years (see

11 To obtain PPP estimates, ICP uses Gini-Éltetö-Köves-Szulc (GEKS) whereas PWT uses a com-
bination of GEKS and Geary-Khamis (GK) aggregation techniques.
12 Results for 1970 - 2014 can be provided upon request.
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also table 2.5 for AIC and BIC tests).13 The results suggest that the renminbi is not
undervalued against the US dollar in 2011, confirming our main analysis with ICP
2011. However, the renminbi is estimated to be 40% undervalued in 2005.14 Figures
2.16 and 2.19 graphically represent these results.

2.5.2 Additional Sensitivity Analyses

In this section, we further analyze the robustness of our result to the addition of
various control variables, and stratifications of ICP 2011.15

Our first analysis is related to the assumption that the Balassa-Samuelson hypoth-
esis rests upon, which is the full labor mobility. One difficulty in incorporating the
degree of sectoral labor mobility into our estimation is that it is unobservable. Artuc
et al. (2015) show that the cost of labor mobility is negatively correlated with var-
ious educational indicators.16 Therefore, mean years of education may be a proxy
to account for the degree of sectoral labor mobility. This analysis reports that the
renminbi is not undervalued against the US dollar as of 2011.

Another control may be applied by incorporating net foreign asset positions.
Zhang and Chen (2014) show that the undervaluation of the Chinese renminbi,
which they obtain by using the PPP approach and a panel of 19 large economies, is
not robust to the addition of a control variable for net foreign asset positions. More-
over, Cline and Williamson (2008) suggest that controlling for financial variables,
such as net foreign asset positions, is an improvement over the standard PPP ap-
proach. Our analysis17 indicates the renminbi is not undervalued, showing that our
initial result is robust to the inclusion of net foreign assets as a control variable.

Considering that the misalignment estimates are sensitive to the data at hand, we
also test our result with different subsamples. One such subsample could be obtained
with the exclusion of oil exporting countries because oil exporting economies may
exhibit different dynamics between price levels and real incomes (see, e.g., Korho-
nen and Juurikkala, 2009). Our analysis with the subsample that excludes the top oil

13 The BIC test reports very similar values for both functional forms in 2005, and the log-likelihood
ratio test report a p-value of 0.026, which suggests a significance rejection of the null hypothesis
that the coefficient of the quadratic term is zero at 5% level of significance. The significance of the
quadratic term is stronger if the analyses is repeated with a sub-sample that does not include some
high income outlier countries that do not exhibit the Penn effect. If so, the renminbi is estimated
33% undervalued as of 2005. The quadratic functional form and the result for 2011 is robust to this
change.
14 The linear specification suggests that the renminbi was undervalued by 56% in 2005, and by
10.2% in 2011.
15 We report the results of all estimations. Details of some of these analyses are in B.2. Details of
the other analyses can be made available upon request.
16 See figure 2.22 for the relationship between labor mobility costs, as estimated by Artuc et al.
(2015), and mean years of education for 2011 from our education data set, which confirms their
analyses.
17 Net foreign asset positions of 154 countries as of 2011 are obtained from the World Bank.
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exporters18 shows that the renminbi is not undervalued against the US dollar, and
confirms our initial analysis.

Other stratifications can be obtained by analyzing the renminbi in its own quartile
and half of the world per capita income, average temperature, income inequality, and
institutional quality distributions.19 All of these results, as well as our previous re-
sults are summarized in table 2.6.20 The linear functional form is the preferred func-
tional form for some stratifications with small sample sizes. However, the quadratic
functional form becomes the preferred choice when we repeat these analyses with
a grouping that yields larger data sets21, which is the sample half. In the preferred
specifications, none of the analyses indicate an undervaluation of the Chinese ren-
minbi.

2.6 Conclusion

In this paper, we analyze the alleged undervaluation of the Chinese renminbi against
the US dollar by revisiting the PPP approach. By utilizing a new data set, ICP 2011,
and following the discussion on the functional form of the Balassa-Samuelson ef-
fect, we find no evidence for the alleged undervaluation of the Chinese renminbi
against the US dollar as of 2011. The existence of an undervaluation of the Chinese
renminbi against the US dollar, which has been the focus of the literature so far, is
only revealed if we use the log linear functional form, whose significant rejection as
a preferred functional form is suggested by model selection tests. Our main results,
as well as some of our robustness tests, suggest that the Chinese renminbi is nei-
ther undervalued nor overvalued whereas the other robustness tests suggest that the
Chinese renminbi may be overvalued. Hence, we conclude that the PPP approach
robustly shows no evidence for the alleged undervaluation of the renminbi as of
2011.

18 See appendix B.3 for a list of these countries.
19 Income distribution is obtained over the per capita incomes as reported by ICP 2011. Note that
China is very close to being in the third quartile. Our nonparametric analysis already provides an
analysis for China’s exact place in the distribution. Data sources for other groupings are provided in
B.1. To obtain institutional quality, the first principle component of the five institutional indicators
(see appendix B.1) is used.
20 Details and figures of all estimations can be provided upon request.
21 The sample sizes for the quartile estimations are around 40.
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Table 2.1 OLS Estimation Results with Income Data
Log Linear Log Quadratic

lnGDPPi 0.216∗∗∗ −0.732∗∗

lnGDPP2
i 0.053∗∗∗

Constant −2.522∗∗∗ 1.661∗

ln P̂LChina −0.532 −0.614
95% CI (−0.576,−0.488) (−0.671,−0.556)

% misalignment −8.0% No Misalignment
R2 0.448 0.497

Root MSE 0.299 0.286
Observations 176 176

∗∗∗,∗∗ ,∗ significant at 1%, 5% and 10%, respectively

Note: GDPPi stands for the country i’s per capita real income. P̂LChina is the estimated price level
of China. % misalignment is calculated as the difference between the log of the observed price
level of China, which is -0.612, and the log of P̂LChina if the difference is statistically significant.
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Table 2.2 Model Selection Criteria with Income Data

Functional Form AIC BIC

Log Linear 76.549 82.890
Log Quadratic 62.146 71.657

Note: AIC stands for Akaike information criterion, and BIC stands for Bayesian information cri-
terion. Both criteria suggest the functional form with the lowest score as the preferred functional
form.
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Table 2.3 OLS Estimation Results with Expenditure Data

Log Linear Log Quadratic

lnexpi 0.277∗∗∗ −1.76∗∗∗

lnexp2
i 0.121∗∗∗

Constant −2.837∗∗∗ 5.553∗∗∗

ln P̂Lexp
China −0.593 −0.728

95% CI (−0.641,−0.545) (−0.785,−0.670)
% misalignment No Misalignment 17%

R2 0.506 0.623
Root MSE 0.293 0.257

Observations 176 176

∗∗∗significant at 1%

Note: expi stands for the country i’s per capita real expenditure. P̂Lexp
China is the estimated price

level of expenditure for China. % misalignment is calculated as the difference between the log of
the observed price level of expenditure for China, which is -0.558, and the log of P̂Lexp

China if the
difference is statistically significant.
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Table 2.4 Model Selection Criteria with Expenditure Data

Functional Form AIC BIC

Log Linear 69.050 75.391
Log Quadratic 23.676 33.187

Note: AIC stands for Akaike information criterion, and BIC stands for Bayesian information cri-
terion. Both criteria suggest the functional form with the lowest score as the preferred functional
form.
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Table 2.5 Model Selection Criteria with PWT 9.0

2005 2011
Model AIC BIC AIC BIC

Log Linear 149.295 155.681 123.817 130.203
Log Quadratic 146.368 155.947 114.559 124.137

Note: AIC stands for Akaike information criterion, and BIC stands for Bayesian information cri-
terion. Both criteria suggest the functional form with the lowest score as the preferred functional
form.
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Fig. 2.1 Price Levels and Per Capita Real Incomes in ICP 2011
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Note: The figure displays the log price levels, calculated as the ratio of the PPP exchange rates to
the nominal exchange rates, and the per capita real incomes of each country in ICP 2011. China is
in the middle of the distribution, and is represented by a green data point.
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Fig. 2.2 OLS Estimation with Income Data - Log Linear Functional Form
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Fig. 2.3 Log Linear - China
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Fig. 2.4 Log Linear - Residuals

Note: Figure 2.2 shows the estimated price levels in red, and the 95% confidence interval in gray.
The observed price level of China is represented by the green data point. Figure 2.3 emphasizes
the observed price level of China, the estimated price level of China, and the confidence interval.
Figure 2.4 plots the residuals from the OLS estimation using the log linear functional form against
the regressor.
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Fig. 2.5 OLS Estimation with Income Data - Log Quadratic Functional Form
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Fig. 2.6 Log Quadratic - China
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Fig. 2.7 Log Quadratic - Residuals

Note: Figure 2.5 shows the estimated price levels in red, and the 95% confidence interval in gray.
The observed price level of China is represented by the green data point. Figure 2.6 emphasizes
the observed price level of China, the estimated price level of China, and the confidence interval.
Figure 2.7 plots the residuals from the OLS estimation using the log quadratic functional form
against the regressor.
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Fig. 2.8 Price Levels and Per Capita Real Expenditures in ICP 2011
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Note: The figure displays the log price levels of expenditures, calculated as the ratio of the PPP
exchange rates for expenditures to the nominal exchange rates, and the per capita real expenditures
of each country in ICP 2011. China is close to the middle of the distribution, and is represented by
a green data point.
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Fig. 2.9 OLS Estimation Results with Expenditure Data - Log Linear Functional Form
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Fig. 2.10 Log Linear - China
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Fig. 2.11 Log Linear - Residuals

Note: Figure 2.9 shows the estimated price levels of expenditures in red, and the 95% confidence
interval in gray. The observed price level of expenditure for China is represented by the green data
point. Figure 2.10 emphasizes the observed price level of expenditure for China, the estimated
price level of expenditure for China, and the confidence interval. Figure 2.11 plots the residuals
from the OLS estimation using the log linear functional form against the regressor.
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Fig. 2.12 OLS Estimation Results with Expenditure Data - Log Quadratic Functional Form
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Fig. 2.13 Log Quadratic - China
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Fig. 2.14 Log Quadratic - Residuals

Note: Figure 2.12 shows the estimated price levels of expenditures in red, and the 95% confidence
interval in gray. The observed price level of expenditure for China is represented by the green data
point. Figure 2.13 emphasizes the observed price level of expenditure for China, the estimated
price level of expenditure for China, and the confidence interval. Figure 2.14 plots the residuals
from the OLS estimation using the log quadratic functional form against the regressor.
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Fig. 2.15 PWT 9.0 2005 and 2011 Cross Sections
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Note: The top figure shows the price-income relationship for the 2005 cross section of PWT 9.0.
The bottom figure shows the same relationship for the 2011 cross section of PWT 9.0. In both
panels, the price level of China is depicted with a green data point.
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Fig. 2.16 OLS Estimation Results with PWT 9.0 2005
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Fig. 2.17 China 2005
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Fig. 2.18 Residuals 2005
Note: Figure 2.16 shows the estimated price levels in red, and the 95% confidence interval in gray.
The observed price level of China is represented by the green data point. Figure 2.17 emphasizes
the observed price level of China, the estimated price level of China, and the confidence interval.
Figure 2.18 plots the residuals from the OLS estimation using the quadratic functional form against
the regressor.
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Fig. 2.19 OLS Estimation Results with PWT 9.0 2011
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Fig. 2.20 China 2011
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Fig. 2.21 Residuals 2011
Note: Figure 2.19 shows the estimated price levels in red, and the 95% confidence interval in gray.
The observed price level of China is represented by the green data point. Figure 2.20 emphasizes
the observed price level of China, the estimated price level of China, and the confidence interval.
Figure 2.21 plots the residuals from the OLS estimation using the quadratic functional form against
the regressor.
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Fig. 2.22 Labor Mobility Cost and Mean Years of Education
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Note: The figure displays the relationship between the labor mobility costs and the mean years of
education for 2011. The data is plotted for 53 countries that are common to Artuc et al. (2015) and
ICP 2011.





Chapter 3
The Cost of Nations

Ingvild Almås, Thomas F. Crossley, Serhat Ugurlu

Abstract Traditional approaches to international price comparisons yield a single
set of symmetric and transitive (purchasing power parity) indices. Although these
indices are useful measures of aggregate differences in goods prices, in general they
lack welfare foundations. In this paper, we discuss how we can create indices that
measure a nation’s cost of living by using a social welfare function. We develop
indices that capture the cost of keeping a country at the same social welfare level at
foreign prices. These ”Cost of Nations” indices aggregate explicitly from optimizing
individuals and allow for heterogeneity and non-homothetic preferences. As with
the analogous individual-level Konüs cost of living index, Cost of Nations indices
are not, in general, symmetric and transitive. However, we propose two methods of
imposing symmetry and transitivity. In contrast to existing approaches, our approach
allows us to characterize the size of the required adjustments to a social-welfare-
constant index. Conversely, we can document the deviations from symmetry and
transitivity required to have a social-welfare-constant Cost of Nations index. We
apply our ideas to micro data from the U.S., the U.K and Spain.

Key words: price index, international comparisons, purchasing power parity, indi-
vidual optimization, heterogeneity, non-homotheticity

3.1 Introduction

People are different. Individuals make different consumption choices not only be-
cause they have different levels of income, but also because they have different
tastes. As a result, price differences impact people differently. Yet, when we make
cross country comparisons, and aim to correct for price differences across countries,
we usually employ a single scalar price index. Such indices are widely used in eco-
nomic research and for policy analysis, they are, e.g., used to deflate nominal values
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for a country, such as GDP or total national consumption, and to deflate individual
or household nominal incomes.

Many such indices can be shown to measure goods prices in a desirable way
(i.e., they may have good axiomatic price index properties, such as transitivity and
symmetry). However, if we want price indices to represent the welfare effects of
price differences, standard indices have limitations. On the other hand, the economic
approach to price indices aim to measure cost of living for individuals that minimize
costs of attaining a certain level of utility (see, e.g., Rao, 2016). But, when people
are different, no single price index can represent cost of living for all individuals
separately, and we face a challenge as to how to aggregate individual cost of living
to represent a nation’s cost (Prais, 1959; Samuelson and Swamy, 1974; Nicholson,
1975).

This paper develops the concept of welfare-based ”Cost of Nations” indices that
are constructed to measure the cost of keeping the nation at the same social welfare
level at domestic and foreign prices, respectively. However, holding social welfare
constant does not, alone, pin down the cost of a nation, as there are many different
ways one could reach this social welfare level. The direct analogue to the individual
case (the Konüs cost-of-living index) would be to have nations minimize cost given
social welfare and prices. But as we consider the nation’s objectives and instruments
to be different than those of individuals, this is not our preferred index. Instead we
consider three alternative approaches to index construction (all of which keep social
welfare constant): i. one that preserves observed distributions of individual quan-
tities, ii. one that preserves relative individual incomes, and iii. one that preserves
individual welfare.

We first construct bilateral, constant-social-welfare Cost of Nations indices that
aggregate explicitly from individual cost-minimizing agents and allow for hetero-
geneity and non-homothetic preferences. We then study their index number proper-
ties. As with the analogous individual-level Konüs cost of living indices, these Cost
of Nations indices are not, in general, symmetric and transitive. However, we pro-
pose two methods of imposing symmetry and transitivity on a set of Cost of Nations
indices. One of these holds global welfare constant.

In contrast to the existing literature on international comparisons, our approach
allows us to characterize, for particular sets of price vectors, the size of the adjust-
ments to a social-welfare-constant index that are required to achieve symmetry and
transitivity. Conversely, we can document the deviations from symmetry and transi-
tivity required to have a social-welfare-constant Cost of Nations index. We apply our
ideas to prices and micro consumption data from the U.S., the U.K. and Spain, and
show that our social-welfare-constant Cost of Nations indices require only modest
adjustments to satisfy symmetry and transitivity. Moreover, the Cost-of-Nations in-
dices can be much more representative of the center of the underlying distribution of
individual-constant-welfare (Konüs) indices than are standard multilateral indices.

We compare our welfare consistent indices to a standard multilateral index: the
Gini-Éltetö-Köves-Szulc method (GEKS), used by the World Bank and Eurostat
and also in recent versions of the Penn World Table (World Bank, 2014; Feen-
stra et al., 2015a). Another standard multilateral index is the Geary-Khamis method
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(GK) (Geary, 1958). Both of these indices can be shown to have attractive axiomatic
index properties, i.e., they satisfy axioms such as transitivity and symmetry. The GK
also satisfies adding-up which is useful for analyses of national economic produc-
tion and, e.g., decomposition of gross national product or income (GDP and GNI).
However, these indices only capture welfare effects of price changes under very re-
strictive assumptions. GK represents welfare costs only if preferences are Leontief
and homogeneous GEKS represents welfare costs only if preferences can be rep-
resented by a homogeneous quadratic utility function. In this case, it is equal to a
Fisher index (Neary, 2004). In addition to the standard multilateral indices, we also
make reference to another multilateral economic index, namely the Geary-Allen In-
ternational Accounts (GAIA) (Neary, 2004). GAIA is constructed to be a welfare
based measure for international comparisons, but even so, it only represents wel-
fare costs of price differences as long as preferences are identical within and across
countries and there are no income differences within countries (or alternatively, pref-
erences are homothetic).

The idea of holding social welfare constant in constructing a price index has
been suggested in the literature on temporal price indices (Pollak, 1980; Crossley
and Pendakur, 2010). However, the problem of spatial comparisons brings particu-
lar challenges. First, international comparisons naturally suggest an important addi-
tional dimension of preference heterogeneity, across countries. Second, symmetry
and transitivity are essential in the spatial context and consequently these properties
have played a central role in the literature on international price comparisons (see,
e.g., Diewert and Nakamura, 1993). Thus, one novel contribution of this paper is to
combine the emphasis on symmetry and transitivity from the literature on multilat-
eral indices with individual optimization, heterogeneity, and rich preferences.

The rest of the paper proceeds as follows. Section 2 describes our theoretical
framework, discusses imposing symmetry and transitivity, and outlines our theo-
retical results. Section 3 provides an empirical illustration of our bilateral indices
and evaluates deviations caused by imposing symmetry and transitivity. Section 4
discusses the implications of our results. Section 5 concludes.

3.2 Theoretical Framework

Let ph =
(

p1
h, . . . , pG

h

)T be a vector of prices in a home society h with elements
pg

h, where g is an index of consumption commodities. Define an individual ih from
society h as an optimizing agent with a locally non-satiated, convex, and continu-
ous preference relation ?ih . Given a home society budget level mih

h , the optimizing
individual solves a utility maximization problem

max
qih>0

uih(qih)

s.t. (ph)
T qih ≤ mih

h
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to choose a quantity vector qih =
(

q1,ih , . . . ,qG,ih
)T

and obtain utility level uih . Let

qih
h be the solution to the individual’s utility optimization problem at home society

prices and budget level, and uih
h be the corresponding utility level.

Let eih(p,uih) be an expenditure function, which yields the cost of the individual’s
optimal bundle qih in any price vector p and utility level uih . If we desired an index
that measures the cost of price differences from ph to p f for an individual, a natural
index would be the Konüs cost of living index (Konüs, 1939), which captures the
ratio of the individual’s minimum cost of obtaining a reference level of utility (uih

r )
at ph and p f .1

π
ih,K
h, f =

eih(p f ,u
ih
r )

eih(ph,u
ih
r )

Define a society as a collection of individuals, for example, as a nation for in-

ternational comparisons. Let mh =
(

m1h
h , . . . ,mIh

h

)T
be an actual (observed) budget

distribution for society h and Mh
h = ∑

Ih

ih=1 mih
h be the aggregate, or social, cost that

the society incurs at home prices. We are interested in obtaining a scalar price index
Πh, f such that Mh

f = Πh, f Mh
h is the cost of a society h at the price vector of society

f to attain the social welfare level it attained at observed prices and budgets.
If preferences are homogeneous and homothetic, then, expenditure function of an

individual can be decomposed as eih(p,uih) = α(p)uih for a homogeneous function
α(·) of prices. In this case, Konüs price indices for all individuals

π
ih,K
h, f =

α
(
p f
)

α (ph)

become equivalent to each other. Thus, π
ih,K
h, f = πK

h, f becomes a suitable measure
to calculate the cost of not just an individual but a society at the price vector p f ,
i.e., Mh

f = πK
h, f Mh,

h . If preferences are heterogeneous or non-homothetic, π
ih,K
h, f differ

across individuals or income levels. Therefore, it is no longer a suitable measure for
aggregate level comparisons.

Let W h
(

u1h
, . . . ,uIh

)
be a continuous, monotonic, and anonymous Bergson-

Samuelson social welfare function that is used to evaluate the social welfare level of
country h at observed prices and budget distribution. By analogy to Konüs price in-
dex, an aggregate price index Πh, f can be defined as a constant-social-welfare price
index. For an optimizing society, this analogy leads to the Social Cost-of-Living
Index (SCOLI) (Pollak, 1980)

Π
SCOLI
h, f =

Eh
(
p f ,Uh

)
Eh (ph,Uh)

,

1 This index will be symmetric and transitive if preferences are homothetic, or if we use an arbitrary
reference utility level rather than the “home” (uih

h ) or “foreign” (uih
f ) utility level.



3 The Cost of Nations 75

where E(·) is a social expenditure function that calculates the minimum total expen-
diture required to attain the evaluated social welfare level Uh =W h

(
u1h

, . . . ,uIh
)

at
home and foreign prices.

For a non-optimizing society, alternative ways to pin down expenditure levels
that attain the same social indifference curve is required. Below, we present three
thought-experiments that present such alternatives. Within an international compar-
isons context, our thought-experiments yield answers to the following questions:
What is the cost of a nation if all individuals are allocated costs of their actual bun-
dles (aggregate Laspeyres), if all individuals attain the same individual utility levels
(constant utility), and if relative budget distributions are the same (CS-SCOLI) in a
foreign nation’s prices?

3.2.1 Asymmetric Bilateral Comparisons

Even though we characterize our price indices using thought-experiments with opti-
mizing individuals, for meaningful purchasing power parity interpretations, it is im-
portant for the indices to satisfy some structural properties. We evaluate our indices
with respect to the following axioms discussed by Eichhorn and Voeller (1976),
Eichhorn (1978), and Balk (2008):

Axiom 1 Πh, f is increasing in p f and decreasing in ph.

Axiom 2 Πh, f is homogeneous of degree one in foreign prices.

Axiom 3 Πh, f = 1 if ph = p f .

Axiom 4 Πh, f is homogeneous of degree zero in both prices.

Axiom 5 Πh, f is invariant to changes in the units of measurement of commodities.

All indices that we discuss satisfy these axioms. Proofs are available in appendix
C.2.

Aggregate Laspeyres Index (Π L)

In this thought-experiment, we are interested in a social cost level that a society at-
tains when all individuals have cost levels equal to the cost of their observed quan-
tities evaluated at new prices. We are interested in this case for a few reasons. First,
as we elaborate below, it is directly observed from data without any knowledge of
preferences and social welfare functions, which has practical importance. Second,
the observed quantity vectors are also optimal at new prices for preferences that do
not imply substitution towards cheaper products.

Since prices p f and home society quantities qih
h are observed, cost that an indi-

vidual incurs at new prices p f to be able to afford qih
h is calculated as mih

f = pT
f qih

h .
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Therefore the social cost is Mh
f = pT

f ∑
Ih
ih=1 qih

h and the aggregate price index is

Π
L
h, f =

pT
f ∑

Ih
ih=1 qih

h

Mh
h

, (3.1)

where Mh
h = pT

h ∑
Ih
ih=1 qih

h and pT
h is the transpose of the price vector ph. Therefore,

Π L
h, f is a Laspeyres index with aggregate quantities.2

When optimizing individuals are allocated a budget level that is equivalent to the
value of their home society quantities evaluated at new prices, they can always afford
their home society quantities and individual utility levels. Therefore, individuals are
never worse off at new prices. However, they may also do better in terms of indi-
vidual welfare by substituting more expensive products for cheaper products at new
prices. Since this is true for all individuals, this thought-experiment corresponds to
a possibly higher social welfare level at new prices except when there is no substitu-
tion. Therefore, Π L

h, f is a constant-social-welfare index only with a strict restriction
on individuals’ preferences. We return to this case in the next thought-experiment.

Constant Utility Index (ΠCU )

In this thought-experiment, we are interested in a social cost level when all individu-
als attain their actual utility levels uih

h with minimum individual costs. This thought-
experiment yields a constant-social-welfare index because inputs to the Bergson-
Samuelson social welfare function are kept constant at home and foreign prices.

Let vih(p,m) be an indirect utility function that represents an individual’s prefer-
ences ?ih . For each individual ih facing prices ph with a home country budget mih

h ,
we look for a budget level in foreign prices, mih

f , such that vih(p f ,m
ih
f ) = vih(ph,m

ih
h ).

This budget level
mih

f = eih
(

p f ,vih(ph,m
ih
h )
)

is also referred as an equivalent income, or money-metric utility. Use of equivalent
income measures was previously suggested in this context by, e.g., Samuelson and
Swamy (1974); Samuelson (1974); Fleurbaey and Gaulier (2009).

If all individuals are allocated their equivalent incomes in foreign prices, then,

Mh
f =

Ih

∑
ih=1

eih
(

p f ,vih(ph,m
ih
h )
)

yields the social cost of society h at prices of society f ; and a constant utility index
is

2 Social cost at foreign prices, Mh
f , is equivalent to sum of individual costs that are calculated with

individual Laspeyres indices π
ih,L
h, f = (p f )

T qih
h

/
(ph)

T qih
h .
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Π
CU
h, f =

∑
Ih
ih=1 eih

(
p f ,vih(ph,m

ih
h )
)

Mh
h

.

ΠCU
h, f can also be defined in terms of compensating variations. By definition, com-

pensating variation of individual ih is

CV ih = eih
(

p f ,vih(ph,m
ih
h )
)
− eih

(
ph,vih(ph,m

ih
h )
)
,

which implies

Π
CU
h, f = 1+

∑
Ih
ih=1 CV ih

Mh
h

(3.2)

is a constant-social-welfare price index that is consistent with a thought experiment
of constant utilities.

In order to obtain ΠCU
h, f , information on preferences is required so that individu-

als’ compensating variations can be calculated. However, information on the shape
of the social welfare function is not required. When all individuals attain the same
indifference curves, inputs to the Bergson-Samuelson social welfare function are
constant. Hence, the social welfare in home prices and foreign prices are equal for
any evaluation function.

Similar to the relationship between individual Laspeyres indices and Π L
h, f , ΠCU

h, f
is an index that analyses the social cost level when all individuals have budgets at
a new price vector that is consistent with their individual Konüs price indices π

ih,K
h, f .

An equivalent definition of ΠCU
h, f is

Π
CU
h, f =

∑
Ih
ih=1 π

ih,K
h, f mih

h

Mh
h

.

There exists a well-known relationship between individual Konüs price indices
and individual Laspeyres indices when individuals substitute more expensive prod-
ucts with cheaper products.

Lemma 1. If at new prices, an individual incurs a cost equal to the cost of the home
quantities evaluated at new prices, then the individual consumes different quantities,
and necessarily enjoys a higher utility level.

Proof. See Konüs (1939).

This relationship between individual Laspeyres and Konüs price indices may also
be extended for Leontief preferences, in which case the utility level at foreign prices
would be equal to the utility level at home prices. Thus, cost level at new prices an
individual attains with π

ih,L
h, f never yields a lower standard of living for the individual

than cost level at new prices with π
ih,K
h, f , which leads to the theorem below.

Theorem 1. Π L
h, f is an upper bound for ΠCU

h, f , i.e. Π L
h, f ≥ΠCU

h, f .
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Proof. See appendix.

If one assumes a cardinal comparability of interpersonal utility levels,3 then, ΠCU
h, f

is a comparison of two social cost levels that respect the existing distribution of
individual welfare levels in a society.

Common Scaling Index (ΠCS)

In this thought-experiment, we are interested in a social cost level when relative
budgets across individuals is constant at home and foreign prices. Keeping relative
budget levels across individuals constant in two price vectors preserves the place
of each individual along the actual individual budget distribution. In a temporal
context, this case is described in detail by Crossley and Pendakur (2010) as the
common-scaling social cost-of-living) index (CS-SCOLI) (see also Donaldson and
Pendakur, 2012). We analyze common-scaling in budget levels within our frame-
work of spatial price comparisons across different societies. The primary difference
between temporal and spatial cases comes from the additional layer of heterogeneity
inherent in spatial comparisons; not only preferences within societies but also pref-
erences across societies are different. Hence, ΠCS is not symmetric (or transitive)
because of changing reference preferences of each bilateral comparison.

Let mh
h =
(

m1h
h , . . . ,mIh

h

)
be the actual budget distribution for society h. A budget

distribution in foreign prices that respects the actual relative budgets across individ-
uals is a positive common scaling µ to all individual budget levels: mh

f = µmh
h.

Let Bh(ph,mh
h) be an indirect social welfare function for society h defined as

Bh(ph,mh
h) =W h

(
u1h(q1h

h ), . . . ,uIh(qIh
h )
)

and yield the social welfare level at a price vector and a vector of individual budget
levels. Then a constant-social-welfare constant-relative-budget index ΠCS

h, f is defined
as the solution to the following equality:

Bh(ph,mh
h) = Bh(p f ,Π

CS
h, f mh

h), (3.3)

and the social cost that respects the actual distribution of relative budget levels is
Mh

f = ΠCS
h, f Mh

h .
Constant utility and common scaling price indices for a society have a constant-

social-welfare interpretation by their definitions. However, they refer to different
budget distributions to attain the actual social welfare level. When we consider con-
stant utility levels at new prices, individuals who are the most adversely (favor-
ably) affected by price changes are allocated more (less) budgets at new prices com-
pared to the other individuals. Therefore, some individuals would become relatively
richer (poorer) at foreign prices compared to their relative budgets at home prices,

3 In other words, if statements such as individual ih has a higher welfare level than individual jh
are meaningful.
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and would experience an upward (downward) shift along the income distribution.
On the contrary, constant scaling of budget levels imply a proportionate adjustment
to everybody’s budget levels, and has no effect on placement of individuals along
the income distribution. However, proportionate budget adjustments do not imply
proportionate welfare adjustment. Hence, at scaled budgets, some individuals may
have lower (higher) welfare levels at foreign prices than they have at home prices.
Therefore, even though both thought experiments specify social costs that maintain
a standard of living for a society, they have different interpretations in terms of how
this standard of living is achieved. The only case when constant utility and com-
mon scaling indices coincide, or when they refer to the same budget distribution at
foreign prices, is characterized in the following theorem:

Theorem 2. ΠCS
h, f = ΠCU

h, f if preferences are homogeneous and homothetic.

Proof. See appendix.

Therefore, when preferences are not identical, among all possible social cost lev-
els that are required to attain a social welfare level, none are consistent with thought
experiments that respect the existing welfare and income inequalities simultane-
ously.

Evaluating Symmetry of Π L, ΠCU , ΠCS

In a bilateral comparison between a society h and a society f , there are two pur-
chasing power parities that one can consider: a purchasing power parity to compare
prices at country h to prices at country f , Πh, f , and another purchasing power par-
ity to compare prices at country f to prices at country h, Π f ,h. These indices are
symmetric if Πh, f = 1

/
Π f ,h holds.

Conceptually, price indices that are consistent with thought experiments with
heterogeneous individuals need not be symmetric. Πh, f is a purchasing power parity
that is consistent with different tastes of individuals forming society h whereas Π f ,h
is a purchasing power parity that is consistent with different tastes of individuals
forming society f . Therefore, even if level differences between ph and p f can be
summarized with a symmetric measure, impacts of these differences vary across
societies.

Consequently, social purchasing power parities that we characterize are from the
viewpoint of a single home society h and takes only the preferences of a home
society into account. Thus, Π L, ΠCU , and ΠCS are base dependent and asymmetric.4

A symmetric treatment of indices may be desired for practical purposes. Sym-
metric indices are base society independent, and in this sense, they provide a unique
comparison of prices of different societies: the price index does not depend on which

4 Π L
f ,h is symmetric if Q f = cQh where Q f and Qh are vectors of aggregate quantities in foreign

and home countries and c > 0 is a scalar. However, equality of relative aggregate quantities of two
societies is a very unrealistic case.
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society is chosen as the base society. However, since none of our indices are sym-
metric when preferences are non-identical within and across borders, a symmetric
index is necessarily inconsistent with constant-social-welfare thought experiments.

3.2.2 Symmetric Bilateral Comparisons

There are alternative ways to obtain symmetric indices taking asymmetric indices
as base indices. We focus on geometric averaging (see, e.g., Balk, 2008). Laspeyres
price index, which evaluates cost of home society quantities at home prices and
foreign prices, and Paasche price index, which evaluates cost of foreign society
quantities at home prices and foreign prices, are important examples of asymmetric
indices. Their geometric average, the Fisher ideal index, is a very common symmet-
ric price index. Using the same approach, we obtain

sh, f =
√

Πh, f
(
1
/

Π f ,h
)

as a symmetric price index where Πh, f is one of our asymmetric indices.
Asymmetric social purchasing power parities have a constant social welfare in-

terpretation5, and are consistent with thought-experiments with individual-level op-
timization at a foreign price vector. On the other hand, the symmetric index is an
average of asymmetric indices. Thus, the symmetric index does not have a constant
social welfare interpretation at the thought-experiment with which a base asymmet-
ric index is consistent. In other words, social cost level of a society h at a foreign
price vector p f , for example Mh

f = sh, f Mh
h , does not necessarily attain the actual

social welfare level. To see this, without loss of generality, assume Πh, f > 1
/

Π f ,h.
Then sh, f is less than Πh, f , which is a constant-social-welfare price index. In this
case, social cost that a symmetric index suggests will be less than a social cost that
an asymmetric index suggests,which attains the actual social welfare level. The op-
posite is true if Πh, f < 1/Π f ,h.

For any other methodology that could be used to impose symmetry on bilateral
price comparisons in terms of averaging, it is also easy to see that symmetric price
indices are different than asymmetric indices by definition. Therefore, imposing
symmetry in bilateral price comparisons introduces ambiguity in the interpretation
of a price index even if asymmetric price indices that form a basis for symmetry
have an explicit cost of living interpretation. Cost of a society is over, or under, allo-
cated depending on the relationship between Πh, f and Π f ,h. Asymmetric purchasing
power parities provide benchmarks to evaluate this ambiguity.

Nevertheless, it is possible to use asymmetric indices and build a symmetric in-
dex with a different welfare interpretation than a constant-social-welfare interpreta-
tion on which we base our asymmetric indices. Since this case also yields a multi-
lateral index, we describe it in the following section.

5 ΠL has this interpretation only if preferences are Leontief.
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3.2.3 Multilateral Comparisons

Multilateral international comparisons are comparisons of more than two countries
at a time (C≥ 3) with a transitive system of purchasing power parities. A purchasing
power parity index S is transitive if Sh, f S f ,k = Sh,k for all societies h, f , and k.

None of the bilateral indices that we characterize satisfies transitivity due to
changing reference preferences of each comparison. Hence, they do not form a
system of transitive purchasing power parities that is suitable for multilateral com-
parisons. In such cases, multilateral indices are obtained with aggregations of the
bilateral indices, for example with a Gini-Éltetö-Köves-Szulc (GEKS) aggregation,
which is a geometric average of all possible symmetric bilateral comparisons (World
Bank, 2013).6 In our case,

SGEKS
h, f =

(
C

∏
c=1

Πh,cΠc, f

)1
/

C

is obtained as a multilateral index, which is based on the symmetric bilateral index
sh, f .

Similar to the Fisher aggregation, GEKS aggregation of our asymmetric indices
are not consistent with our thought-experiments. Hence, a multilateral index SGEKS

does not have a constant social welfare interpretation; social cost level associated
with the price index SGEKS

h, f may not attain the actual social welfare level. Therefore,
imposing symmetry or transitivity in terms of averaging introduces practical conve-
nience for uses of price indices at a cost: the explicit interpretation of asymmetric
price indices is lost.

We turn our focus to the following question: is it possible to form another
thought-experiment that is consistent with our asymmetric comparisons, and yields
a multilateral index with an explicit cost of living interpretation? Imagine that coun-
tries h, f , and k have observed social welfare levels Uh,U f , and Uk at their own
price vectors ph,p f , and pk with actual social cost levels Mh

h ,M
f
f , and Mk

k . If we
know asymmetric price indices, we can calculate three global cost levels at each
price vector: ∑i∈{h, f ,k}Πi,hMi

i , ∑i∈{h, f ,k}Πi, f Mi
i , ∑i∈{h, f ,k}Πi,kMi

i .
7 At each of these

global cost levels, because all societies attain their actual social welfare levels, we
can consider a constant global welfare interpretation. Hence, a comparison of these
global cost levels is a comparison of global cost levels that attain the same global
welfare level.

6 A set of multilateral price indices is also possible to obtain as a solution to systems of equa-
tions that equate observed global expenditures to a world expenditure at hypothetical world prices.
Geary-Khamis (GK) (Geary, 1958), GAIA is also a GK type approach. These methods do not rely
on pre-specified bilateral price indices, and directly yield a set of multilateral price indices. For
other multilateral approaches, see also Balk (2008).
7 Each converted social cost level Mi

j = Πi, jMi
i is a constant-social-welfare social cost level in

prices of society j.
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More generally, let {1,2, . . . ,C} be an index set of societies in a multilateral com-
parison. Let W 0(U1, . . . ,UC) be a global welfare function that is used to evaluate a
global welfare level, which is defined over social welfare levels of C countries. Let
γ(ph) = ∑

C
c=1 Πc,hMc

c , Πc,h ∈ {Π L
c,h,Π

CU
c,h ,Π

CS
c,h} be the global cost level at prices of

country h. At each converted sum of social cost levels γ(pc), c ∈ [1,C], the same
global welfare level is obtained because all countries attain their observed social
welfare levels. Then, we define a multilateral price index SCGW as the ratio of global
costs at prices of country f to global cost in prices of country h:

SCGW
h, f =

γ(p f )

γ(ph)
.

Proposition 1. SCGW satisfies symmetry and transitivity.

Proof. See appendix.

The first step in calculating this index is to obtain the asymmetric indices that
are consistent with our bilateral thought-experiments. Then, global cost levels in the
price vector of each society are obtained using social cost levels of each society
in that price vector. Since social costs are calculated using consistent asymmetric
indices, interpretation of the multilateral index depends on which asymmetric index
is utilized.

Similar to a constant utility index, the constant global social welfare index does
not depend on the shape of the social welfare function since all inputs to the function
are constant. However, a constant global welfare interpretation implicitly requires
assuming existence of a global indifference curve; different relative social costs of
societies may yield the same global welfare. Our index compares ratios of global
costs with social cost levels that respect an observed distribution with respect to
quantities, individual welfare levels, or actual relative costs within each society.

3.3 Empirical Illustrations

In this section, we calculate asymmetric, symmetric, and multilateral indices. To this
aim, we use comparable consumer expenditure surveys from Spain, the UK, and the
US.8 Table 3.1 provides a list of the surveys that we use.

From these surveys, we obtain information on household-level expenditures in
seven broad consumption categories: food and non-alcoholic beverages, alcoholic
beverages and tobacco, clothing and footwear, health, transportation, communica-
tion, and miscellaneous expenditures. In addition, we obtain information on house-
hold demographics, sample weights, and time of the reported transactions as month-
year.

8 Surveys that we use in this research collect household-level expenditure information by adhering
to COICOP guidelines of the United Nations Statistics Division.
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We obtain price data from ICP 2011, which reports 2011 average prices (nor-
malized to the US prices) for each consumption category that we use. Prices are
extrapolated monthly using category-time-location specific consumer price indices
(CPI) from statistical institutes of each country. We match extrapolated prices with
households using information on location and time of the reported transactions.

To calculate our price indices, we only use the 2011 subsamples of our datasets
with ICP 2011 average prices (without extrapolation).

Asymmetric Bilateral Indices

The aggregate Laspeyres index Π L is calculated from observed quantity and price
information.

In order to calculate the constant utility index ΠCU and the common scaling in-
dex ΠCS, we estimate demand functions for households in each country by using an
almost ideal demand system (AIDS), an iterated least squares estimator, and impos-
ing homogeneity, adding up, and symmetry (Deaton and Muellbauer, 1980a; Blun-
dell and Robin, 1999, see also appendix A.2). We use number of children, number
of adults, and number of female in a household as observable heterogeneity in de-
mand patterns. We allow these demographic variables as taste shifters (Abramovsky
et al., 2015). Then, ΠCU is calculated by evaluating compensating variations of all
individuals with estimated preference parameters.

To calculate ΠCS, in addition to estimated preferences, we also use a utili-
tarian social welfare function to evaluate the actual social welfare.9 With a util-
itarian social welfare function, the actual welfare is evaluated as Uh(u1h , . . .) =

∑
Ih
ih=1 V (ph,m

ih
h ,z

ih), where V (ph,m
ih
h ,z

ih) is an indirect utility function for house-

hold ih facing prices ph with budget mih
h and observables zih . Then, using AIDS

indirect utility function and a utilitarian social welfare function, we obtain the fol-
lowing equality

Ih

∑
ih=1

logmih
h − logaih(ph)

logbih(ph)− logaih(ph)
=

Ih

∑
ih=1

logΠCS
h, f mih

h − logaih(p f )

logbih(p f )− logaih(p f )

where aih and bih are price aggregators with preference parameters of household ih.
From this equivalence, an explicit formula for the common scaling index

9 ΠCS can be calculated with other types of social welfare functions as well. However, assuming
cardinal unit comparability, the utilitarian social welfare function is the only social welfare function
that yields a social ranking that is invariant to scaling of utility levels (d’Aspermont and Gevers,
1977).
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Π
CS
h, f = exp


∑

Ih

ih=1

[
logm

ih
h −logaih (ph)

logbih (ph)−logaih (ph)
− logm

ih
h −logaih (p f )

logbih (p f )−logaih (p f )

]
∑

Ih
i=1
[
logbih(p f )− logaih(p f )

]−1


is obtained.

Table 3.2 reports all asymmetric price indices.

Symmetric Bilateral Indices

For any bilateral comparison with an asymmetric index Πh, f ∈
{

Π L
h, f ,Π

CU
h, f ,Π

CS
h, f

}
,

we calculate a symmetric index sh, f as sh, f =
√

Πh, f
/

Π f ,h. Table 3.3 reports these
geometric averages as symmetric indices.

Multilateral Indices

Using the asymmetric bilateral indices, we calculate a multilateral price index in
two ways. First, we use symmetric indices sh, f that are based on asymmetric indices
and apply GEKS formula to obtain a transitive set of index numbers for multilateral
comparisons SGEKS.

Second, we calculate a constant-global-welfare (CGW) index. To this aim, we
calculate costs of societies at all possible actual price vectors using asymmetric
indices, and obtain aggregate global cost levels that attains the actual global welfare
level. Because all societies attain their actual social welfare levels at cost levels that
are evaluated at asymmetric indices, each global cost level is a global cost at a price
vector that attains the actual global welfare level. Using these cost levels, we obtain
multilateral indices SCGW .

Table 3.4 reports transitive index numbers taking the UK as the base country.

3.4 Discussion

The results illustrate how we obtain price indices that are consistent with our
thought-experiments by using micro-level data from comparable consumer surveys.
Table 3.5 summarizes our results taking the UK as the home (or the base for multi-
lateral indices) country.

An implication of our approach, which aggregates individual cost levels to obtain
social cost levels with proportionate (CS) or non-proportionate (L or CU) budget
adjustments to all individuals in a society, is being able to compare not just average
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cost levels across nations but whole budget distributions at each country’s price
vector. The first plot in figure 3.1 illustrates budget distributions of each society
in their own prices. Of course, since these budgets are nominal values in prices
of different countries, in our case in GBP, EUR and USD, they are incomparable.
The other plots illustrate budget distributions that are denominated in GBP using
purchasing power parities from our thought-experiments.

A comparison of distributions instead of mean values provides a deeper un-
derstanding of income comparisons across societies. For example, the aggregate
Laspeyres index indicates that, respecting observed quantities at British prices, up
to upper middle income earners, British households incur a higher cost to be able af-
ford their consumption bundles than Spanish households. Moreover, only the top in-
come earner US households have higher cost levels than British households. There-
fore, conditional on the commodities in our empirical illustration, all asymmetric
indices suggest that mean British households are richer than mean American and
Spanish households whereas this result switches in favor of Spanish households at
the top 25%, and in favor of American households at the top few percentiles of
budget distributions.10

We discussed that the cost of imposing symmetry and transitivity on asymmetric
comparisons due to changing reference preferences is the loss of explicit interpre-
tations and consistencies of price indices. Because common ways to impose these
index number properties are averaging, such symmetric and transitive indices can
still be interpreted as averages of price differences across societies. Therefore, it
is important to analyze deviations between our purchasing power parities and their
symmetric/multilateral counterparts.

Figure 3.2 plots symmetric bilateral price indices (with a geometric averaging)
along its y-axis, asymmetric bilateral price indices along its x-axis, and a 45-degree
line. The plot indicates that imposing symmetry clearly moves some indices away
from the line of equality. If we measure the cost of imposing symmetry with a %
difference (in absolute value) between a symmetric index and its asymmetric base,
we observe that deviations from an asymmetric aggregate Laspeyres index range
from 0.9% to 3.7%. For asymmetric constant utility and common scaling indices,
deviations range from 0.3% to 3.1% and from 0.1% to 2%, respectively. Economic
significance of these deviations may depend on the application. For comparison, de-
viations between our asymmetric indices and nominal exchange rates range from
3.1% to 20.7%. A comparison with a standard Fisher index, a geometric average
of Laspeyres and Paasche indices, shows deviations ranging from 0.2% to 10.8%.
These significant differences in ranges indicate that cost of not accounting for indi-
vidual preferences may be much larger than cost of imposing symmetry on consis-
tent price indices.

Figure 3.3 repeats the same comparison for multilateral indices with the UK as
the base country and all asymmetric indices. GEKS aggregated asymmetric indices
and constant global welfare (CGW) aggregated asymmetric indices yield similar

10 Our current empirical application does not consider spending on many important elements such
as housing. Therefore, these orderings of budget levels should not be interpreted as a measure of
well-being in terms of full consumption.
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outputs. Deviations of multilateral indices from their asymmetric bases range from
0.2% to 2.4% for GEKS and 0.06% to 3.8% for CGW. For comparison, deviations
between our asymmetric indices and a standard GEKS index that is not consistent
with preferences range from 0.2% to 7.1%.

Analyzing costs of price differences on households allow us to identify where
consistent asymmetric indices lie on the distribution of household-specific Konüs
indices, which are proper measures of impacts of price changes on households. Fig-
ures 3.4 to 3.7 illustrate these distributions for different asymmetric and symmetric
bilateral comparisons. Figures also include a Fisher index, which does not respect
preferences, for comparison. Indices to compare prices at Spain and the UK suggest
that deviations between symmetric indices and a Fisher index are small. However,
indices to compare prices at the UK and the US suggest significant deviations.

A similar pattern repeats itself when we analyze location of multilateral indices
on the distribution of household-specific Konüs indices. Figures 3.8 to 3.11 illustrate
these comparisons. These figures also include GEKS price indices11 and nominal
exchange rates for comparison. It is well known that nominal exchange rates are not
good measures of price differences and there is a need for purchasing power parities
(see, e.g., Rogoff, 1996). Clearly, our results illustrate how far nominal exchange
rates could lie from consistent indices and a standard PPP approach yields more rel-
evant results with respect to an underlying distribution of individual Konüs indices
even without respecting preferences. Yet, the relationship between our multilateral
indices and a GEKS index is similar to the relationship between our asymmetric
indices and a Fisher index. Deviations may be small in some comparisons and large
in the others.

3.5 Conclusion

There is a large literature on index number approaches to purchasing power parities,
which discusses statistical measures of price differentials. In contrast, economic ap-
proaches define price indices as ratios of costs that an individual incurs to maintain
a living standard at different prices. Yet, these approaches to social comparisons are
consistent with economic behavior only if tastes are identical across individuals or if
they differ with income levels. However, individuals differ not only in their incomes
but also in their other observables and in their tastes. Due to these differences, a
single statistical change in prices has non-identical impacts on individuals’ living
situations.

In this paper, we analyze how one can obtain social measures of price differences
by respecting heterogeneity in tastes, thus, by considering non-identical impacts on
individuals. We argue, if societies optimize, Pollak’s index yields an elegant ap-
proach to obtain such a measure. However, without optimizing societies, we argue
indices of price differences can be obtained by respecting observable or measurable

11 GEKS price indices are obtained imposing transitivity on symmetric Fisher indices with GEKS
formula.
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certain elements of a society that are in relation with an individual’s utility maxi-
mization: quantities, utilities, and relative budgets. We survey three such method-
ologies with an explicit focus on individuals: we question what impact does a price
difference have on each individual in a society, i.e., costs of individuals. We build
up from these costs and obtain bilateral measures that indicate impacts of price dif-
ferences on nations, i.e., costs of nations.

In discussing these indices, we stress the importance of symmetry and transitiv-
ity for spatial comparisons. However, when tastes differ, no such single index could
truly reflect impacts of price differences on all individuals. Therefore, we consider
costs of imposing symmetry and transitivity on our bilateral comparisons. We mea-
sure these costs as deviations from asymmetric bases. Our empirical results suggest
costs of imposing symmetry or transitivity may be small for some comparisons but
large for the others. Nonetheless, costs of not accounting for preferences to retain
index properties, in terms of relevance with respect to an underlying distribution
of individual Konüs indices, may be more significant. A conclusive analysis of this
issue requires an application that compares a large number of countries. Our illus-
trations provide evidence that such comparisons are indeed possible.

We also stress the importance of differentiating interpretations of bilateral and
multilateral indices and argue that each of our indices are answers to different ques-
tions. Our asymmetric indices correspond to social cost levels that attain a measured
social welfare level by respecting an existing element of a society. However, impos-
ing symmetry or transitivity with common index number methodologies yields av-
erage measures of price differences that do not have such an explicit interpretation.
Thus, we develop a multilateral thought-experiment with a constant global welfare
interpretation using asymmetric indices as base indices. With this index, we illus-
trate that the desired properties of symmetry and transitivity are possible to obtain
by being consistent with a thought-experiment involving optimizing individuals.
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Table 3.1 Data Sets

Country Survey Year Sample Size

Spain Household Budget Survey 2006-2015 216426
US Consumer Expenditure Survey 2009-2013 134874
UK Living Costs and Food Survey 2008-2013 33266

Note: Table reports names and years of data sets used in the empirical illustration.
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Table 3.2 Asymmetric Bilateral Indices

Foreign ( f )
UK US Spain

Home (h)
Aggregate Laspeyres Π L

h, f
UK 1 1.344 (0.744) 1.116 (0.896)
US 0.789 (1.268) 1 0.869 (1.151)

Spain 0.913 (1.095) 1.240 (0.806) 1

Constant Utility ΠCU
h, f

UK 1 1.326 (0.754) 1.100 (0.909)
US 0.759 (1.317) 1 0.853 (1.172)

Spain 0.902 (1.110) 1.226 (0.816) 1

Common Scaling ΠCS
h, f

UK 1 1.353 (0.739) 1.109 (0.901)
US 0.742 (1.348) 1 0.843 (1.187)

Spain 0.896 (1.116) 1.238 (0.808) 1

Note: Tables report asymmetric aggregate Laspeyres Π L
h, f , constant utility ΠCU

h, f , and common scal-
ing ΠCS

h, f price indices. Each row represents a home society. Each column represents a foreign
society. Πh, f is interpreted as a constant-social-welfare price index that is consistent with one of
the thought-experiments. Values in parentheses are reciprocals of the index values to illustrate de-
viations from symmetry. As an example Π L

UK,US = 1.344, i.e., 1
/

Π L
UK,US = 0.744. If Π L were

symmetric, then Π L
US,UK = 1

/
Π L

UK,US must have held. However, Π L
US,UK = 0.789.
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Table 3.3 Symmetric Bilateral Indices

Foreign ( f )
UK US Spain

Home (h)
With Aggregate Laspeyres sL

h, f
UK 1 1.305 (0.766) 1.105 (0.905)
US 0.766 (1.305) 1 0.837 (1.195)

Spain 0.905 (1.105) 1.195 (0.837) 1

With Constant Utility sCU
h, f

UK 1 1.322 (0.757) 1.105 (0.905)
US 0.757 (1.322) 1 0.834 (1.199)

Spain 0.905 (1.105) 1.199 (0.834) 1

With Common Scaling sCS
h, f

UK 1 1.35 (0.741) 1.112 (0.899)
US 0.741 (1.35) 1 0.825 (1.212)

Spain 0.899 (1.112) 1.212 (0.825) 1

Note: Tables report symmetric price indices based on asymmetric aggregate Laspeyres Π L
h, f , con-

stant utility ΠCU
h, f , and common scaling ΠCS

h, f price indices. Each row represents a home society.
Each column represents a foreign society. sh, f is does not have an explicit interpretation but it pro-
vides an average measure of price differences across societies. Values in parentheses are reciprocals
of the index values to illustrate symmetry. As an example sL

UK,US = 1.305, 1
/

sL
UK,US = 0.766. Since

sL
UK,US is symmetric, then sL

UK,US = 1
/

sL
US,UK must hold. Indeed, sL

US,UK = 0.766.



TABLES 91

Table 3.4 Multilateral Indices

Country SGEKS,L
h,UK SGEKS,CU

h,UK SGEKS,CS
h,UK SCGW,L

h,UK SCGW,CU
h,UK SCGW,CS

h,UK

UK 1 1 1 1 1 1
US 1.310 1.323 1.349 1.292 1.325 1.354

Spain 1.101 1.104 1.113 1.103 1.118 1.129

Note: Tables report transitive price indices based on asymmetric price indices Π L
h, f ,Π

CU
h, f , and ΠCS

h, f

and taking the UK as the base country. Each row represents a society. SGEKS is a multilateral
aggregate price index that is inconsistent with our thought-experiments but indicates an average
of price differences. SCGW is interpreted as a constant global welfare price index that is consistent
with a thought-experiment.
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Fig. 3.1 Budget Comparisons
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Note: Figures indicate distributions of log budget levels in each country. The top figure illustrates
incomparable distributions in each country’s own price vectors. The other figures illustrate compa-
rable distributions using each of our thought-experiments. Second and third figures, which use Π L

and ΠCU , have different shapes than the distributions in the top figure because households have
disproportionate budget adjustments in these thought-experiments. On the other hand, the last fig-
ure preserves the place of each household along budget distributions of all countries because of a
proportionate adjustment to all income levels. Figures indicate, even though mean income earner
UK households have higher budget levels than American and Spanish households, top income
earner UK households have lower budget levels. This result indicates that comparing distributions
of cost levels across nations provides a deeper understanding of differences in international income
levels.
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Fig. 3.2 Deviations from Symmetry - Symmetric Indices
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Note: Figures illustrate deviations between each base index and their symmetric conversion with a
geometric averaging. As illustrated in comparisons between Spain and US, or UK and US, some
symmetric conversions may lie significantly away from the line of equality.
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Fig. 3.3 Deviations from Symmetry - Multilateral Indices
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Note: Figure illustrates deviations between each base index and their multilateral conversion with
a GEKS formula taking the UK as the base country. As illustrated in the figures, a comparison
between US and UK lies significantly away from the line of equality for Π L as the base asymmetric
index. Note that US-UK symmetric comparisons are also comparisons that lie away from the line
of equality in figure 3.2.
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Fig. 3.4 Individual Konüs Price Indices - Home: US, Foreign: UK, π
iUS ,K
US,UK
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Note: Figures illustrate distributions of individual Konüs indices for American households at UK
prices. The vertical lines in the top figure illustrate the place of asymmetric bilateral social pur-
chasing power parities along the distribution of individual purchasing power parities. The vertical
lines in the bottom figure illustrate the place of symmetric indices (with a geometric averaging)
along the same distribution. The Fisher index is calculated as the geometric average of Laspeyres
and Paasche indices that are inconsistent with heterogeneous preferences.
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Fig. 3.5 Individual Konüs Price Indices - Home: Spain, Foreign: UK, π
iSpain,K
Spain,UK
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Note: Figures illustrate distributions of individual Konüs indices for Spanish households at UK
prices. The vertical lines in the top figure illustrate the place of asymmetric bilateral social pur-
chasing power parities along the distribution of individual purchasing power parities. The vertical
lines in the bottom figure illustrate the place of symmetric indices (with a geometric averaging)
along the same distribution. The Fisher index is calculated as the geometric average of Laspeyres
and Paasche indices that are inconsistent with heterogeneous preferences.
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Fig. 3.6 Individual Konüs Price Indices - Home: UK, Foreign: US, π
iUK ,K
UK,US
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Note: Figures illustrate distributions of individual Konüs indices for British households at US
prices. The vertical lines in the top figure illustrate the place of asymmetric bilateral social pur-
chasing power parities along the distribution of individual purchasing power parities. The vertical
lines in the bottom figure illustrate the place of symmetric indices (with a geometric averaging)
along the same distribution. The Fisher index is calculated as the geometric average of Laspeyres
and Paasche indices that are inconsistent with heterogeneous preferences.
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Fig. 3.7 Individual Konüs Price Indices - Home: UK, Foreign: Spain, π
iUK ,K
UK,Spain
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Note: Figures illustrate distributions of individual Konüs indices for UK households at Spanish
prices. The vertical lines in the top figure illustrate the place of asymmetric bilateral social pur-
chasing power parities along the distribution of individual purchasing power parities. The vertical
lines in the bottom figure illustrate the place of symmetric indices (with a geometric averaging)
along the same distribution. The Fisher index is calculated as the geometric average of Laspeyres
and Paasche indices that are inconsistent with heterogeneous preferences.
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Fig. 3.8 Individual Konüs Price Indices - Home: US, Foreign: UK, π
iUS ,K
US,UK
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Note: Figures illustrate distributions of individual Konüs indices for American households at UK
prices. The vertical lines in the top figure illustrate the place of asymmetric bilateral social pur-
chasing power parities along the distribution of individual purchasing power parities. The vertical
lines in the bottom figure illustrate the place of multilateral indices along the same distribution.
The GEKS index is calculated using Fisher indices as the base symmetric indices.
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Fig. 3.9 Individual Konüs Price Indices - Home: Spain, Foreign: UK, π
iSpain,K
Spain,UK
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Note: Figures illustrate distributions of individual Konüs indices for Spanish households at UK
prices. The vertical lines in the top figure illustrate the place of asymmetric bilateral social pur-
chasing power parities along the distribution of individual purchasing power parities. The vertical
lines in the bottom figure illustrate the place of multilateral indices along the same distribution.
The GEKS index is calculated using Fisher indices as the base symmetric indices.
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Fig. 3.10 Individual Konüs Price Indices - Home: UK, Foreign: US, π
iUK ,K
UK,US
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Note: Figures illustrate distributions of individual Konüs indices for British households at UK
prices. The vertical lines in the top figure illustrate the place of asymmetric bilateral social pur-
chasing power parities along the distribution of individual purchasing power parities. The vertical
lines in the bottom figure illustrate the place of multilateral indices along the same distribution.
The GEKS index is calculated using Fisher indices as the base symmetric indices.
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Fig. 3.11 Individual Konüs Price Indices - Home: UK, Foreign: Spain, π
iUK ,K
UK,Spain
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Note: Figures illustrate distributions of individual Konüs indices for British households at Spanish
prices. The vertical lines in the top figure illustrate the place of asymmetric bilateral social pur-
chasing power parities along the distribution of individual purchasing power parities. The vertical
lines in the bottom figure illustrate the place of multilateral indices along the same distribution.
The GEKS index is calculated using Fisher indices as the base symmetric indices.
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Appendix to Chapter 1

A.1 A Multilayer FNN Diagram

A network diagram is an illustrative tool to plot functional relationships. For exam-
ple, a familiar linear regression with two inputs

y = θ1x1 +θ2x2

would have the network diagram that is illustrated in figure A.1.
In this diagram, each node in the input layer represents an input x, and the node

at the output layer represents the predicted output y. Arrows that feed the input
information to output represents coefficients θ1 and θ2.

In order to represent a network diagram for a multilayer FNN, imagine having
intermediate layers between the input and output layers. These intermediate layers
generate derived variables from input variables with weighted addition and non-
linear transformation. For example, the network diagram in figure A.2 represents
an FNN with four layers. Layers are categorized into three types: an input layer,
hidden layers (intermediate layers), and an output layer. Each layer consists of a
number of nodes that are connected to the nodes in the previous and the next layer.
Nodes are responsible for processing information provided from the previous layers,
and passing the processed information to the next layers. Each node in the input
layer, i.e., x1, . . . ,xI , represents an independent variable. Consequently, the number
of nodes in the input layer is equal to the number of independent variables plus one
for the intercept term. Similarly, nodes in the output layer represent a dependent
variable. Therefore the number of nodes in input and output layers are generally
predetermined by the purpose of the analysis. Number of hidden layers and number
of nodes in each hidden layer are data dependent adjustable hyper-parameters of an
FNN. Arrows represent coefficients θ .

The following weighted addition and non-linear transformation occur in the kth

node of the first hidden layer of a feedforward neural network (see figure A.2) for
all k1 ∈ [1,K1]:
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a1
k1
= α

(
I+1

∑
i=1

θ
1
k1,ixi

)
where α(·) is a non-linear activation function, a1

k1
is the output of the kth node of

the first hidden layer, θ 1
k1,i

is the coefficient of xi in the summation in the kth node of
the first hidden layer.1 A same type of weighted addition and transformation occur
in the second hidden layer for all k2 ∈ [1,K2]:

a2
k2
= α

(
K1+1

∑
k1=1

θ
2
k2,k1

a1
k1

)

The output is obtained by feeding a2
k2
, ∀k2 ∈ [1,K2], to the output layer:

y = β

(
K2+1

∑
k2=1

θ
3
1,k2

a2
k2

)

where h(·) is a suitable transformation.

A.2 AIDS and QUAIDS Functional Approximations

AIDS demand functions are derived from PIGLOG class preferences with the fol-
lowing indirect utility function:

logv(p,m) =
logm− loga(p)

b(p)

which yields the following functional approximation for fg(·)

f AIDS
g (·) = αg +

G

∑
g′=1

γgg′ log p j +βg log
[

m
a(p)

]
where a(p) is a translog price index:

loga(p) = α0 +
G

∑
g=1

αg log pg +
1
2

G

∑
g=1

G

∑
g′=1

γgg′ log pg log pg′ .

QUAIDS model provides a more flexible approximation for fg(·) by assuming
the following indirect utility function

1 Input size I +1 is because of addition of an intercept term.
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logv(p,m) =

{[
logm− loga(p)

b(p)

]−1

+λ (p)

}−1

and by introducing a quadratic term for log of price adjusted income:

f QUAIDS
g (·) = αg +

G

∑
g′=1

γgg′ log p j +βg log
[

m
a(p)

]
+

λg

b(p)

{
log
[

m
a(p)

]}2

where b(p) is a Cobb-Douglas price aggregator

b(p) =
G

∏
g=1

pβg
g

and a(p) is the same translog price index.

A.3 Robustness Tests

Selection of Transformation Function and Optimization Algorithm

In this section, I present robustness of the main functional approximations to the
choice of activation function and optimization algorithm. To this aim, I build ADN
and TDN models with a logit non-linear transformation function2 and obtain esti-
mates using a gradient descent with Nesterov momentum optimization algorithm
(Nesterov, 2004; Sutskever et al., 2011).

Figure A.3 illustrates distributions of test costs for ADN and TDN estimates with
robustness test specification (ADN-R and TDN-R). Distributions of test costs from
the specification with a rectifier transformation function and Adam optimizer, which
is the specification that yields the main results of this paper, are also illustrated for
comparison. The figure shows that generalization performances of all estimations
are similar.

Imposing Negativity

Figure A.4 illustrates distributions of test costs of AIDS, QUAIDS, ADN, TDN,
and TDN-N estimates. TDN is estimated imposing homogeneity, adding up, and
symmetry. TDN-N is estimated imposing homogeneity, adding up, symmetry, and
negativity. Imposing negativity in addition to other restrictions does not affect the
generalizability compared to TDN estimate for this sample.

2 α(x) = 1/(1+ exp(−x)).
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Figure A.5 plots estimated demand functions of all estimations. Fits provided by
TDN and TDN-N estimates along the budget axis are nearly identical.

A.4 About Statistical Consistency of ADN and TDN

Statistical consistency of an estimated function f̂ (·) is defined in the usual way,
i.e., the asymptotic convergence of an estimator to a target object. Consistency of
semi-nonparametric feedforward neural network estimators to a target function in a
mean squared sense when hyper-parameters are allowed to vary with sample size is
documented by White (1990) and Geman et al. (1992).

Therefore, ADN, as a feedforward neural network with a certain output struc-
ture, satisfies the consistency requirements and asymptotically converges to the un-
observed theoretical demand function:

lim
N→∞

E
([

E (w|x)− f̂ ADN(x|XN)
]2)

= 0,

where XN is a sample with size N, when functional complexity of f̂ ADN(x|XN) is
adjusted with cross-validation.

When estimating a theoretically constrained network TDN, it is important to pre-
serve this consistency. Recall that a TDN is defined as the solution to the following
minimization problem:

min
Θ

N

∑
n=1

G

∑
g=1

[
wg,n− f̂ T DN

g (Θ,xn)
]2 + γP(Θ,X S ,X N ) ,

which has an additive term that penalizes the optimization algorithm for deviations
from the theoretical restrictions. Therefore, if P(Θ,X S ,X N )→ 0 as N → ∞,
then TDN is also asymptotically consistent. It is easy to see that this condition
holds only if the theoretical restrictions that are represented in the penalty function
P(Θ,X S ,X N ) are true. Otherwise, TDN is destined to asymptotically converge
to an incorrect function. Note that this is independent of the penalty coefficient
γ � 0.

The intuition of this procedure is straightforward. Consistency of FNN estima-
tors relies on their ability to find a suitable function from a function space with
adjustable functional complexity. The role of the penalty term is to guide this search
procedure towards certain functional shapes that are allowed by the neoclassical
theory of consumer demand. If data supports rationality, as N→ ∞, an ADN would
capture integrability conditions and yield a function that lies within the class of
theoretically allowed functions. However, if data does not support rationality, then
unobserved demand functions are not within the class of functions that the penalty
term enforces. Hence, ADN and TDN are different; consistency is violated. There-
fore, TDN is asymptotically consistent if theoretical restrictions are supported by
empirical observations.
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In application, functional search imposed by the penalty term is, in a way, similar
to a common practice in the estimations of the neural network algorithms. This
practice, norm regularization, uses L1 or L2 norm of the coefficient vector to penalize
an optimization algorithm, and is commonly applied to remedy overfitting problems
associated with neural networks. If I were to use a similar approach, for example,
with L2 norm, an FNN network with a norm regularizer would be the solution to the
following minimization problem:

min
Θ

N

∑
n=1

G

∑
g=1

[
wg,n− f̂g(Θ,xn)

]2 +λL2(Θ)

where a regularization coefficient λ is chosen with cross-validation.3 Clearly, the
regularization term L2(Θ) does not asymptotically converge to zero. Hence, the so-
lution is not a consistent estimation of the target function. The idea behind regular-
ization and selection of λ with cross-validation is to introduce bias to the estimation
to reduce variance up to a point that the bias introduced does not exceed the variance
reduced. As a result, predictive accuracy is increased.

A penalty term P(·) works differently than a norm regularizer. TDN is estimated
over a sequence of penalty coefficients to obtain convergence to a constrained min-
imization problem. Alternatively, similar to the regularization coefficient λ , the
penalty coefficient γ can be selected with cross-validation, which could be inter-
preted as a partial imposition of the theoretical restrictions. Such an approach may
yield demand functions with higher generalizability even when the theoretical con-
straints are rejected. However, theoretical properties of the estimates become am-
biguous. Therefore, such an approach is not preferred in this paper.

A.5 Derivations

In this section, I present derivations of elasticities and the neoclassical restrictions
for a single hidden layer multiple output neural network. The single hidden layer
structure is illustrated for notational simplicity.

Elasticities

It can be shown that uncompensated price elasticities eu
i j, compensated price elas-

ticities ec
i j, income elasticities ei, and slutsky terms si j, are defined as

3 L2(Θ) =
√

∑
K
k=1 |θk|2.
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ei =
µi

wi
+1

eu
i j =

µi j

wi
−δi j

ec
i j = eu

i j + eiw j

si j = wiec
i j

where wi and w j are the predicted budget shares of the good i and j, δi j is the kro-
necker delta, µi j = ∂wi

/
∂ ln p j, and µi = ∂wi

/
∂ lnm (see also Banks et al., 1997).

Let x be a vector of I input variables with elements xl , and w be a vector of
G predicted budget shares with elements wg. Let K be the number of nodes in the
hidden layer. Let the following notation represent the flow in an FNN model:

z1
k =

i

∑
i=1

θ
1
k,ixl +θ

1
k

a1
k = α(z1

k)

z2
g =

K

∑
k=1

θ
2
g,ka1

k +θ
2
g

wg = β (z2
g)

where α(·) is the hidden layer transformation function and β (·) is a multinominal
logit transformation function

β (z2
g) =

exp(z2
g)

∑
G
g=1 exp(z2

g)
.

Define the norm of the price vector with the Euclidean norm as ||p||=
√

∑
G
g=1 p2

g.
Below, I derive µi and µi j. Then, equations of elasticities are obtained straight-

forwardly.

Derivation of µi = ∂wi
/

∂ lnm

Let wi be the ith element of the multinominal logit output.

∂wi

∂ lnm
=

G

∑
g=1

∂wi

∂ z2
g

∂ z2
g

∂ lnm
(A.1)

∂ z2
g

∂ lnm
=

K

∑
k=1

θ
2
g,k

∂a1
k

∂ lnm
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∂a1
k

∂ lnm
=

∂α(z1
k)

∂ z1
k

∂ z1
k

∂ lnm
(A.2)

Combining A.1 to A.2, by chain rule :

µi =
G

∑
g=1

∂wi

∂ z2
g

[
K

∑
k=1

θ
2
g,k

∂α(z1
k)

∂ z1
k

∂ z1
k

∂ lnm

]

With a multinominal logit output layer

∂wi

∂ z2
g
= wgδig−wiwg

where wg is the predicted budget share of good g, and δig is the kronecker delta,
which is zero if i = g. Then,

µi = wi

G

∑
g=1

(δig−wg)

[
K

∑
k=1

θ
2
g,k

∂α(z1
k)

∂ z1
k

∂ z1
k

∂ lnm

]

Furthermore,

∂ z1
k

∂ lnm
= θ

1
k,m

∂xm

∂ lnm

where l = m is the index of the log expenditure in the input vector x. For ADN,
Xm = lnm, thus ∂Xm/∂ lnm = 1 , and µADN

i is obtained as:

µ
T DN
i = wi

G

∑
g=1

(δig−wg)

[
K

∑
k=1

θ
2
g,k

∂α(z1
k)

∂ z1
k

θ
1
k,m

]

For TDN, Xm = ln
(
m
/
||p||

)
, thus ∂Xm

/
∂ lnm = 1, and µT DN

i = µADN
i .

Derivation of µi j = ∂wi
/

∂ ln p j

The derivation of µi j follows the derivation of µi and it can be shown that

µi j = wi

G

∑
g=1

(δig−wg)

[
K

∑
k=1

θ
2
g,k

∂α(z1
k)

∂ z1
k

∂ z1
k

∂ ln p j

]

where
∂ z1

k
∂ ln p j

=
I

∑
l=1

θ
1
k,l

∂Xl

∂ ln p j

For ADN, Xl = ln pl . Therefore, ∂Xl
/

∂ ln p j = δl j. Hence µADN
i j is obtained as:
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µ
ADN
i j = wi

G

∑
g=1

(δig−wg)

[
K

∑
k=1

θ
2
g,k

∂α(z1
k)

∂ z1
k

θ
1
k, j

]

For TDN, Xl = ln(pl/||p||). Hence,

∂Xl

∂ p j
=

∂ ln pl

∂ ln p j
− ∂ ln ||p||

∂ ln p j

∂Xl

∂ p j
= δl j− (p j/||p||)2 .

Hence, µT DN
i j is obtained as:

µ
T DN
i j = wi

G

∑
g=1

(δig−wg)

[
K

∑
k=1

θ
2
g,k

∂α(z1
k)

∂ z1
k

G+1

∑
l=1

θ
1
k,l

(
δl j− (p j/||p||)2

)]

where the first G elements of input vector x are homogeneity adjusted log prices and
the input with index G+1 is the log of adjusted expenditure.

Income and price elasticities are straightforward to compute by plugging µi and
µi j in definitions provided at the beginning of this section.

TDN Constraints

Symmetry

The symmetry constraint is characterized as

Rs(Θ,X S ) =
Ns

∑
n=1

G−1

∑
i=1

G

∑
j=i+1

[ŝi j,n− ŝ ji,n]
2

where a Slutsky term si j,n is equal to wi,nec
i j,n. Once a Slutsky matrix is calculated,

then it is straightforward to obtain the upper diagonal elements of the symmetric
matrix

(
Ŝn− ŜT

n
)2

for all xn ∈X S . Their sum across all observations that the sym-
metry is imposed yields the cost of deviation from symmetry. Note that the summa-
tion includes only the upper diagonal elements of the symmetric matrix

(
Ŝn− ŜT

n
)2

in order to reduce the computational cost.

Negativity

A Slutsky matrix, Ŝn is negative semi-definite if the constraint indicator

λ (Θ,xn)≡max
vn

{
−vT

n Ŝ(Θ,xn)vn : f̂(Θ,xn)
T vn = 0, vT

n vn = 1
}
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is non-negative. Gallant and Golub (1984) provide the necessary steps to calculate
λ (Θ,xn) and its gradient with respect to the elements of the coefficient vector Θ.

A.6 Pseudo-codes of the Optimization Process

Pseudo-codes in this section outline the optimization processes that I use in this
paper. Table A.1 summarizes the definitions of the relevant variables in these algo-
rithms. The function Update(·) refers to the optimization algorithm that is chosen
to solve an ADN or a TDN model. These algorithms call the relevant optimization
problems and minimize C(Θ,Xe).

Briefly, algorithms 1 and 2 summarize the ADN and TDN processes in general.
They call stochastic, i.e., coefficient updates with individual observations, and mini-
batch, i.e., coefficient updates with random groups of observations, optimization
procedures to perform coefficient updates. The random assignment of observations
into the mini-batches are ensured by the random assignment of observations into
the estimation samples. These optimization procedures are in algorithms 3 and 4.
They stop cross-validation by calling an early stopping procedure that is outlined
in algorithm 5. The TDN optimization algorithm also calls for a penalty method in
order to impose the neoclassical restrictions. This procedure is outlined in algorithm
6.

Table A.1 provides definitions of all terms that are used in the pseudo-codes.
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Algorithm 1: ADN Optimization Algorithm

Data: An n× I matrix of input observations Xe with rows xT
n,e, and an n×G

matrix of output observations Ye with rows wT
n,e, n = 1,2, . . . ,N.

Result: Estimated ADN model: hyper-parameters and estimated coefficients.
begin Estimation

Define objective function as equation 1.2
Define hh end = hh start +window
begin Cross-Validation

while hh size≤ hh end do
k = hh size
Initialize Θk

0
begin Stochastic optimization

do Algorithm 3 Stochastic optimization
end
Θk

0 = Θk

begin Mini Batch optimization
do Algorithm 4 Mini Batch optimization

end
if hh size == hh end then

do Algorithm 5 Cross Validation Check
end
hh size = hh size+1

end
end
return k s.t. k = argmink C(Θk,Xc|Xe), ∀k ∈ [hh start,hh end] and Θk

end
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Algorithm 2: TDN Optimization Algorithm

Data: An n× I matrix of input observations Xe with rows xT
n,e, and an n×G

matrix of output observations Ye with rows wT
n,e, n = 1,2, . . . ,N.

Result: Estimated TDN model: hyper-parameters and estimated coefficients.
begin Estimation

Define objective function as equation 1.4
Define a sequence of γs s.t. γs+1 = γs, s = 1,2, . . .
Define hh end = hh start +window
begin Cross-Validation

while hh size≤ hh end do
k = hh size
s = 1
Initialize Θk

0
begin Stochastic Optimization

do Algorithm 3 Stochastic Optimization
end
Θk

0 = Θk

begin Mini Batch Optimization
do Algorithm 4 Mini Batch Optimization

end
Θk,s

0 = Θk

begin Penalty Method
do Algorithm 6 Penalty Method

end
if hh size == hh end then

do Algorithm 5 Cross Validation Check
end
hh size = hh size+1

end
end
return k s.t. k = argmink C(Θk,Xc|Xe), ∀k ∈ [hh start,hh end] and Θk

end
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Algorithm 3: Stochastic Optimization

Data: An n× I matrix of input observations Xe with rows xT
n,e, and an n×G

matrix of output observations Ye with rows wT
n,e, n = 1,2, . . . ,N, a

number of nodes k, and a vector of coefficients Θk
0.

Result: A vector of updated coefficients Θk

begin
epoch = 1
while epoch ≤ stochastic grad epoch limit do

Θk
epoch,0←−Θk

epoch−1
foreach n in 1,2, . . . ,N do

Θk
epoch,n ←− Update(Θk

epoch,n−1, xn,e, wn,e)
end
Θk

epoch←−Θk
epoch,N

if |C(Θk
epoch,Xc|Xe) - C(Θk

epoch−1,Xc|Xe)| ≤ tol stoc then
break

else
epoch←− epoch+1

end
end
return Θk = Θk

epoch
end
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Algorithm 4: Mini Batch Optimization

Data: An n× I matrix of input observations Xe with rows xT
n,e, and an n×G

matrix of output observations Ye with rows wT
n,e, n = 1,2, . . . ,N, a

number of nodes k, a vector of coefficients Θk
0, and a batch size.

Result: A vector of coefficients Θk

begin
epoch = 1
while epoch ≤ mini batch grad epoch limit do

Θk
epoch,0←−Θk

epoch−1
foreach n in 1,2, . . . , int(N

/
batch size) do

batch x = Xe[n×batch size : (n+1)×batch size]
batch y = Ye[n×batch size : (n+1)×batch size]
Θk

epoch,n ←− Adam(Θk
epoch,n−1, batch x, batch y)

end
Θk

epoch←−Θk
epoch,int(N

/
batch size)

if N % batch size 6= 0 then
batch x = Xe[N− (N % batch size) : N]
batch y = Ye[N− (N % batch size) : N]

Θk
epoch ←− Adam(Θk

epoch, batch x, batch y)
end
if |C(Θk

epoch,Xc|Xe) - C(Θk
epoch−1,Xc|Xe)| ≤ tol batch then

break
else

epoch←− epoch+1
end

end
return Θk = Θk

epoch
end

Algorithm 5: Cross Validation Check

Data: Cross-validation costs of estimated coefficients Θk

Result: hh end
begin

y =
(
C(Θhh end−window,Xc|Xe), . . . ,C(Θhh end ,Xc|Xe)

)
x = (hh end−window, . . . ,hh end)
estimate β s.t. y = α +βx
if β ≤−tol batch and hh end ≤ hh max then

hh end = hh end +1
end
return hh end

end
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Algorithm 6: Penalty Method

Data: A vector of coefficients Θk,s
0

Result: An updated vector of coefficients Θk

begin
while s ≤ penalty limit do

s = s + 1
Θk

0 = Θk,s−1

begin Mini Batch optimization
do Algorithm 4 Mini Batch optimization

end
Θk,s = Θk

if max|Θk,s−Θk,s−1| ≤ tol coe f then
break

end
end
return Θk = Θk,s

end
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Table A.1 Codebook

Variable Definition

k Number of nodes
tol batch Tolerance for mini-batch convergence
tol stoc Tolerance for stochastic convergence

stochastic grad epoch limit Max number of epochs for stochastic updates
mini batch grad epoch limit Max number of epochs for mini-batch updates

batch size Sample size of each mini-batch
hh start Starting number of nodes in the hidden layer
window Window size to calculate cross-validation tendency
hh max Max number of nodes for cross-validation

γ Penalty weight
c A coefficient to generate an increasing γ sequence
% Remainder after division
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Fig. A.1 OLS Network Diagram
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Note: The figure illustrates a network diagram that represents an OLS regression with two inputs.
Each circle in the input layer is an input variable. Arrows represent coefficients that multiply the
input variables: θ1 and θ2. The circle represents the predicted output y = θ1x1 +θ2x2.
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Fig. A.2 Multilayer FNN Network Diagram
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Note: The figure illustrates a network diagram that represents a four layer single output functional
structure. Each circle in the input layer is an input variable. Arrows represent coefficients. The in-
termediate layers are called ”hidden layers”. The circle at the output layer represents the predicted
output.
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Fig. A.3 Distributions of Test Costs with Robustness Specification
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Note: The figure illustrates distributions of mean squared errors of four demand estimations on test
sets, i.e., C(Θ,Xt |Xe,Xc) for ADN, TDN, ADN-R (ADN with robustness test specification), and
TDN-R (TDN with robustness test specification) estimates. Violin plots indicate similar generaliza-
tion performances for all estimations. White mid-points are means of test cost distributions. Bold
black lines are interquartile ranges. Thin black lines within violins are 95% confidence intervals.
Black curves are kernel density estimates of test cost distributions.



FIGURES 123

Fig. A.4 Distributions of Test Costs with Negativity
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Note: The figure illustrates distributions of mean squared errors of five demand estimations on test
sets, i.e., C(Θ,Xt |Xe,Xc) for AIDS, QUAIDS, ADN, TDN (homogeneity, adding up, symme-
try), and TDN-N (homogeneity, adding up, symmetry, negativity) estimates. Violin plots indicate
similar generalization performances for all estimations. White mid-points are means of test cost
distributions. Bold black lines are interquartile ranges. Thin black lines within violins are 95%
confidence intervals. Black curves are kernel density estimates of test cost distributions.
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Appendix B
Appendix to Chapter 2

B.1 Additional Data Sets

To obtain mean years of education, we use the education data provided by the Hu-
man Development Report 2014 (UNDP, 2014). The data set provides the average
number of years of education that is received by people ages 25 and older for 156
countries. The data is collected by UNESCO Institute for Statistics and prepared by
using the methodology of Barro and Lee (2013).

As indicators of income inequality, we used the 2011 GINI indices as reported
by the World Bank.4 For the countries that do not have a 2011 GINI estimate, we
use the closest GINI estimate within 5 years of 2011. In total, we have GINI indices
for 126 countries.

We obtain the data for average country-wise temperatures from the World Bank’s
Climate Change Knowledge Portal,5 which reports mean temperatures for 151 coun-
tries in our sample from 1961 to 1999.

Our institutional indicators are obtained from the Worldwide Governance Indica-
tors database (see Kaufmann et al., 2010). We use 2011 estimates of five governance
indicators as provided by the data set for 170 countries. These indicators are voice
and accountability, political stability and absence of violence, government effective-
ness, regulatory quality, rule of law, control of corruption.

PWT 9.0 is explained in section 2.5.1.

4 http://databank.worldbank.org/data/reports.aspx?source=2&series=
SI.POV.GINI&country=
5 http://data.worldbank.org/data-catalog/cckp_historical_data
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B.2 Additional Sensitivity Analyzes

Nonparametric Estimation: Using Per Capita Real Income Levels

We estimate the relationship between price levels and per capita real incomes with
a nonparametric estimation by using the following specification

lnPLi = f (lnGDPPi)+ εi, (B.1)

where f (·) is a smooth function, and the εi’s are normally distributed disturbances
with mean zero and standard deviation σ . The value of f (·) is estimated by us-
ing a kernel weighted local polynomial estimator of degree one (Yatchew, 2003).
Epanechnikov kernel is used as the weighting function because it minimizes the
mean squared error of the local polynomial estimator (Gijbels and Fan, 1996). The
reported results are calculated by using the rule of thumb bandwidth.6 However,
our results are robust to the use of the cross validated bandwidth, and any other
reasonable bandwidth in this regard.7

Log of the price level of China is estimated as -0.665 with a 95% confidence in-
terval (-0.740, -0.590). Recalling that the observed log price level of China is -0.612,
a nonparametric estimation suggests that the Chinese renminbi is not undervalued
against the US dollar as of 2011. Hence the result that is suggested by the nonpara-
metric fit supports the result provided by the quadratic functional form. Figure B.1
represents these results.

Controlling for Sectoral Labor Mobility

In order to avoid multicollinearity, which is caused by using correlated explanatory
variables per capita real income and mean years of education (see figure B.4), we
estimate a robust OLS regression of log price level on the first principle component
of per capita real income and mean years of education8 (see, e.g., Joliffe, 2002).
Figure B.5 plots log price levels and the first principle component.

Table B.1, figures B.6 and B.9 summarize the results of OLS estimations.
The coefficients of the principle component variables are positive and significant
(p−value < 0.001). A linear functional form suggests that the Chinese renminbi is
undervalued by 5.4% whereas a quadratic functional form suggests that it is over-
valued by 11%. A log-likelihood ratio test yields a test statistic of 50.78 which has
a χ2(1) distribution indicating significant rejection of the null hypothesis that the

6 Rule of thumb bandwidth is calculated by obtaining a pilot estimate, and using statistics from
this estimate to calculate the asymptotically optimal bandwidth.
7 Cross validated bandwidth is the bandwidth that minimizes the mean squared error of the non-
parametric estimation. For more information, see, e.g., Gijbels and Fan (1996).
8 The first principle component explains 89.94% of the variation in both variables.
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coefficient of the quadratic term is zero (p− value < 0.001), and the AIC and BIC
of the log quadratic model are again lower (see table B.2).

Figure B.8 and figure B.11 present residual plots of regressions using both func-
tional forms. The log linear functional form suggests a nonlinear relationship be-
tween the regressor and the residuals whereas the log quadratic functional form
suggests no significant relationship.

A nonparametric estimation using the first principle component of per capita
real income and mean years of education as the explanatory variable estimates log
of the price level for China as -0.678 with a 95% confidence interval (-0.753, -
0.603). Therefore, a nonparametric estimation controlling for sectoral labor mobility
suggests that the Chinese renminbi is not undervalued against the US dollar as of
2011. Figure B.12 represents these results.

Controlling for Net Foreign Asset Positions

Table B.3 summarizes the results of the robust OLS estimations using both func-
tional forms. n f ai is significant in both estimations. However, the log linear func-
tional form still reveals undervaluation whereas the log quadratic functional form
does not reveal any evidence of undervaluation. A log-likelihood ratio test reports
the test statistic as 13.75 which has a χ2

(1) distribution with a p-value indicating sig-
nificant rejection of the null hypothesis that the coefficient of the quadratic term is
zero (p−value< 0.001). Table B.4 shows that the log quadratic functional form has
the lower AIC and BIC values. Therefore, again, the log quadratic functional form is
the preferred functional form, and we find no evidence of renminbi undervaluation.

Exclusion of the Top Oil Exporting Economies

The top oil exporting countries are selected as the top 15 oil exporters according to
The United States Energy Information Administration (The United States Energy
Information Administration, 2011). The list of these countries is in appendix B.3.

Table B.5 summarizes the results of the robust OLS estimations using both func-
tional forms. All coefficients are significant. The log linear functional form suggests
that the renminbi is undervalued whereas the log quadratic functional form sug-
gests that the renminbi is not undervalued. A log-likelihood ratio test reports the test
statistic as 27.75 which has a χ2

(1) distribution indicating significant rejection of the
null hypothesis that the coefficient of the quadratic term is zero (p−value < 0.001).
Table B.6 shows that the log quadratic functional form has the lower AIC and BIC
values. Therefore our choice of the functional form and the misalignment result are
robust to the exclusion of the top oil exporters.
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B.3 Lists of Countries

Countries in the main sample: Albania, Algeria, Angola, Anguilla, Antigua and
Barbuda, Armenia, Aruba, Australia, Austria, Azerbaijan, the Bahamas, Bahrain,
Bangladesh, Barbados, Belarus, Belgium, Belize, Benin, Bermuda, Bhutan, Bolivia,
Bosnia and Herzegovina, Botswana, Brazil, Brunei Darussalam, Bulgaria, Burkina
Faso, Burundi, Cambodia, Cameroon, Canada, Cape Verde, Cayman Islands, Cen-
tral African Republic, Chad, Chile, China, Colombia, Comoros, Democratic Re-
public of the Congo, Republic of the Congo, Costa Rica, Croatia, Curacao, Cyprus,
Czech Republic, Cote d’Ivoire, Denmark, Djibouti, Dominica, Dominican Republic,
Ecuador, Egypt, El Salvador, Ethiopia, Fiji, Finland, France, Gabon, the Gambia,
Georgia, Germany, Ghana, Greece, Grenada, Guatemala, Guinea, Guinea-Bissau,
Haiti, Honduras, Hong Kong, Hungary, Iceland, India, Indonesia, Iran, Iraq, Ire-
land, Israel, Italy, Jamaica, Japan, Jordan, Kazakhstan, Kenya, Republic of Korea,
Kuwait, Kyrgyzstan, Lao PDR, Latvia, Lesotho, Liberia, Lithuania, Luxembourg,
Macao, Macedonia, Madagascar, Malawi, Malaysia, Maldives, Mali, Malta, Mauri-
tania, Mauritius, Mexico, Moldova, Mongolia, Montenegro, Montserrat, Morocco,
Mozambique, Myanmar, Namibia, Nepal, Netherlands, New Zealand, Nicaragua,
Niger, Nigeria, Norway, Oman, Pakistan, Palestinian Territory, Panama, Paraguay,
Peru, Philippines, Poland, Portugal, Qatar, Romania, Russia, Rwanda, Saudi Ara-
bia, Senegal, Serbia, Seychelles, Sierra Leone, Singapore, Sint Maarten, Slovakia,
Slovenia, South Africa, Spain, Sri Lanka, St. Kitts and Nevis, St. Lucia, St. Vin-
cent and Grenadines, Sudan, Suriname, Swaziland, Sweden, Switzerland, Sao Tome
and Principe, Taiwan, Tajikistan, Tanzania, Thailand, Togo, Trinidad and Tobago,
Tunisia, Turkey, Turks and Caicos Islands, Uganda, Ukraine, the United Arab Emi-
rates, the United Kingdom, the United States, Uruguay, Venezuela, Vietnam, Virgin
Islands, Yemen, Zambia

Countries without education data: Anguilla, Aruba, the Bahamas, Bermuda,
Cape Verde, Cayman Islands, Curacao, Iran, Lao PDR, Macao, Macedonia, Montser-
rat, Sint Maarten, St. Kitts and Nevis, St. Lucia, St. Vincent and the Grenadines, Sao
Tome and Principe, Taiwan, Turks and Caicos, Virgin Islands

Countries without gini data: Algeria, Anguilla, Antigua and Barbuda, Aruba,
the Bahamas, Bahrain, Barbados, Belize, Bermuda, Brunei Darussalam, Cape Verde,
Cayman Islands, Comoros, Curacao, Dominica, Egypt, Equatorial Guinea, Gabon,
the Gambia, Ghana, Grenada, Hong Kong, Iraq, Jamaica, Jordan, Kenya, Repub-
lic of Korea, Kuwait, Macao, Malta, Montserrat, Myanmar, New Zealand, Oman,
Palestinian Territory, Qatar, Saudi Arabia, Singapore, Sint Maarten, St. Kitts and
Nevis, St. Lucia, St. Vincent and the Grenadines, Sao Tome and Principe, Taiwan,
Trinidad and Tobago, Turks and Caicos Islands, the United Arab Emirates, Virgin
Islands, Yemen

Countries without temperature data: Anguilla, Antigua and Barbuda, Aruba,
Bahrain, Barbados, Bermuda, Cape Verde, Cayman Islands, Curacao, Dominica,
Grenada, Hong Kong, Macao, Maldives, Malta, Montserrat, Palestinian Territory,
Seychelles, Singapore, Sint Maarten, St. Kitts and Nevis, St. Lucia, Sao Tome and
Principe, Taiwan, Turks and Caicos Islands
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Countries without institutional data: Cape Verde, Curacao, Montserrat, Pales-
tinian Territory, Sint Maarten, Turks and Caicos Islands

Top oil exporting countries: Algeria, Angola, Canada, Iran, Iraq, Kazakhstan,
Kuwait, Mexico, Nigeria, Norway, Qatar, Russia, Saudi Arabia, the United Arab
Emirates, Venezuela
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Table B.1 OLS Estimation Results Controlling Sectoral Labor Mobility

Log Linear Log Quadratic

PCi 0.207∗∗∗ 0.258∗∗∗

PC2
i 0.090∗∗∗

Constant −0.546∗∗∗ −0.708∗∗∗

ln P̂LChina −0.558 −0.722
95% CI (−0.603,−0.513) (−0.777,−0.667)

% misalignment −5.4% 11%
R2 0.480 0.625

Root MSE 0.289 0.247
Observations 156 156
∗∗∗significant at 1%.

Note: PCi stands for the first principle component value for country i. P̂LChina is the estimated price
level of China. % misalignment is calculated as the difference between the log of the observed price
level of China, which is -0.612, and the log of P̂LChina if the difference is statistically significant.



TABLES 133

Table B.2 Model Selection Criteria Controlling Sectoral Labor Mobility

Model AIC BIC

Log Linear 57.722 63.821
Log Quadratic 8.937 18.087

Note: AIC stands for Akaike information criterion, and BIC stands for Bayesian information cri-
terion. Both criteria suggest the functional form with the lowest score as the preferred functional
form.
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Table B.3 OLS Estimation Results Controlling NFA Positions

Log Linear Log Quadratic

lnGDPPi 0.195∗∗∗ −0.670∗∗

lnGDPPi
2 0.048∗∗

n f ai −4.04e−16∗∗∗ −2.99e−16∗∗

Constant −2.340∗∗∗ 1.462
ln P̂LChina −0.558 −0.630
95% CI (−0.604,−0.512) (−0.685,−0.575)

% misalignment −10.7% No Misalignment
R2 0.422 0.471

Root MSE 0.288 0.276
Observations 154 154

∗∗∗,∗∗ significant at 1%, 5%, respectively.
Note: GDPPi stands for the country i’s per capita real income, and n f ai stands for the country
i’s net foreign asset position. P̂LChina is the estimated price level of China. % misalignment is
calculated as the difference between the log of the observed price level of China, which is -0.612,
and the log of P̂LChina if the difference is statistically significant..



TABLES 135

Table B.4 Model Selection Criteria Controlling NFA Positions

Model AIC BIC

Log Linear 54.332 60.406
Log Quadratic 42.580 51.691

Note: AIC stands for Akaike information criterion, and BIC stands for Bayesian information cri-
terion. Both criteria suggest the functional form with the lowest score as the preferred functional
form.
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Table B.5 OLS Estimation Results Excluding Top Oil Exporters

Log Linear Log Quadratic

lnGDPPi 0.226∗∗∗ −1.080∗∗

lnGDPP2
i 0.073∗∗∗

Constant −2.604∗∗∗ 3.104∗∗

ln P̂LChina −0.520 −0.629
95% CI (−0.565,−0.474) (−0.687,−0.571)

% misalignment −9.2% No Misalignment
R2 0.479 0.561

Root MSE 0.293 0.270
Observations 161 161

∗∗∗,∗∗ significant at 1%, 5%, respectively.

Note: GDPPi stands for the country i’s per capita real income. P̂LChina is the estimated price level
of China. % misalignment is calculated as the difference between the log of the observed price
level of China, which is -0.612, and the log of P̂LChina if the difference is statistically significant.
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Table B.6 Model Selection Criteria Excluding Oil Exporting Economies

Model AIC BIC

Log Linear 63.441 69.604
Log Quadratic 37.692 46.936

Note: AIC stands for Akaike information criterion, and BIC stands for Bayesian information cri-
terion. Both criteria suggest the functional form with the lowest score as the preferred functional
form.
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Fig. B.1 Nonparametric Estimation Results with Income Data
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Fig. B.2 Nonparametric - China
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Fig. B.3 Nonparametric - Residuals

Note: Figure B.1 shows the estimated price levels in red, and the 95% confidence interval in gray.
The observed price level of China is represented by the green data point. Figure B.2 emphasizes
the observed price level of China, the estimated price level of China, and the confidence interval.
Figure B.3 plots the residuals from the nonparametric estimation against the regressor.
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Fig. B.4 Educational Attainment and Per Capita Real Income
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Note: The mean years of education is plotted on the vertical axis, and log per capita real income is
plotted on the horizontal axis. China is represented by a green data point.
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Fig. B.5 Price Levels and First Principle Component
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Note: Log price levels are plotted on the vertical axis, and values of the first principle component
of per capita real incomes and mean years of education are plotted on the horizontal axis. China is
represented by a green data point.
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Fig. B.6 OLS Estimation Controlling Sectoral Labor Mobility - Log Linear Functional Form
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Fig. B.7 Log Linear - China
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Fig. B.8 Log Linear - Residuals

Note: Figure B.6 shows the estimated price levels in red, and the 95% confidence interval in gray.
The observed price level of China is represented by the green data point. Figure B.7 emphasizes
the observed price level of China, the estimated price level of China, and the confidence interval.
Figure B.8 plots the residuals from the OLS estimation using the linear functional form against the
regressor.
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Fig. B.9 OLS Estimation Controlling Sectoral Labor Mobility - Log Quadratic Functional Form
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Fig. B.10 Log Quadratic - China
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Fig. B.11 Log Quadratic - Residuals

Note: Figure B.9 shows the estimated price levels in red, and the 95% confidence interval in gray.
The observed price level of China is represented by the green data point. Figure B.10 emphasizes
the observed price level of China, the estimated price level of China, and the confidence interval.
Figure B.11 plots the residuals from the OLS estimation using the quadratic functional form against
the regressor.



FIGURES 143

Fig. B.12 Nonparametric Estimation Controlling Sectoral Labor Mobility
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Fig. B.13 Nonparametric Estimation - China
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Fig. B.14 Nonparametric Estimation - Residuals

Note: Figure B.12 shows the estimated price levels in red, and the 95% confidence interval in gray.
The observed price level of China is represented by the green data point. Figure B.13 emphasizes
the observed price level of China, the estimated price level of China, and the confidence interval.
Figure B.14 plots the residuals from the nonparametric estimation against the regressor.





Appendix C
Appendix to Chapter 3

C.1 Common Multilateral Indices

Gini-Éltetö-Köves-Szulc (GEKS)

The GEKS method, as used in the International Comparison Program (ICP) of the
World Bank, is a multilateral conversion to symmetric bilateral Fisher indices. It is
a geometric mean of all possible bilateral comparisons taking each country as the
base:

SGEKS
h, f =

(
C

∏
c=1

Πh,cΠc, f

)1
/

C

.

Consistency of the Fisher index as an approximation to the behavior of an op-
timizing individual when preferences are homogeneous and homothetic does not
extend to the GEKS. A special case where GEKS is also consistent, and is equal
to the Fisher index, is when such preferences are represented by a homogeneous
quadratic utility function (Neary, 2004).

Geary-Khamis (GK)

The GK method computes purchasing power parities as the ratio of the value of a
fixed basket of goods at hypothetical world prices and at observed local prices. The
world prices of G goods, and the exchange rates for C countries are the solutions to
the following system of equations:
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SGK
h, f =

p0Qh
h

phQh
h

pg
0 =

∑
C
c=1 GKc pg

cqc,g
c

∑
C
c=1 qc,g

c

where Qh
h is a vector of aggregate quantities for country h, pg

c and qc,g
c are price and

quantity of commodity g in country c, and p0 is a vector of world prices.
Solving simultaneously for pg

c and GKc, one can calculate each country’s pur-
chasing power parity and the world prices. Thus, purchasing power parities for bi-
lateral and multilateral comparisons are calculated simultaneously. GK method is
consistent with the economic theory if preferences are Leontief, i.e., if there is no
substitution away from more expensive goods, or vice versa.

Geary-Allen International Accounts (GAIA)

Neary (2004) suggests a GK-variant formula that allows for substitution between
consumption goods. The preferences for a reference consumer who mimics world
consumption patterns are estimated using pooled country-level data for preferences
that exhibit generalized linearity. Using these preferences, hypothetical consump-
tion levels in world prices are estimated at a fixed price vector of world prices.

Given a reference consumer who minimizes an expenditure function e(p,u),
price indices SGAIA

h are calculated as the solution to the following system of equa-
tions:

SGAIA
h =

e(p0,uh)

e(ph,uh)

pg
0 =

∑
C
c=1 SGAIA

c pg
cqc,g

c

∑
C
c=1 qc,g

0

where qc,g
0 = ∂e(p0,uh)

/
∂ pg by Shephard’s Lemma. The corresponding Geary-

Allen indices of real incomes are the ratios of the minimum expenditure levels of
the reference consumer in the living standards of each country:

QGAIA
h, f =

e(p0,u f )

e(p0,uh)
.

Therefore, contrary to the previous methods, GAIA is an economic approach to
price comparisons by building a link between how an individual responds to price
differentials. However, it evaluates purchasing power parities for a single type of
preferences and at a single income level. Hence, it is consistent with optimizing in-
dividual behavior if preferences are homogeneous and homothetic. Moreover, use
of a reference world price vector and homogeneous preferences make GAIA a sym-
metric and transitive index.
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C.2 Proofs

Consistency with Index Axioms

For Π L
h, f = Π L(p f ,ph,Qh

h):

1. ∂Π L
f ,h/∂ pg

h > 0 and ∂Π L
f ,h/∂ pg

h < 0 follows from the definition of the index.
2. If the away prices are αp f , then

Π
L(αp f ,ph,Qh

h) =
αpT

f Qh
h

pT
h Qh

h
.

Therefore, Π L(αp f ,ph,Qh
h) = αΠ L(p f ,ph,Qh

h).
3. Follows from the definition.
4. If away prices are αp f and home prices are αph, then

Π
L(αp f ,αph,Qh

h) =
αpT

f ∑
Ih
ih

Qh
h

αpT
h ∑

Ih
ih

Qh
h

,

and Π L(αp f ,αph,Qh
h) = Π L(p f ,ph,Qh

h).
5. By multiplying units of goods with a diagonal matrix Γ with elements γg, we

have

Π
L(Γ p f ,Γ ph,Γ

−1qh) =
∑

Ih

ih=1 ∑
G
g=1 γg pg

f qih,g
h

/
γg

∑
Ih
ih=1 ∑

G
g=1 γg pg

hqih,g
h

/
γg

.

Then Π L(Γ p f ,Γ ph,Γ
−1Qh

h) = Π L(p f ,ph,qh).

For ΠCU
h, f and ΠCS

h, f :

1. Both properties follow from the properties of an expenditure function with re-
spect to prices and definitions of these indices.

2. Follows from the homogeneity of an expenditure function in all prices.
3. For axiom 3, we evaluate each index separately:

a. ΠCU
h, f : If the foreign price vector is equal to the home price vector, i.e., p f =

ph = p, then by definition, CV ih = eih(p,uih)− eih(p,uih) = 0, ∀i. Then,

Π
CU
h, f = 1+

∑
Ih
ih

CV ih

∑
Ih
ih

mih
h

= 1

b. ΠCS
h, f : If ph = p f = p, then

Bh(p,mh
h) = Bh(p,ΠCS

h, f mh
h)

holds only if ΠCS
h, f = 1.
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4. Follows from the homogeneity of an expenditure function in all prices.
5. Follows from the definition of an expenditure function.

Proof of Theorem 1

By definition of Π L
h, f , social cost of society h in prices of society f is

Mh,L
f =

Ih

∑
ih=1

π
ih,L
h, f mih

h .

By definition of ΠCU
h, f , social cost is

Mh,CU
f =

Ih

∑
ih=1

eih
(

p f ,vih(ph,m
ih
h )
)

=
Ih

∑
ih=1

eih
(

p f ,u
ih
h

)
=

Ih

∑
ih=1

π
ih,K
h, f mih

h

From lemma 1 and monotonicity of individual utilities in individual costs, π
ih,L
h, f ≥

π
ih,K
h, f holds for all ih. Therefore, Mh,L

f ≥Mh,CU
f , which trivially implies Π L

h, f ≥ΠCU
h, f .

Proof of Theorem 2

We can decompose the change in the utility level of an individual i with respect to
prices and budget as

duih =
G

∑
g=1

∂vih(ph,m
ih
h )

∂ pg
dpg +

∂vih(ph,mih)

∂m
dmih .

If preferences are identical and homothetic, then vih(ph,mih) = α(ph)mih , ∀ih,
where α(·) is a homogeneous function. At constant utilities, i.e., when duih = 0 for
all individuals ih,

dmih =−

(
mih

G

∑
g=1

∂α(ph)

∂ pg
dpg

)/
α(ph)
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holds, which implies dmih = γmih , ∀ih. Hence, constant utility changes in budgets
are proportionate to actual budget levels. Therefore, social cost level in a foreign
price vector p f is Mh

f = (1+ γ)Mh
h , which implies ΠCV

h, f = ΠCS
h, f = 1+ γ .

Proof of Proposition 1

SCGW is symmetric if SCGW
h, f ×SCGW

f ,h = 1. By definition,

SCGW
h, f =

∑
C
c=1 Πc, f Mc

c

∑
C
c=1 Πc,hMc

c

and

SCGW
f ,h =

∑
C
c=1 Πc,hMc

c

∑
C
c=1 Πc, f Mc

c

where Π =
{

Π L,ΠCU ,ΠCS
}

. Then, SCGW
h, f ×SCGW

f ,h = 1 holds.
For transitivity, SCGW

h,k ×SCGW
k, f = SCGW

k, f . By definition,

SCGW
h,k ×SCGW

k, f =
∑

C
c=1 Πc,kMc

c

∑
C
c=1 Πc,hMc

c
× ∑

C
c=1 Πc, f Mc

c

∑
C
c=1 Πc,kMc

c

=
∑

C
c=1 Πc, f Mc

c

∑
C
c=1 Πc,hMc

c
.

Therefore SCGW is transitive.
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S, Murray D, Olah C, Schuster M, Shlens J, Steiner B, Sutskever I, Talwar K,
Tucker P, Vanhoucke V, Vasudevan V, Viégas F, Vinyals O, Warden P, Wattenberg
M, Wicke M, Yu Y, Zheng X (2015) TensorFlow: Large-Scale Machine Learning
on Heterogeneous Systems. Software available from tensorflow.org

Abramovsky L, Attanasio O, Phillips D (2015) Value Added Tax Policy and The
Case for Uniformity: Empirical Evidence from Mexico. IFS Working Paper
W15/08, Institute for Fiscal Studies

Aguiar M, Bils M (2015) Has Consumption Inequality Mirrored Income Inequality?
American Economic Review 105(9):2725–2756
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