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Abstract 

Background: Car-sharing is gaining popularity throughout the world. Currently, there is 

limited research on car-sharing in Norway. This paper aims to identify empirically, based on 

past data, what demographic and car-specific variables determine demand for a car-sharing 

service in Bergen. Additionally, it aims to predict future car performance for Bildeleringen’s 

cars. 

Research question: What are the drivers of demand for the utilization of a car-sharing 

service? 

Method: Using data from Bildeleringen and Statistics Norway, we use multiple linear 

regression to determine drivers of demand. Furthermore, linear regression is also used for 

predicting future car performance of Bildeleringen’s cars. Linear regression is chosen out of 

five possible models based on cross-validation error. Results: Several variables significantly 

increase or decrease car performance of Bildeleringen’s cars. The variables “car type”, 

“higher average amount of cars in the parking spot”, “electric cars”, “cars with automatic 

gear shift”, “higher median income”, “spring”, and “households without car” increase 

performance, while “higher population density”, “age 20-24 years old”, “retired”, “male”, 

and “child cushion” decrease performance. Analysis: Out of the significant demographic 

variables, only “households without car”, “age 20-24 years old”, “retired” and “male” affect 

car performance to a noteworthy degree. Out of the car-specific variables “car type”, 

“electric cars”, “cars with automatic gear shift”, “spring”, and “child cushion” affect car 

performance to a noteworthy degree. Conclusion: The relationship between car performance 

and demographic variables is not strong. Car-specific variables seem to show a higher degree 

of correspondence with car performance. 

Key words: Car-sharing, car-sharing locations, car performance, linear regression, 

demographic variables, car-specific variables, Norway. 
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1. Introduction 

Considering the growth of transport demand due to increasing populations and the pressure 

on time efficiency in the modern world, transport networks have been expanded all over the 

world. The increasing use of private transport in industrialized countries provides greater 

accessibility. However, in the long-term increased transport has had many negative 

consequences, such as traffic congestion, lack of parking spaces, increased noise levels, 

emission of environmental pollutants, as well as consumption of energy. This has occurred 

mainly in urban areas where demand is concentrated in peak hours. Moreover, the costs of 

owning a car are increasing. These costs include fuel prices, parking, the cost of purchasing, 

and insurance fees. Additionally, some of these costs are sunk costs even before a mile is 

driven, which means that they are unrecoverable even if the vehicle is not being used. In 

addition, use of each private car is very low. In America, for example, vehicles spend around 

90% of their time parked (Jorge & Correia, 2013). Public transport could be a good 

alternative, but it has several disadvantages. For instance, public transportation does not 

provide door-to-door service even in cities with sophisticated public transport systems. More 

importantly, schedules are not flexible, and services lack personalization. Utilizing public 

transport during the peak hour demand also means that vehicles are idle for the rest of the 

day, decreasing the vehicles efficiency (Jorge & Correia, 2013). Efforts have been made in 

the last few decades to provide new urban transport alternatives. One of these is car-sharing, 

which involves a fleet of vehicles scattered around a city for use by a group of members. It is 

a system that is somewhere between private and public transport. 

One of the most important problems for a car-sharing company is to find the best locations to 

place their cars. The best locations should be chosen based on the demographic features that 

can influence future demand. In this paper, data from all of Bildeleringen’s cars and 

demographic data from Statistics Norway (SSB) are analyzed to determine what factors are 

critical to car performance. This paper identifies drivers of demand using a multiple linear 

regression model, and then chooses the best predictive model to predict car performance. 

The method used in this paper is a two-step approach. The first step is to fit a multiple linear 

regression model to data of all of Bildeleringen’s cars and uncover the drivers of demand. 
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The dependent variable is the performance of the car-sharing service, and the measure of 

performance is the average amount of minutes each vehicle is being used per day. The 

independent variables are car-specific features, for example car type, fuel type, child seats, 

and demographic characteristics in the region around the parking spot, for example 

population density, share of households without car, age distribution and income level. In the 

second step, five predictive models with different statistical methods are created and the best 

model is chosen based on model performance. 

1.1 Goals 

The goals of this paper are to identify the demand drivers of car performance, create a model 

to predict future demand for Bildeleringen, test this model with new data from Bildeleringen 

and use this model to make practical recommendations for Bildeleringen on where they 

should place new possible parking locations to have high utilization of their cars. 

1.2 Research question 

What are the drivers of demand for the utilization of a car-sharing service? 

1.3 Theory 

1.3.1 Car-sharing 

The origins of car-sharing services date back to 1948, when a housing cooperative known as 

Sefage provided its service to their clients in Zürich, Switzerland (Jorge & Correia, 2013). 

Later, in the 1970s, further experiments with car-sharing services were implemented in other 

European countries. However, they were short lived due to the small number of cars 

available. At the end of the 1980s, the number of car-sharing projects increased and some of 

them were a success. Car-sharing services continued to see a rapid increase during the 1990s, 

and major development in car-sharing started from 2000 on onward. It became increasingly 

popular in Europe, Asia and North America. In 2014, Europe accounted for 46% of the 
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global car-sharing business, and North America came second with 34% (Mindur, Sierpiński, 

& Turoń, 2018). It is worth noting that during the period from 2006 to 2014, Asia recorded 

the most rapid growth in the number of users registered with car-sharing systems. In 2017 in 

Shanghai alone the number of users was 1.2 million, while it was around 2 million in 

Germany, which is the leader in Europe (Mindur et al., 2018). 

Worldwide, the number of car-sharing users is forecasted to grow from 2.3 million in 2013 

to 12 million in 2020. The largest car-sharing firms, Car2go and ZipCar, initiated by large 

car producers BMW and Daimler, operate in multiple cities with total fleet sizes of over 

10,000 cars each (Ferrero, Perboli, Rosano, & Vesco, 2018). Car-sharing services work as a 

new and more sustainable way of transportation, which is shifting the private mobility from 

ownership to service use. The economic benefits for the users are clear, which means that it 

can increase the low utilization rate of private cars, decrease the high fixed cost to own such 

as maintenance, parking and insurance fees (Jorge & Correia, 2013). Shared cars have much 

higher utilization rates than private vehicles because each vehicle spends more time on the 

road and less time parked, thereby reducing the sunk costs. When cars are being used and not 

occupying parking places, higher utilization rates mean that less land is needed for parking. 

Martin, Shaheen and Lidicker (2010) conducted a stated-preference survey in North America 

and concluded that car sharing members reduced their vehicle holdings significantly, from 

an average of 0.47 vehicles per household to 0.24 vehicles per household (Martin et al., 

2010). From the point of view of building a sustainable city, the vehicles used in car-sharing 

are typically fuel efficient and lead to positive effects in reduction of urban emissions and 

city congestion. 

There are three main types of car-sharing services regarding the way vehicles are hired and 

returned. According to Ferrero et al. (2018), who analyzed papers on car-sharing services, 

almost 47% of the papers they analyzed studied one-way mode, 19% studied two-way mode, 

19% studied free floating mode, and 15% of the papers studied other modes (Ferrero et al., 

2018).  

One-way (station based): The car is taken from one station and returned to another station. 

This business model needs to consider the vehicle reallocation problem and the imbalance 

issue in the different parking stations. 
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Two-way (station based): The car is taken from and returned to the same station. 

Free-floating: The car is taken from and returned to any accessible location in the city. It is 

the last mode to arrive in the market (Ferrero et al., 2018). 

Car-sharing services also classify their services using engine type. There has been a growing 

interest in electric car-sharing service in recent years, especially an increasing investment in 

electric vehicles by car-sharing operators in China (Mindur et al., 2018). 

Fully thermic: These fleets are composed of vehicles powered by traditional fuels such as 

gasoline or diesel. 

Green: Green cars are adopted by car-sharing companies who are environmentally aware. 

Specifically, the vehicles have less-polluting engines, such as electrical, hybrid, plug-in, 

natural gas and liquefied petroleum gas (Ferrero et al., 2018). 

 

1.3.2 Bildeleringen 

Bildeleringen is a car-sharing company located in Bergen, Norway. The company was 

established in 1996 and now has more than 2100 private and corporate memberships. There 

are more than 200 cars placed in more than 80 parking spots in Bergen. Bildeleringen is 

organized as a cooperative and is owned by all the members. The company is operated on a 

non-commercial basis and the eventual profit goes back to operation (Bildeleringen, 2020). 

Bildeleringen operates in a classical two-way mode, which means that customers hire and 

return the vehicles in the same place. There are 7 types of vehicles: minicar, small car, 

wagon, large wagon, van, 9 seats and SUV. They have 3 types of fuel engines: gasoline, 

diesel and electric. Some cars have automatic gear shift, while others are manual cars.  

To reserve a car in Bildeleringen, you need to become a member on their website. You need 

to pay a deposit, per kilometer and per hour for each trip. All other expenses are included in 

the price. You can then login with your membership, view all available cars sorted by 

geographical proximity, and choose when you wish to reserve a car. You can also choose car 

type and extra items. It is not necessary to reserve a car in advance, which means that you 
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can make a reservation spontaneously and drive a car immediately if it is available. When 

your trip is finished, you return the car to the place where you got it (Bildeleringen, 2020). 

1.4 Literature review 

With the increase in car-sharing services around the world the field has also gained attention 

from academia. Many papers have written about this field and in this section some of the 

papers are presented to try to pinpoint areas of interest that have yet to receive attention. The 

papers have been divided into three groups to logically correspond with the structure of this 

paper. The papers were chosen based on certain informal inclusion and exclusion criteria. 

They had to be in English, had to be not too old, and also needed to be highly relevant to this 

study’s topic. The following does not claim to be an exhaustive list of papers. 

 

1.4.1 Drivers of demand 

The following section includes papers that try to determine which factors are important 

drivers of demand. These studies have been conducted with data from the US (Khan & 

Machemehl, 2017; Millard-Ball, 2005; Stillwater, Mokhtarian, & Shaheen, 2009) and 

Canada (De Lorimier & El-Geneidy, 2013), and are concerned with slightly different goals.  

Goals 

One paper looked at what types of markets car-sharing appeals to, and in what types of 

neighborhoods it succeeds in (Millard-Ball, 2005). Another paper studied the use of car-

sharing vehicles of a major car-sharing operator (Stillwater et al., 2009). Yet another paper 

studied the effect of several variables on the use of free-floating car-sharing vehicles (Khan 

& Machemehl, 2017). Lastly, one paper investigated the relationship between the use and the 

availability of car-sharing vehicles at a car-sharing company (De Lorimier & El-Geneidy, 

2013). 
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Findings 

One paper found that car-sharing appeals to households with higher education, but not 

necessarily with higher income households. They also found that the neighborhoods that 

have car-sharing are characterized by other characteristics than demographic ones. They 

found that establishing car-sharing locations in neighborhoods with low car ownership was 

the key to success (Millard-Ball, 2005). Another paper found positive relationships with the 

occurrence of light rail stations and with households with less cars. They found no 

relationships with population density or other demographic variables (Stillwater et al., 2009). 

Yet another paper also found positive relationships with households with less cars, the 

number of transit stops nearby, the number of adults over 18 years of age nearby and the 

income of the parking spot neighborhood. They also noted that income may serve as a proxy 

variable for education level (Khan & Machemehl, 2017). Lastly, one paper found a positive 

relationship on availability on the number of cars at the parking location, the occurrence of a 

child seat in the car and the vehicle's age (De Lorimier & El-Geneidy, 2013). 

Method 

One paper did an analysis of neighborhood characteristics around car-sharing locations 

(Millard-Ball, 2005). Another paper used a logistic regression model (Khan & Machemehl, 

2017). Yet another paper used a multilevel regression model (De Lorimier & El-Geneidy, 

2013). Lastly, one paper investigated the relationship between the performance of the car-

sharing vehicles and several variables including transportation, demographic and location 

specific variables. For this they used multivariate regression (Stillwater et al., 2009).  

 

1.4.2 Demand estimation and prediction 

This section includes papers on predictive models that estimate demand for the future. These 

studies have been conducted with data from Palermo, Italy (Catalano, Lo Casto, & Migliore, 

2008), Zürich, Switzerland (Ciari, Schüssler, & Axhausen, 2010), the University of 

Wisconsin-Madison (Zheng et al., 2009), and 13 US regions which had car-sharing (Celsor 

& Millard-Ball, 2007). 
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Goals 

One paper created a travel demand model (Catalano et al., 2008). Another paper modeled 

car-sharing and estimated travel demand (Ciari et al., 2010). A third paper studied the 

potential car-sharing demand at a university (Zheng et al., 2009). One paper investigated site 

selection based on user preferences. They suggested a method to help decision makers plan 

for new car-sharing sites (Ion, Cucu, Boussier, Teng, & Breuil, 2009). Another paper created 

a tool to assess which neighborhoods are good for car-sharing (Celsor & Millard-Ball, 2007). 

Lastly, one paper predicted future bookings for a free-floating car-sharing system (Seign, 

Schüßler, & Bogenberger, 2015). 

Findings 

One paper found the attributes that proved to be the most important were travel time and 

cost, specific attributes for the car and the number of cars a household had (Catalano et al., 

2008). Another paper found that the variables that could best explain the variation in 

bookings were population density, closeness to the city center, house rent prices in the area 

and hotel and restaurant density. Their result supports the assumption that urban locations 

result in greater amounts of bookings (Seign et al., 2015). Yet another paper found that 

transportation characteristics have a stronger relationship to car-sharing performance than 

demographic characteristics. They found that low vehicle ownership, especially, had a strong 

relationship with car-sharing performance (Celsor & Millard-Ball, 2007). Lastly, one paper 

found that the respondent’s status at the university, more so than their socio-economic status, 

affected their willingness to join car-sharing (Zheng et al., 2009). 

Method 

One paper carried out a survey asking about the preference between transport alternatives 

when car-sharing was one of the alternatives. They used a multinomial logit model (Catalano 

et al., 2008). Another paper used an open source software, called MATSim (Ciari et al., 

2010). Yet another paper carried out a preference survey and developed probabilistic models 

based on this. They then were able to predict car-sharing market shares under different 

scenarios (Zheng et al., 2009). Lastly, one paper created a regression model to predict future 

demand, with several independent variables. (Seign et al., 2015). 
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1.4.3 Optimizing locations 

This section includes papers that create optimization models where parking locations are one 

of the variables. These studies have been conducted with data from Nice, France (Kumar & 

Bierlaire, 2012), Hanover, Germany (Rickenberg, Gebhardt, & Breitner, 2013), Chengdu, 

China (Cheng, Chen, Ding, & Zeng, 2019) and San Diego, USA (He, Mak, Rong, & Shen, 

2017). 

Goals 

One paper optimized new parking locations for a car-sharing operator (Kumar & Bierlaire, 

2012). Another paper created an optimization model to help decision makers decide the 

location and size of the parking locations for a car-sharing operator. The goal was to 

maximize profit (Rickenberg et al., 2013). Another paper used machine learning to help car-

sharing operators choose locations for their parking locations (Cheng et al., 2019). Lastly, 

one paper aimed to help a car-sharing operator choose locations in which to operate (He et 

al., 2017). All in all, these goals are very similar. 

Findings  

One paper found population density, higher income and higher education to be important 

factors explaining the success or failure of parking locations (Kumar & Bierlaire, 2012). 

Another paper found that high population density had a positive effect on utilization of the 

cars. They also found that higher population density leads to shorter average distances driven 

(Rickenberg et al., 2013). Another paper did not find population characteristics to be an 

important factor (Cheng et al., 2019). Lastly, one paper found that to ensure a high 

probability that a car will be available for the customer, the area of operations needs to be 

reduced (He et al., 2017) 

Method 

One paper used a two-step model. In the first step they created a regression model to 

determine which factors were important for a successful car-sharing location. They used the 

average amount of bookings at the location as the dependent variable and used several 

different independent variables (Kumar & Bierlaire, 2012). Another paper divided the city 
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into many small districts and assigned a binary value to each, signifying whether or not there 

was a demand for car-sharing in the district. They then ran several regression models to 

determine important factors for choosing parking locations (Cheng et al., 2019). Lastly, one 

paper used a mixed integer program (He et al., 2017) 

To summarize, several studies which concern car-sharing have been conducted. None of the 

papers have utilized data from Norway. A study utilizing Norwegian data would enrich the 

current state of knowledge. It is relevant to see if the same patterns observed in the studies 

mentioned above would emerge with data from Bildeleringen in Norway, or if the results tell 

a different story.  

These studies share many of the same goals, which in short is to answer the question: “What 

makes a successful location for car-sharing?”. This is also the goal of this study. 

The findings in the literature are inconsistent. Some have found a relationship between 

demographic characteristics and car performance, while others have not. This will be 

discussed further in the methods section of this paper. 

These studies utilize several different methods, all specifically adapted to their context, while 

in most cases also utilizing a regression model. This study has a similar approach. 
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2. Method 

2.1 The independent variables 

Several of the independent variables have been studied before. Here is an overview of some 

of the studies that have used identical or similar variables as the ones used in this study. 

Car-specific features: Several car-specific features can affect the rate of use of different 

cars. An important variable is the age of the car (De Lorimier & El-Geneidy, 2013). Since all 

of Bildeleringen’s cars are relatively new, this has not been chosen as a relevant variable for 

the study. Another important variable are special attributes of a car (Catalano et al., 2008). 

One study shows that the occurrence of a child seat in a car increases the car's availability 

(De Lorimier & El-Geneidy, 2013), which means it is less used. Also, the car type and fuel 

used are important factors. Finally, many car-sharing users find environmental regards 

important, and electrical cars are therefore more popular (Firnkorn & Müller, 2015). 

Number of cars at the parking location: This factor is undoubtedly relevant. The direction 

of the relationship is not clear. More cars at a parking location will cannibalize upon each 

other’s demand, which will drive down the average performance (Kumar & Bierlaire, 2012). 

More cars at a parking location might drive in new customers, though, and create a hot-spot 

for car-sharing (Khan & Machemehl, 2017), which would increase the average 

performance.  

Population density: It is intuitive that population density increases demand for car-sharing. 

More people equal more customers, which leads to more use of the cars. Several studies 

have shown this positive relationship (Cohen, Shaheen, & McKenzie, 2008; De Lorimier & 

El-Geneidy, 2013; Dias et al., 2017; Kumar & Bierlaire, 2012; Seign et al., 2015). On the 

other hand, others have not found any relationship (Stillwater et al., 2009). 

Share of households without a car: Less cars in the household leads to an increase in car-

sharing use. Cars that are parked near areas with a large number of households with few or 

no cars would therefore perform better. Several studies have shown this relationship 
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(Catalano et al., 2008; Celsor & Millard-Ball, 2007; Clewlow, 2016; Khan & Machemehl, 

2017; Millard-Ball, 2005; Stillwater et al., 2009). 

Seasonal variability: One paper shows that car performance varies a lot between seasons 

(De Lorimier & El-Geneidy, 2013). For instance, the summer months have an impact on the 

type of demand for the cars. In summer there would be less demand for using the cars for 

commuting and more demand for longer recreational trips.  

Age and gender: Studies have shown that users of car-sharing services tend to be young 

(Dias et al., 2017). As previously mentioned, Khan and Machemehl (2017) show that there is 

a positive relationship between car performance and the number of adults over 18 years old 

in the neighborhood. Some studies have shown that there are more male car-sharing users 

than female (Kumar & Bierlaire, 2012). 

Share of higher income and higher education: Many studies have shown that car-sharing 

users tend to have higher education (Coll, Vandersmissen, & Thériault, 2014; Dias et al., 

2017; Kumar & Bierlaire, 2012; Millard-Ball, 2005). Some studies have shown that they 

also tend to be in the higher income group (Dias et al., 2017; Khan & Machemehl, 2017; 

Kumar & Bierlaire, 2012) while others have shown that they tend to be in the lower to 

medium income group (Efthymiou & Antoniou, 2016). These variables might be too closely 

linked though, as pointed out by Khan and Machemehl (2017). 

Share of different working status: Logic dictates that working status should affect one’s 

travel habits. For instance, a retired person and an employed person have different travel 

habits. One paper shows that students and employed university workers have different travel 

habits (Zheng et al., 2009). It might be natural to think that the share of employed people and 

car performance are positively correlated, since these people need to get to work, but Khan 

and Machemehl (2017) argue that car-sharing is not well suited for commuting. They found 

a negative relationship between the share of employed and car performance (Khan & 

Machemehl, 2017). 

Walking distance: Walking distance is not a variable in the model, but it is used to calculate 

the demographic variables. It is intuitive that the walking distance between a household and 

the parking location influences the probability that the household would be a car-sharing 
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user. Zoepf and Keith (2016) show that an increase in walking distance of one mile is 

equivalent to an increase in price of US2$ per hour in vehicle renting cost for the user. 

Another paper found convenience, including walking distance, to be an important driver of 

demand (Lindloff, Pieper, Bandelow, & Woisetschläger, 2014). 

2.2 Data collection 

To examine drivers of demand for Bildeleringen, we need dependent and independent 

variables, and we need to decide how this should be measured. Bildeleringen has more than 

80 parking spots in Bergen, and more than 200 cars spread out over these parking spots. The 

cars differ in type and other variables that affect its demand. These car-specific variables are 

important factors for the study and need to be included. To do that, the cars need to be the 

sample unit of the study. The data that is used for the amount and length of the trips of the 

cars are from 1st of January 2019 to 12th of January 2020. Some of the cars were moved in 

this time period from one parking spot to another. This is a challenge that needs to be 

addressed, since the demographic data around the parking spots are highly important in this 

study. Though this might seem like a challenge, it rather becomes a strength. Bildeleringen 

has access to where each car had been parked at any given time, as well as the time period it 

had been parked there. Therefore, the sample unit of the study is the cars that Bildeleringen 

has, but with one observation for each parking spot the cars had been placed at. This 

increases the sample size in the study, which then increases the power in the regression. 

The dependent variable is the performance of these cars, while demographic data is used for 

many of the independent variables, as well as for control variables for each car. As it is not 

obvious how the demographic data should be presented, neither is the meaning of 

demographic data “near” a parking spot, a lot of data processing has to be done for the data 

to be usable for the analysis. This section covers some of the critical decisions that have to 

be made, as well as some of the assumptions that are made. First, the data sources and data 

content that are used in the analysis are covered, as well as an explanation for some key 

terms needed to understand the data. Second, the data processing, from individual 

demographic data and trip data from Bildeleringen to demographic data and performance 
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data for each car are covered. Finally, some of the weaknesses in the data, as well as the 

assumptions that could potentially be a weakness for the analysis are covered. 

 

2.2.1 The demographic data 

All of the demographic data is from Bergen municipality. Some terms need to be explained 

to clarify where the data comes from. The data is collected at three different geographical 

levels. These are “Bydel”, “Grunnkrets” and individual addresses. “Bydel” is the biggest 

geographic area and could be translated to a city district. Throughout the paper the English 

translation City District is used. There are eight such City Districts in Bergen municipality. 

These are: Arna, Bergenhus, Fana, Fyllingsdalen, Laksevåg, Ytrebygda, Årstad and Åsane. 

As Bergen municipality is larger than 400 km2, the City Districts are still quite big. 

“Grunnkrets” is a geographic area used by SSB to display statistics for analysis on a regional 

or municipality level. “Grunnkrets” is much smaller than City Districts and there are 363 

“Grunnkrets” in Bergen municipality. Throughout the paper “Grunnkrets” is abbreviated to 

“GK”. There are about 150 000 addresses in Bergen. An address consists of a street name, a 

number, and sometimes a letter and an apartment number if there are several households 

connected to one address. It is important to be aware of these terms because different data is 

given at different levels. 

 

Data given on the City District level 

Median income: As previously mentioned, there are eight City 

Districts in Bergen, as shown in Table 1. The median income varies 

between the different City Districts. The two areas with the highest 

median income are Ytrebygda and Fana, both located south of the city 

center. The two areas with the lowest median income are Bergenhus 

and Årstad. Bergenhus consists of the city center, while Årstad borders 

Bergenhus to the south. 

Table 1: Median income in City Districts in Bergen, Norway (SSB, 2020e). 
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Level of Education: There are five levels of education: “Grunnskole”, “Videregående 

skole”, “Universitets- og høgskoleutdanning, 1-4 år”, “Universitets- og høgskoleutdanning, 

over 4 år” and “Uoppgitt eller ingen fullført utdanning”. Each level denotes the number of 

people with this level of education as their highest achieved education. For instance, a person 

currently attending “Videregående skole”, or high school, has “Grunnskole”, primary and 

middle school as their highest achieved level of education. Bar chart 1 shows level of higher 

education in percentage of the population. 

Only the two highest levels of education are considered to be higher education, which are 

“Universitets- og høgskoleutdanning, 1-4 år” (University and college degree, 1-4 years), 

“Universitets- og høgskoleutdanning, over 4 år” (University and college degree, more than 4 

years). Therefore, a theory is that only these two would have an effect on car use. The two 

levels are combined in Bar chart 1 to show distribution of higher education, but are kept as 

separate variables in the study. The chart therefore shows the percentage of the population 

that have achieved higher education. The highest percentage is found in “Bergenhus”, the 

city center, while the lowest is found in “Arna”.  

 

 

Bar chart 1: Higher education by city district in Bergen, Norway (SSB, 2020b). 
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Data given on the Grunnkrets level 

As previously mentioned, the GK is a geographic area used by SSB to display statistics. SSB 

tries to make the regions as homogenous as possible in respect to building structure and 

economic base (SSB, 2018). Some of the GK were deleted because of missing data. This 

should not affect the study though, because these GK are the mountainous regions around 

Bergen or GK with a very small population.  

Population density: SSB has data on the total population of each GK. These data are later 

used to calculate the population density around the parking spots (SSB, 2020a). 

Age and gender distribution: Age distribution, taken from SSB (SSB, 2020a) is split into 

11 categories. The numbers are given as total numbers, which have been recalculated into 

the percentage of the total population of that GK. The categories are: “0-5”, “6-15” , “16-

19”, “20-24”, “25-29”, “30-49”, “50-59”, “60-66”, “67-69”, “70-79” and “80-”. Data on 

gender distribution is also given in total number and is recalculated into percentages (SSB, 

2020a). 

Working status: This data consists of five categories: Employed, unemployed, retired, 

under education and other. Persons 15 years old or younger are not included in the data. The 

percentages are therefore calculated using the total number of persons over 16 years old from 

the age distribution. The percentage of employed in a GK ranges from 30% at Hatleberg 

student village, to 82% at Haukeland, near the city hospital (SSB, 2020d). 

Households without a car: This data consists of two categories and is given at the 

household level, not on the level of individual people. The number of cars a household has is 

not distinguished in the data source. Either a household has one or more cars, or it does not 

have any car. The percentage of households without a car ranges from 6% in rural areas, to 

95% near urban student villages (SSB, 2020c). 

Data at the address level 

Data for all the addresses in Bergen municipality comes from Kartverket (2018). This data 

consists of 149 430 addresses in Bergen. Each address is given with the corresponding GK, 

as well as the postal code and its geographic coordinates. With the postal code it is possible 
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to know which City District it is in. Each address is therefore connected to all the previously 

mentioned above demographic data. All the demographic data are then stored with the 

individual addresses. If for instance a GK has 25% men, all the addresses in that GK also 

have 25% men. The population density is handled differently. The total population in a GK 

is divided between all the addresses in that GK. The address therefore has an approximation 

on the demographic data in the household, as well as an estimate on how many people live at 

this address.  

 

2.2.2 Car-specific data 

All the data relating to cars, trips and parking locations comes from several different tables 

in Bildeleringen’s database. Importantly, each car has a car ID, and each location has a 

location ID. These are used to assign the correct data to the correct car or location. The study 

uses several different car-specific variables. An explanation on how these variables are 

formed are given here. 

Car type: Each car is just one of seven different car types. Each of the car types are 

represented as a binary variable in the study. In Diagram 1, the proportions of 

Bildeleringen’s car types are shown. 

 

 

Diagram 1: Share of car type for Bildeleringen. 
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Car-specific features: Each car can have several different binary features, and an overview 

of how many cars have each feature is given in Bar chart 2. Five of the features can be 

simply understood as either a car has the features, or it does not. These five features are 

“barnesete 0-18”, “barnepute”, “hengerfeste”, “takboks” and “takbøyler”. Bar chart 2 shows 

that about 50% of the cars have “barnepute”. Binary variables are created for these features, 

1 represents the availability of the facilities, 0 means the opposite. 

The remaining 9 features are not so simply understood. These features are grouped by 

category and distinguished by color in Bar chart 2 to denote that a car has to have one, and 

only one of these features. For instance, for the blue category, concerning type of gear shift, 

a car can have either “Automatgir” or “Manuell”. For the orange/yellow category, 

concerning type of fuel, a car can have either “Diesel”, “Bensin” or “Elektrisitet”. For the 

green category, concerning type of wheel driving mode, a car can have either 

“Firehjulstrekk” or “Forhjulstrekk”. For the turquoise category, concerning animals allowed 

or not, a car can either be “Dyrefri” or “Tillatt med dyr”. In each category, the number of 

cars sum up to the total number of observations in this study. 

 

Bar chart 2: Share of cars with car-specific features for Bildeleringen. 

 

Seasonal variables: In Bildeleringen’s database the start and end dates of operation for a car 

at a location is given. Since the time period of the data spans approximately one year (1st of 

January 2019 – 12th of January 2020) it is possible to create binary variables to control for 

the four seasons a car has been available for. The seasons are Winter (December-February), 
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Spring (March-May), Summer (June-August) and Fall (September-November). The binary 

variable of the different seasons equals 1 if the car was available for more than 50 % of the 

season.  

Number of cars at the parking spot: As previously mentioned the start and end date of 

operation for a car at a location is given in Bildeleringen’s database. This makes it possible 

to know how many cars have been at a parking spot for a certain period of time, which is 

calculated for each car at each location. An example of how this is calculated is given below: 

1. The period of time is decided, for example 1st of May 2019 to 30th of May 2019. This 

is the time the car was in use at a parking spot before it was moved or put out of 

service. This is car A. 

2. All the other cars that have been parked at this parking spot are taken into account. 

Two cars are given as an example here. Car number 1 has been parked at this parking 

spot from 1st of April 2019 to 1st of June 2019. The overlap period in this example is 

30 days. Car number 2 has been parked at the parking spot from 10th of May 2019 to 

25th of May 2019. The overlap period is 15 days. We sum up the two overlap periods 

and get 45 days. 

3. The sum of the overlap periods is then divided by the length of the time period being 

investigated. In this example the time period is 30 days. We therefore have 45/30 = 

1.5. This number represents the average amount of other cars that have been parked 

together with car A in the period of time the car has been available at a location. This 

number is used in the study to control for the number of cars at a parking spot. 

The number calculated to control for the number of cars at a parking spot varies quite a bit 

for the different cars. Certain parking spots have many cars, while many parking spots only 

have one car. Therefore, the number of cars at a parking spot varies between 0 (no other cars 

at the parking spot during the time period) and 16.  
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2.2.3 Connecting the data 

Up until this point, the car-specific variables are connected to the cars while the 

demographic variables are connected to addresses. Now then to how we connect these two 

types of data. The answer lies in the fact that there are coordinates for the addresses and the 

parking spots. It is therefore possible to connect the demographic data near a parking spot to 

the cars parked at that parking spot. The idea is illustrated in Figure 1 below: 

 

 

 

Figure 1: An idea on walking distance. 

The idea is to find some limit to how far out from the parking spot the demographic data 

would be used. The limit is represented with the black line in the figure.  

Calculating walking distance  

It is assumed that the distance between the parking spots and households have no effect on 

demographic data. Meaning, on average, people are the same no matter how close or far 

away they live to a parking spot. The distance households have to a parking spot should 

affect their use of the cars at the parking spot. The assumption is that households closer to 
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the parking spots have a higher chance of using the cars. Therefore, there is a need to 

calculate a maximum walking distance for the households. This could be a fixed amount, 

like in Figure 1, that is to say that all households within walking distance to the parking spot 

are included in the demographic data. This seems unrealistic though, for several reasons. 

Households differ in how far they are willing to walk. The previous illustration is therefore 

not accurate enough to capture the demographic data around the parking spot. An alternative 

method is using a scaled-out approach. The idea here is that households are segmented based 

on the walking distance to the parking spot. Groups closer to the parking spot have a higher 

chance of using the cars, so they are given a higher weight when calculating the 

demographic data. A simple example is given using population density and gender: 

In the example we have two groups of households. The first group are the households within 

200 meters. The second group are the households between 200 and 500 meters. The 

percentage of households that find the parking spot to be within walking distance of 200 

meters is 100 %, for the other group the percentage is 50 %. There are 20 men and 10 

women within 200 meters, 40 men and 100 women between 200 meters and 500 meters. The 

data is summarized below in Table 2: 

Distance Percentage of households within walking distance Men Women 

Within 200m 100% 20 10 

200m-500m 50% 40 100 

 

Table 2: Example of households within different walking distances. 

 

The first group contributes 20 men and 10 women to the demographic pool of the parking 

spot. The second group contributes 20 men and 50 women to the pool, since only 50% of the 

population find the parking spot to be within walking distance. We end up with a pool of 40 

men and 60 women. The demographic data for all the cars at this parking spot would 

therefore be as in Table 3: 
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Population in the vicinity of the parking spot 100 people 

Men 40% 

Women 60% 

 

Table 3: Example of demographic data at a parking spot. 

 

The walking distance used in this study could have been calculated if the addresses of the 

users were available. Unfortunately, this data is restricted. Kabra, Belavina and Girotra 

(2019) find in their study that 80% of bike-sharing users traveled less than 300 meters to 

their pick up location. This implies that the walking distance is relatively short for a majority 

of people. Using data from Kumar & Bierlaire (2012), the walking distance could be 

calculated, though this data is not from Bergen. Kumar & Bierlaire (2012) divide households 

into 9 different groups based on the distance from where the car is picked up. The five 

groups that are furthest away from the pick-up location contribute less than 20 % combined. 

To make the scripts more manageable to run, these groups are dropped. The remaining 

groups are named A, B, C and D. The paper by Kumar & Bierlaire (2012) contains data on 

the percentage of trips made from the different groups. This data, as well as other data 

needed to calculate maximum walking distance, is given in Table 4 below.  
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Group Walking 

distance 

Percentage 

of trips 

Trips 

compared 

to A 

Total area Total area 

compared 

to A 

Total trips in 

relation to total 

area, compared 

with A 

A Less than 

100m 

15% 1x 31415 m2 1x 100% 

B 100m-

200m 

14% 0.933x 94247 m2 3x 31.1% 

C 200m-

500m 

23% 1.533x 659734 m2 21x 7.3% 

D 500m-

1000m 

30% 2x 2356194 m2 75x 2.67% 

 

Table 4: Calculating maximum walking distance. 

The column “Percentage of trips” is taken from Kumar & Bierlaire (2012) and represents the 

percentage of trips made within this group of households. Note that the percentages amount 

to 82%. This is because some of the groups are dropped, which amount to 18 % of the total 

trips. “Trips compared to A” is the number of trips made within this group compared to 

group A. So, for instance group D has twice as many trips as group A. “Total area” is the 

area these groups cover. For group A this is a circle with a radius of 100 meters. For the 

other groups the center of the circle has been left out to get the actual area the group covers. 

“Total area compared to A” is very similar to the previous column. It compares the total area 

with group A. 
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Three assumptions need to be made to calculate the last column: 

1. Population is on average uniformly distributed around the pick-up spots. That is to 

say that on average there is no difference in population density closer or further away 

from the pick-up location, up to 1000 meters away.  

2. On average, the only reason the households closer to the pick-up spots use the cars 

more than households further away is because of walking distance. There is no 

difference on average demographic data closer or further away from the pick-up 

spots, up to 1000 meters. 

3. No households have a maximum walking distance less than 100 meters.  

If these assumptions are true, then we can calculate the “Total trips in relation to total area, 

compared with A”. If households had no maximum walking distance, then “Trips compared 

to A” should be the same as “Total area compared to A”. However, they are not the same, 

which implies that maximum walking distance plays a role. For example, for group B it is 

only 31.1% (0.933/3) of what it should be. This means that 68.9% are excluded because the 

walking distance is too far. This indicates that 31.1% should be used as weight for group B 

when calculating population density and demographic data. The same calculation is done for 

the other groups. A final illustration is given below in Figure 2: 
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Figure 2: Illustration of scaled-out approach. 

 

2.2.4 The dependent variable 

The dependent variable is trying to capture the performance of a parking spot. This can be 

measured in many different ways. The first thing to consider is if it is the car performance or 

the parking spot performance that is being studied. As previously mentioned, there are 
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several car-specific features that need to be controlled for. Because of this, car performance 

is chosen as a sample unit for the study. 

The measure of performance also needs to be considered. Three potential candidates are 

considered in our study: Number of trips, kilometers driven and minutes of car use. Looking 

at the data source, minutes of car use is the one that seems the most reliable of the three.  

The last thing to consider is if the dependent variable should be the total minutes of car use 

or an average. Since the number of days the cars have been available at a parking spot varies 

quite a bit, it is decided that the average minutes of car use per day is the best candidate for 

the dependent variable in the study. This is calculated by adding together all the periods of 

usage time a car had, and then dividing it by the number of days the car had been available at 

that parking spot.  

 

2.2.5 Weaknesses in the data 

There are several potential weaknesses in the data. The weaknesses that have been observed 

in the data are listed here: 

Missing or inaccurate data: This applies to several different areas. Some of the GK have 

missing demographic data. These GK should not affect the study though, since all of them 

have few or no population and they are located far away from any of the parking spots of 

Bildeleringen. All of the GK with missing data were deleted, as well as the addresses 

connected to this GK. Around 100 addresses were deleted because of this. Two of the cars 

were deleted because they were listed as test cars in the data source. Some of the trip data 

was deleted for the same reason. 

Long trips: Some of the cars have been rented for longer periods of time. The effect this has 

on the dependent variable would not be accurately captured by the independent variables. 

The amount of these kinds of trips are relatively small compared to the total amounts of 

trips, and are therefore kept in the study.  
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City District data: Data from larger geographical areas lead to more inaccuracy in our 

analysis. This applies to the data on the CD-level. Data from larger geographical areas lead 

to less different data inputs, which means less variation. This means that many households 

over a large area would have the same demographic data, which is inaccurate. The necessity 

of these variables should be considered. 

Freedom in parking: Many parking spots have some freedom in where you can park. This 

can be a street or a neighborhood. If the areas are large, this may distort the effect of the 

demographic variables. Samples have shown that these areas are not very big, but it is 

important to be aware of this. 

Parameters are from Nice, France: To calculate the maximum walking distance we use 

data from Kumar & Bierlaire (2012). This data is from Nice, France. It is safe to assume that 

maximum walking distance will vary to some extent between cities and countries. So, the 

parameter “Percentage of households within maximum walking distance” may be inaccurate 

to some degree, depending on the differences between Bergen and Nice regarding city layout 

and topography. 

Flexibility in pick-up location: One study found that several customers were likely to be 

flexible with the time or space of their pick-up location for relatively little compensation 

(Ströhle, Flath, & Gärttner, 2019). This implies that demographic data could be less 

important.  

2.3 Preliminary analysis 

The following section shows how analysis of the data and modeling is implemented, using 

R, version 3.6.1. 

Before statistical models can be fitted to the data, some visualization of the current dataset 

has to be done. The dataset contains data from a total of 287 cars. After removing some 

irrelevant variables such as car ID, location ID, start and end time, there are one dependent 

variable and 41 independent variables. The visualization shows that some variables might be 

promising predictors of car performance. From Table 5, Histogram 1 and Density plot 1 
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which show the distribution of car performance, we see that car performance is 

approximately normally distributed, with minimum value at 22.91 minutes, mean value at 

233.56 minutes and maximum value at 482.12 minutes. Most values fall into the range 

between 150 and 350 minutes. From Boxplot 1 of car performance, we see that there is one 

outlier, which is the maximum value of 482.12 minutes. The outlier from “small car 

performance” can be seen in Boxplot 2, which shows car performance for each car type. The 

outlier observation is then removed, so that it does not give any noise to the analysis. The 

distribution of car performance without outliers can be seen in Table 6, Boxplot 3 and 

Boxplot 4. 

After removing the outlier, the dataset consists of 286 car observations. An overview of the 

first few lines of the dataset can be seen in Plot 1 in Appendix. There are 147 small car 

observations, 78 wagon observations and 28 van observations, in addition to a few other 

types of car observations, which is shown in Bar chart 3. Regarding average car performance 

per day, we see from Bar chart 4 that minicar, small car and van have the best performance, 

which means these car types are more popular. In terms of fuel type, 204 cars use gasoline, 

compared to only 38 cars using diesel and 44 cars using electricity, which can be seen in Bar 

chart 5. Average car performance is higher with electric cars, as seen in Bar chart 6. This 

shows the popularity of electric cars. We can also see that cars with automatic gear shift, 

whether the company has defined a car as animal free or not, wheel driving mode, i.e. if the 

car is 4WD, back-wheel driven or front-wheel driven, children’s cushion, population density, 

share of households without cars, and average number of cars in the parking spot seems to 

have a promising positive relationship with car performance. The detailed average car 

performance for cars with different features can be seen from Plot 2 to Plot 7 in Appendix. 

 

 

Table 5: Distribution of car performance. 
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Histogram 1: Distribution of car performance. 

 

Density plot 1: Distribution of car performance. 

 

 

Boxplot 1: Distribution of car performance. 
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Boxplot 2: Distribution of car performance for each car type. 

 

Table 6: Distribution of car performance without outliers. 

 

 

Boxplot 3: Distribution of car performance without outliers. 
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Boxplot 4: Distribution of car performance for each car type without outliers. 

 

 

Bar chart 3: The number of cars for each car type without outliers. 
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Bar chart 4: Car performance for each car type without outliers. 

 

 

Bar chart 5: Number of cars with different fuel types. 
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Bar chart 6: Car performance for cars with different fuel types. 

 

 

Bar chart 7: Car performance for cars with or without animal. 

 

Bar chart 8: Car performance for cars with automatic gear shift or not. 
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Bar chart 9: Car performance for cars with or without 4WD. 

 

Bar chart 10: Car performance for cars with or without child cushion. 

 
 

Figure 3: The relationship between population density and car performance. 
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Figure 4: The relationship between average amount of cars and car performance. 

 

Figure 5: The relationship between households without cars and car performance. 

 

2.4 Step one: Method used to determine drivers of demand 

Multiple linear regression is used to determine drivers of demand. The aim of step one is to 

show which demographic and car-specific variables most affect car performance, as well as 

how strong that effect is. Multiple linear regression is chosen because inference is important 

for quantifying the importance of demand drivers. Multiple linear regression is a very 

straightforward approach for predicting a quantitative response Y on the basis of multiple 
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predictor variables X1, X2,...Xp (James, Witten, Hastie, & Tibshirani, 2013). It assumes that 

there is approximately a linear relationship between X and Y. The function can be written 

Y=β0+β1X1+β2X2+…+βpXp+ϵ. The coefficient estimates β0, β1, ...,βp can be found by 

minimizing the residual sum of squares (RSS) with least squares approach. RSS is the sum 

of difference between the ith observed response value and predicted ith response value by 

our multiple linear regression model, and the formula for RSS is given in Equation 1 below. 

Although there might be some bias regarding the true relationship between Y and X, 

multiple linear regression methods have a clear advantage in terms of interpretation. This 

means that one of the main assumptions related to the regression model is that the 

relationship between car performance and the independent variables is linear in nature. 

While assumption of linearity is fairly strong and restrictive, it is still pursued for its ease 

and simplicity in measuring performance (James et al., 2013). 

 

Equation 1: Formula for RSS residual sum of squares. 

In the multiple regression setting with p predictors, the question of whether all the regression 

coefficients are zero presents itself, i.e. whether β1=β2=…βp=0. We use a hypothesis test to 

answer this question, and we test the null hypothesis, H0: β1=β2=…βp=0 versus the 

alternative, Hα: at least one βj is non-zero. The null hypothesis is that there is no relationship 

between the predictors and the response, while the alternative hypothesis is that there is 

some relationship between at least one predictor and the response. This hypothesis is 

performed by computing the F-statistic. When there is no relationship between the response 

and predictors, one would expect the F-statistic to take on a value close to 1. On the other 

hand, if Hα is true, then F is expected to be greater than one. Based on the p-value associated 

with the F-statistic, one can determine whether or not to reject H0. More importantly, in 

order to determine which predictors are related to the response, and which are the noise 

variables, the individual p-value associated with the t-statistic should be examined. In 

addition, the coefficients estimate from the multiple linear regression indicates a positive or 

negative relationship between the predictors and the response, and how strong that 

relationship is (James et al., 2013).  
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2.4.1 Method for drivers of demand 

Multiple linear regression 

In the multiple linear regression model, variables which can be defined as individual 

attributes are included. These variables include demographic features such as gender, age, 

income level, education level, share of households without cars, as well as car features, such 

as car type, fuel type, and child seats. Employing the multiple linear regression model, the 

aim is to find the statistically significant variables, which could be the drivers of demand for 

Bildeleringen. The drivers of demand are the factors affecting car performance, which can 

reveal user preferences and local characteristics. These drivers of demand are important 

building blocks for the prediction model for car performance.  

The dataset has a total of 286 observations and 42 variables including the dependent variable 

‘minutes_of_car_use’. Since the number of predictors is 41, which is small compared to the 

overall observations of 286, it is determined that the null hypothesis test and F-statistic are 

appropriate for the multiple linear regression model, which uses the least square fitting. 

Dummy variables are used for qualitative variables. They are car type, fuel type, automatic 

gear shift or not, wheel driving mode, animal free or not, child seat, child cushion, luggage 

rack or roof box, tow hitch and the four seasons. Other predictors are all continuous numeric 

variables.  

• Car type: small car, wagon, van, minicar, big wagon, SUV or 9 seats 

• Average amount of cars in the parking locations 

• Fuel type: diesel, electricity or gasoline 

• Automatic gear shift or manual gear shift 

• Wheel driving mode, i.e. if the car is 4WD, BWD or FWD 

• Animal free or not, i.e. if animals are allowed in the car or not 

• Child seat  

• Child cushion 

• Luggage rack  
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• Roof box 

• Tow hitch 

• Population density 

• Share of households without cars 

• Share of people with different levels of education-five categories  

• Share of people within different age groups-eleven categories  

• Share of men/women 

• Share of people with different working status-five categories 

• Median income 

• Seasons car has been available 

 

Before the data set is fitted with multiple linear regression, the correlation between all the 

independent variables is checked, and those with high collinearity are removed. After some 

highly correlated variables are removed 26 independent variables remain. Then all the 26 

variables are put into the multiple linear regression model to predict car performance, and 

the insignificant variables are removed one by one based on the largest p-value which is 

greater than 0.05. This procedure continues until all the remaining variables have a p-value 

below 0.05. Finally, there are 15 statistically significant variables obtained from this linear 

regression model. The details of the results can be seen in Table 7 in the next section. In 

terms of model assessment, the study uses p-value, F statistic and adjusted R2. 

In the multiple linear regression model, the response is the average minutes of car use for 

each car per day. The potential predictors are the 41 independent variables, which 

correspond to each vehicle of Bildeleringen. These variables are selected for the linear 

regression model based on the literature review and analysis of the dataset from 

Bildeleringen. 
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2.5 Step two: Methods used to create prediction models 

In the second part, our study aims to build a predictive model for Bildeleringen in order to 

predict the car usage performance. Our paper utilizes five statistical methods on the same 

database and assesses the model performances with prediction accuracy, which is the cross-

validation MSE and RMSE.  

Five prediction models are evaluated: Linear Regression, Linear Regression-Forward 

stepwise selection, Lasso, Random forest, and Boosting. Since there are 41 independent 

variables and some of them are highly correlated, variable selection is required for the linear 

models. The first two models are multiple linear regression models. The first model, Linear 

Regression, uses the 15 significant variables found to be the drivers of demand in step one. 

The second model, Linear Regression-Forward stepwise selection, is an approach for 

automatically performing feature selection in R, i.e. for excluding irrelevant variables from a 

multiple linear regression model. A subset selection approach includes best-subset selection, 

Forward stepwise selection, and Backward stepwise selection methods, and it involves 

identifying a subset of the p predictors that are believed to be related to the response. The 

model with the subset of p predictors then uses least squares on the reduced set of variables. 

Because the demographic and the car specific variables amount to a total of 41 predictors, 

which is a high-dimension data set, it is not possible to use the best-subset selection method. 

In general, 2p models involve all the combination of p predictors, therefore best-subset 

selection becomes computationally infeasible for values of p greater than around 40, even 

with extremely fast modern computers (James et al., 2013). Forward stepwise selection is a 

good alternative to best-subset selection. The third model, Lasso, is a shrinkage method 

which forces some of the coefficients to be exactly zero, after which variable selection can 

be performed. Lastly, Random Forest and Boosting are aggregated tree-based models which 

can also capture the non-linear relationship between response and predictors (James et al., 

2013). 
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2.5.1 Cross-validation  

Regarding the performance assessment of the five different models, the model with the 

lowest test error is chosen. In order to select the best model with respect to test error, the test 

error needs to be estimated. Specifically, 10-folds cross-validation RMSE as an estimate of 

test error is used in our study. The reason why our study chooses 10-fold cross-validation is 

that there is a bias-variance trade-off associated with the choice of K. When K=10, it has 

been shown empirically to yield test error rate estimates that suffer neither from excessively 

high bias nor from very high variance (James et al., 2013). 

The 10-fold cross validation approach involves that one dataset is divided randomly into 10 

groups or folds of approximately equal size. The first fold is treated as a validation set, and 

the method is fit on the remaining 9 folds for model training. The mean squared error, MSE1 

is then computed on the observations in the held-out fold with Equation 2 below. This 

procedure is repeated 10 times; each time, a different fold of observations is treated as a 

validation set. This process results in 10 estimates of the test error, MSE1, MSE2, ..., MSE10. 

The 10-fold cross-validation error CV(10) is computed by averaging the 10 test MSEs with 

Equation 3 below, and the cross-validation RMSE is the square root of MSE (James et al., 

2013). MSE measures the average of the squares of the errors—that is, the average squared 

difference between the estimated values and the actual value. RMSE root-mean-square error 

is the square root of MSE. 
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Figure 6: Illustration of 10-fold cross validation. 

 

Equation 2: Equation for mean squared error. 

. 

Equation 3: Equation for k-fold CV error (James et al., 2013). 

 

Linear Regression 

The 15 variables found to be significant in step one are used in this model. The variables in 

the model are presented below in Table 7. The model is applied on the full dataset with 10-

fold cross validation in order to obtain the cross-validation MSE and RMSE as an estimate 

of the test error. 
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Table 7: The results of linear regression. 

The 10-fold cross-validation error is 3272.167, and the RMSE is 57.20. This means that the 

estimate of test error from the model is an average of +/- 57.20 minutes from the actual 

value.  

Linear Regression - Forward stepwise selection 

For computational reasons, best subset selection cannot be applied with very large p 

predictors above 40 variables. Moreover, an enormous search space in the best subset 

selection method can lead to overfitting and high variance of the coefficient estimates. For 

both of these reasons, a forward stepwise method which explores a far more restricted set of 

models is an attractive alternative to best subset selection. Forward stepwise selection begins 

with a model containing no predictors, and then adds predictors to the model, one-at-a-time, 

until all of the predictors are in the model. In more detail, at each step the variable that gives 
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the greatest additional improvement to the fit is added to the model. This is done by simply 

choosing the model with the smallest RSS or highest R2 (James et al., 2013). 

It is noteworthy that in order to yield an accurate estimate of the test error, only the training 

observations can be used to perform all aspects of model-fitting, including variable selection. 

Therefore, the determination of which model of a given size is best must be made using only 

the training observations. In this study the 10-fold cross -validation approach is used for both 

variable selection and optimal model choosing. More specifically, R automatically performs 

forward stepwise selection within each 9 folds training set and decides upon the 41 best 

models with different numbers of variables ranging from 1 to 41. They are then fitted on the 

remaining fold test dataset respectively to obtain the test error. This has resulted in a 10×41 

matrix, of which the (i, j)th element corresponds to the test MSE for the ith cross-validation 

fold for the best j-variable model. The 10×41 matrix can be seen in Plot 8 in Appendix. The 

columns of this matrix are averaged in order to obtain a vector for which the jth element is 

the cross-validation error for the j-variable model (James et al., 2013). The vector can be 

found in Plot 9 in Appendix. The model with 17 variables has the lowest cross-validation 

error, which can be seen in Figure 7. Finally, the forward stepwise selection is fitted on the 

full dataset and the 17-variable model is obtained which is shown in Table 8. Again, 10-fold 

cross-validation is used on the multiple linear regression to get the cross-validation MSE and 

RMSE. 

 

Figure 7: Models with different number of variables and cross validation MSE. 
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Table 8: Results from the forward stepwise selection method. 

The cross-validation MSE is 3490.926, which means that RMSE is 59.08. RMSE 59.08 

implies that the estimated deviation from the model is an average of +/-59.08 minutes from 

the actual car performance. 

Lasso 

Lasso is one of the famous shrinkage methods. To fit this model some of the coefficient 

estimates are forced to be exactly equal to zero when the tuning parameter λ is sufficiently 

large. Hence, Lasso performs variable selection, and it turns out the shrinkage can 

significantly reduce the variance. Therefore, compared to least squares, Lasso might increase 

both the prediction accuracy and interpretability due to the bias-variance trade-off. As λ 

increases, the flexibility of the Lasso regression fit decreases due to more coefficient 

estimates are shrunk towards zero, and the shrinkage of the coefficient estimates leads to a 

substantial reduction in the variance of the predictors, at the expense of a slight increase in 

bias; thereby leading to a decrease in test MSE. Similarly, to least squares fitting which 

minimizes RSS, Lasso regression coefficient estimates β, which is the values that minimize 

the quantity in Equation 5. Lasso uses a L1 penalty which is given by , and the 



48 

 

tuning parameter λ serves to control the relative impact of the shrinkage penalty which is 

given in Equation 4 on the regression coefficient estimates (James et al., 2013).  

 

 

Equation 4: Shrinkage penalty for Lasso. 

 

Equation 5: The minimizing quantity for RSS plus shrinkage penalty in Lasso. 

The λ in the model has a grid of values ranging from 10-2 to 1010, and the best λ determined 

by the lowest 10-fold cross-validation is 2.04. The plot of different λ and the corresponding 

cross-validation error can be illustrated by Figure 8 below. The details of different λ and the 

corresponding cross-validation MSE can be found in Plot 10 in Appendix. The Lasso model 

with the best λ is then fit on the full dataset, and 17 variables are found to have non-zero 

coefficient estimates, as seen in Table 9. Finally, the 10-fold cross-validation is used in order 

to get the estimate of the test MSE. The MSE for each fold can be seen in Plot 11 in 

Appendix. 

 

Figure 8: λ and cross validation MSE for Lasso. 
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Table 9: Results from Lasso method. 

Averaging the MSEs, the cross-validation MSE from the Lasso model is 3522.377 and the 

corresponding RMSE is 59.35 minutes. The result from Lasso is quite similar to linear 

regression in this study.  

Random forest 

A regression tree involves dividing the predictor space into J distinct and non-overlapping 

regions R1, R2, …, Rj. It consists of a series of splitting rules, starting at the top of the tree. 

The goal is to find boxes R1, R2, …, Rj that minimize the RSS, which can be seen in 

Equation 6. For every observation that falls into the region Rj, we make the same prediction, 

which is simply the mean of the response values for the training observations in Rj. A simple 

example of a regression tree and the three-region partition is given in Figure 9 and Figure 10. 

It is an example of a regression tree for predicting the log salary of a baseball player, based 

on the number of years that he has played in the major leagues and the number of hits that he 

made in the previous year. These three regions can be written as R1={XǀYears<4.5}, 

R2={XǀYears>=4.5, Hits<117.5}, and R3={XǀYears>=4.5, Hits>=117.5}.The predicted 

salaries for these three groups are $1,000×e5.11=$165,670, $1,000×e6=$403,428, and 

$1,000×e6.74=$845,560 respectively. 
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Regression trees are advantageous in that they are very easy to explain and can be displayed 

graphically. Some people believe they resemble human decision making more closely than 

other regression approaches. However, a single regression tree can be very non-robust, 

which means that it has high variance because of the random split of training data sets and 

test data sets. 

 

Equation 6: RSS for regression tree. 

  

Figure 9: A simple regression tree.  Figure 10: A three-region partition. 

 

Random forest is a method which can reduce the variance from a single regression tree by 

aggregating many decision trees, which in turn can increase the prediction accuracy. The 

algorithm involves taking repeated samples from our dataset and generating B different 

training data sets. We then train our regression tree model on the bth training set in order to 

get fb(x), and finally average all the predictions with Equation 7, to obtain the final 

prediction results. When building these regression trees, Random forest forces each split to 

consider only a random sample of p/3 predictors which is 14 independent variables in our 
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study. The goal is to decorrelate the trees so that they do not look similar, thereby making 

the average of the resulting trees less variable and hence more reliable (James et al., 2013).  

 

Equation 7: The average of all B regression trees as the final prediction. 

Considering that there may be non-linear and complex relationships between the features and 

the response, a regression tree might outperform the linear regression model. This study 

makes use of the 10-fold cross-validation approach for the Random Forest model to get the 

cross validation MSE and RMSE. The MSE for each fold can be seen in Plot 12 in 

Appendix. The importance of each variable is shown in Figure 11 and Figure 12. Figure 11 

is based on the mean decrease of accuracy in predictions on the test dataset when a given 

variable is excluded from the model. Figure 12 shows a measure of the total decrease in node 

impurity which in this study is training RSS that results from splits over that variables, 

averaged over all trees. The results show that the most important variables are car type, 

children cushions, children seats, average amount of cars in the parking spot, fuel type, 

household without car and share of employed people.  
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Figure 11: The importance of variables for decrease of MSE. 

 

Figure 12: The importance of variables for decrease in node impurity. 
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The cross-validation MSE is 3935.296, and the RMSE is 62.73 minutes. The results are 

higher than for Linear Regression, Linear Regression - Forward stepwise selection, and 

Lasso. 

Boosting 

Boosting is another approach for improving the predictions from a decision tree. Unlike 

fitting a single large decision tree to the data, which amounts to fitting the data hard and also 

potentially overfitting, the boosting approach instead learns slowly. Similar to Random 

Forest, Boosting also involves averaging predictions over many trees, except that all the 

predictors can be used in each split and the trees are grown sequentially: Each tree is grown 

using information from previously grown trees. Boosting does not involve resampling from 

the original dataset, instead each tree is fit on a modified version of the original data set. 

That is, a regression tree is fitted using the current residuals, rather than the outcome Y as 

the response. A new decision tree is then added into the fitted function in order to update the 

residuals. Each of these trees can be rather small, and this model training process slowly 

improves the prediction. The algorithm of Boosting for regression trees can be seen in 

Algorithm 1 below, where ri means residual (James et al., 2013). Similar to other models, the 

10-fold cross validation is used for Boosting model. The MSE for each fold can be seen in 

Plot 13 in Appendix. 

 

Algorithm 1: The algorithm of Boosting for regression trees (James et al., 2013). 
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Compared to Random Forest, the growth of a particular tree in boosting takes into account 

the other trees that have already been grown, and smaller trees are typically sufficient. In the 

boosting model of this study, the number of splits in each tree d=1 is used, in which case 

each tree is a stump, consisting of a single split, and there are a total of 5000 trees grown. 

The number in Table 10 illustrates the marginal effect of the selected variables on the 

response after integrating out the other variables. It can then be seen, in Table 10, that the 

most important variables are car type, average amount of cars, share of employed and the 

age group 30-49. Figure 13 to Figure 16 plot the relationship between these important 

variables and car performance.  
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Table 10: The relevant importance of variables from Boosting. 

 

Figure 13: The relationship between car type and car performance. 
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Figure 14: The relationship between average amount of cars and car performance. 

 

Figure 15: The relationship between the share of employed and car performance. 
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Figure 16: The relationship between the age group 30_39 and car performance. 

The cross-validation MSE is 4877.104, and RMSE is 69.83 minutes from the Boosting 

model.  

 

2.5.2 Model assessment summary 

The number of variables, cross-validation MSE and RMSE are summarized in Table 11, and 

Figure 17 illustrates the cross-validation RMSE from each model. It clearly shows that the 

Linear regression model has the smallest cross-validation RMSE which indicates the best 

predictive performance. 

 
Number of 

variables 

Cross-validation 

MSE 

Cross-validation 

RMSE 

Linear regression 15 3272.167 57.20 

Linear regression - Forward 

stepwise selection 

17 3490.926 59.08 

Lasso 17 3522.377 59.35 



58 

 

Random forest N/A 3935.296 62.73 

Boosting N/A 4877.104 69.83 

Table 11: Summary of model assessment. 

 

Figure 17: The cross-validation RMSE of different models. 

Based on the cross-validation MSE and RMSE results from the five prediction models, the 

linear models perform better compared to non-linear models in this paper’s dataset. Both the 

results from Random forest and Boosting are worse than the linear models, probably because 

the true relationship between the predictors and the response in nature is linear. Despite the 

advantageous graphical display of variable importance possible with the tree-based methods, 

the models have higher cross-validation MSE. This indicates worse predictive accuracy 

compared to linear methods. Therefore, Random forest and Boosting are not considered as 

the optimal predictive model for this study. 

In addition to the smallest cross-validation error, the reason for our study to choose the linear 

regression to be the optimal predictive model also attributes to the reasonable variables it 

chooses, compared to other models. The first linear regression model, with the 15 significant 
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drivers of demand, performs slightly better than the forward stepwise selection and Lasso 

methods. More importantly, although some common variables in these three models have 

similar coefficient estimates, for instance the influence of car type, fuel type, automatic gear 

shift and the average amount of cars in parking locations, the variables selected in the first 

linear model are more preferable than the 17 variables selected in the other two models 

because of better interpretation. For example, the share of households without cars is 

important, but it is not included in the Lasso method. On the other hand, the variables tow 

hitch and luggage rack in Lasso method are highly correlated with car type, as usually big 

cars have these facilities; therefore, these two variables are not very good options.  

Regarding the model forward stepwise selection, seasons are not included in the model 

although it is an important factor. The front wheel drive variable has a positive relationship 

with car performance, possibly because it is highly correlated with car type, as usually small 

cars which have good car performance have front wheel drive. The age group 6-15 years old, 

as well as over 80 years old are included in the model, but the impacts are positive which is 

unreasonable as people in these age groups usually do not use car-sharing service based on 

our intuition and literature review. Based on the analysis of the results, the variables in the 

first model have least correlation and include all important variables. Therefore, the first 

multilinear model with 15 variables, and the adjusted R2 51.4% is chosen as the optimal 

predictive model because of both high prediction accuracy and interpretability.  

 

2.5.3 Using the prediction model on the new validation dataset 

In this section the prediction model tests data from 12th of January 2020 to 12th of March 

2020. The new data consists of trip data, and all demographics remain unchanged while car 

specific variables are updated for the new time period. 12th of March has been chosen as the 

end date, because movement restriction measures were implemented in Norway soon 

thereafter due to the COVID-19 pandemic. 

The test dataset has 215 observations. The number of observations for this new time period 

is lower than the number of observations from the original time period, because less cars 

were relocated by the company. The 42 variables remain the same. An overview of the first 
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few lines of the validation data set can be seen in Plot 14 in Appendix. From Table 12, we 

can see that car performance per day is at an approximately normal level, with a mean value 

of 260.97 minutes, minimum value of 57.11 minutes, maximum value of 515.47 minutes, 

and standard deviation at 98.51. From the Histogram 2 and Density plot 2 below, we can see 

that the car performance is approximately normally distributed, and the Boxplot 5 shows that 

there is no outlier in the dataset.  

 

Table 12: Distribution of car performance in the validation dataset. 

  

Histogram 2: Distribution of car performance in the validation dataset. 

 

Density plot 2: Distribution of car performance in the validation dataset. 
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Boxplot 5: Distribution of car performance in the validation dataset. 
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3. Result 

3.1 Drivers of demand 

There are 15 statistically significant variables, which for car type include minicar, small car, 

wagon and van, in addition to average amount of cars in the parking spots, electric car, cars 

with automatic gear shift, child cushion, population density, share of households without a 

car, the age group 20-24 years old, share of males, share of retirees, median income and 

spring which can be seen in Table 7. Looking at the F-statistic, it was apparent that the large 

number 18.75 and the corresponding p-value < 2.2e-16 indicated that there is some 

relationship between the response and the predictors. More importantly, the adjusted R 

square is 51.42%, which implies that the model can explain 51.42% of the variability of the 

response. The performance of the linear regression model is a good fit to the dataset and can 

capture the drivers of demand effectively. The significant variables are stated below: 

• Car type-minicar, small car, wagon, van (+) 

• Average amount of cars in the parking spots (+) 

• Fuel type-electric car (+) 

• Car with automatic gear shift (+) 

• Child cushion (-) 

• Population density (-) 

• The share of households without a car (+) 

• The age group 20-24 years old (-) 

• The share of men (-) 

• The share of retired (-) 

• Median income (+) 

• Spring (+) 
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3.2 The prediction model - Linear Regression 

The optimal predictive model is determined to be the Linear Regression method. The 10-fold 

cross-validation error is 3272.167, and the RMSE is 57.20, which means that the estimate of 

test error from the model is an average of +/-57.20 minutes from the actual value.  

 

3.3 Using the prediction model on data from January to 

March 2020 

The test dataset from 12 January to 12 March 2020 is fitted by the Linear Regression 

predictive model. The testMSE is 6862.709, testRMSE is 82.84. 

 



64 

 

4. Analysis and discussion  

4.1 Drivers of demand 

From the multiple linear regression results, we can interpret the relationship between the car 

performance and each of the predictors as well as how much impact the predictors have on 

the car performance. Most of the variables are positively related to the car performance, for 

example some car types, the average amount of cars in the parking spots, electrical car, auto 

car, the share of households without car, median income and spring. While some variables 

are negatively related to car performance, such as child cushion, population density, age 

group 20_24, the share of men and retired people. Each of them are discussed here.  

According to the results car type is the most important variable. The estimated coefficients 

indicate that if the car type is a mini car holding other variables fixed, the car performance 

increases by an average of 266 minutes each day relative to a 9-seat car which is the 

baseline. Similarly, the car performance increases by 194.3 minutes for small cars, 56.8 

minutes for wagon, and 129.2 minutes for van respectively. It seems that small cars are quite 

popular, probably because people usually use them for short distance travel with few people 

together, and smaller cars are cheaper to rent. In addition, we might be able to imagine that a 

van is preferable for long distance travel or moving to a new house. 

If the average amount of cars in the particular parking spot increases by 1 unit, the car 

performance increases by 4.1 minutes. It seems that a larger supply of car capacity leads to 

more demand for the cars located at that location. Logic dictates that the cars would 

cannibalize on each other's demand, but this does not seem to be the case. There are, 

however, other explanations for these results. It might be that a car is only used up to a 

certain amount of time, and by introducing a new car to the same parking location, more 

demand can be fulfilled. There would of course be a cut off point for demand at some point, 

but it does not seem as if that point has been reached by Bildeleringen at these locations yet. 

Another explanation may be that placing many cars together creates a hot-spot for car-

sharing services. Khan and Machemehl (2017) found a similar effect with a free-floating car-

sharing service. 
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The effect of automatic cars, as opposed to manual stick shift cars, is extra car use of 26.6 

minutes. These findings comply with our intuition that people prefer auto cars. People might 

prefer automatic cars because they are not able to drive cars with a manual stick shift. 

The effect of electric cars, as opposed to fossil fuel cars, is extra car use of 24.2 minutes. 

These findings seem reasonable, and are reflected by Efthymiou & Antoniou (2016), who 

found that people who are concerned with being environmentally friendly are more willing 

to join car-sharing services.  

The results show that the availability of child cushion in cars leads to less minutes of car use. 

If a car has a child cushion, the car usage decreases by 53.54 minutes. In the paper by De 

Lorimier and El-Geneidy (2013) a child seat in the car had a positive relationship with 

availability of the car, which means that car performance decreased. Child cushion and child 

seat are treated as two different variables in this study. While child seats are insignificant in 

this study, it can be seen that the findings in this paper is similar to the findings of De 

Lorimier and El-Geneidy (2013). 

Though the effect is not strong, the negative relationship between car performance and 

population density needs to be discussed. The results show that if the population around a 

parking spot increases by 100 people, the car usage decreases by 4.35 minutes. Logic 

dictates that this should not be. There are several arguments for the fact that the relationship 

might not be strongly positive in this study.  

As previously mentioned, not all studies have found population density to be a relevant 

factor. Stillwater et al. (2009) did not find population density to be a relevant factor in the 

model they built. Seeing that the study described in this paper investigates new data, it might 

be that population density is not a relevant factor for this study as well. 

If we assume that the parking spots of Bildeleringen are randomly distributed around 

Bergen, it would be logical that we would find a stronger positive relationship. Placing 

parking spots at random would include locations not suited for car sharing, due to very low 

population density. This is not the case though. Parking spots are not placed at random. On 

the other hand, they are carefully considered by Bildeleringen’s staff. All of the parking 

spots are therefore already placed in dense neighborhoods, compared to many other locations 
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in Bergen. One possible solution might be that population density and car performance only 

have a positive relationship up to a certain point, i.e. that the curve is concave and flattens 

when population increases. Possibly, all of Bildeleringen’s parking spots are then near the 

“top of the curve”, and a possible positive relationship between population density and car 

performance would not show. 

Moreover, urban locations have specific features that may negatively affect the use of cars. 

These are higher traffic congestion, which would make people less willing to drive at all, 

more toll booths, and better public transport alternatives than other less populated areas. 

Another finding comes from investigating some of the more popular parking spots. Some of 

them are close to parks, and one could argue that this creates “false ruralism” for these areas. 

In this study the population density is measured by counting the number of people in a radius 

of up to 1000 meters from the parking spot, and a park located within this radius would 

lower the measured population density. This is not accurate in that it does not capture real 

circumstances, but instead “false ruralism”. 

Some of the parking spots are located right next to large university campuses, which is a 

variable this study has not controlled for. It might be that closeness to a university campus is 

an important driver of demand. This was found by Kumar and Bierlaire (2012). Also, this 

paper has not controlled for large public facilities or leisure facilities, for example hospitals, 

shopping centers, large public transport hubs, sports stadiums or other places where large 

groups regularly gather. 

Lastly, some of the parking spots are large in size, which would slightly affect measurements 

of population density. 

The results show that when the share of households without a car increases by 1 percentage 

point, the car performance increases by 3.57 minutes. This is in line with previous literature 

(Catalano et al., 2008; Celsor & Millard-Ball, 2007; Clewlow, 2016; Khan & Machemehl, 

2017; Millard-Ball, 2005; Stillwater et al., 2009), and might be a factor for Bildeleringen to 

consider when deciding where to put new parking locations. 

People in the age group 20-24 years old are negatively related to car performance. If the 

share of the age group 20-24 increases by 1 percentage point, the car performance decreases 
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by 3.97 minutes. This seems reasonable, because people in this age group have lower 

disposable income and many of them are students. In this study the effect is seen clearly 

close to student villages, which naturally have high occurrences of people in the age group 

20-24 years old. In the data source it can be seen that some student village locations perform 

average (“Alrek Studenthjem”, “Fantoft Studentby”, “Nattland Studentby”), while others 

perform poorly (“Gyldenprisveien Studentboliger”, “Løbergsveien Studentboliger”). 

The share of men is also negatively related to car performance. If the share of men increases 

by 1 percentage point, the car performance decreases by 6.17 minutes. Previous literature, 

from France, has shown that car-sharing users are predominantly male (Kumar & Bierlaire, 

2012). It is unclear if this is the case in Norway. It is also possible that more men than 

women have a driving license in France compared to Norway. 

The share of retired people is negatively related to car performance too. If the share of 

retirees increases by 1 percentage point, the car performance decreases by 2.79 minutes. This 

is in line with previous literature, which has shown that car-sharing users tend to be young 

(Dias et al., 2017). 

Although the median income is a positive significant variable, the impact is very small. More 

specifically, if the median income increases by 10,000 NOK, the car use increases only 

2.81minutes. Previous literature has not been clear on what the effect would be when it 

comes to median income. Also, median income is only provided at the level of city districts, 

which might make the data insufficient for analysis. 

During spring car performance increases by 25.06 minutes. However, data on seasons are 

only provided for one year. Therefore, these findings are vulnerable to any number of 

effects, which are not controlled for in this paper. 

4.2 Prediction on the validation dataset  

The average testRMSE is 82.84 minutes for the validation data, which is gathered between 

12th of January 2020 and 12th of March 2020. Since the mean value of car usage is 260.97 

minutes with standard deviation of 98.51, the testRMSE is within one standard deviation 
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from the mean value. In addition, the test error is 31.74% of the actual mean car 

performance, which is 260.97. This demonstrates that the linear prediction model has good 

predictive power. The results of prediction and the actual car performance is shown in Figure 

18, in which the blue line is the Loess regression line with 95% confidence interval, and the 

red line is the 45-degree line on which the prediction value is equal to the actual value. In 

order to analyze the results in more detail, actual car performances are colored with 25%, 

50%, 75% quantiles, which are 188, 250 and 334 minutes respectively in Figure 19. It can be 

seen that the blue line is close to the red line when the actual value is between 150 and 350 

minutes. However, there are some values with large deviations when the actual value is 

smaller than 150 or greater than 350 minutes. The model tends to overestimate car 

performance when the actual value is under 150 minutes but tends to underestimate it when 

the actual value is over 350 minutes. 

When our study fits the model on a subset of the dataset with actual car performance 

between 150 and 350 minutes, the testRMSE reduces to 61.27 minutes, which is very close 

to the cross-validation error 57.2 minutes. The comparison of prediction and the actual 

results can be seen in Figure 20, which shows a zoomed in subset of the data, specifically 

between 150 and 350 minutes. In Figure 20 the blue line is close to the red line. This implies 

that the predictive model has good performance on the dataset when actual car performance 

is between 150 and 350 minutes, which consists of the most middle part, 67%, of the 

validation dataset.  

 

Figure 18: The prediction and actual value of car performance on the validation dataset. 
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Figure 19: The prediction and actual value of car performance on the validation dataset 

colored by quantiles. 

 

Figure 20: The prediction and actual value of car performance on the subset of validation 

dataset between 150 and 350 minutes. 

 

4.3 Practical recommendations for Bildeleringen 

As previously mentioned, the demographic variables and car performance are not found to 

have a strong relationship in this study. We expect Bildeleringen to have some ideas on 
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which car features are popular, and the results from this study might confirm or give more 

insight into this. Though the relationship between the demographic variables and car 

performance is not strong, it is still useful to discuss the practical recommendations the 

results imply.  

1. Small cars, minicars, wagons and vans are important drivers of demand for 

car performance. In addition, electric cars and cars with automatic gear shift 

are significantly popular among customers, while the occurrence of child 

cushions decreases car performance. This is useful information for 

Bildeleringen when it comes to new product development.  

2. The percentage of male population has a negative relationship with car 

performance. No areas of the city have a large imbalance in male/female 

population, and the share of male/female stays at around 50% for the whole 

city. It is therefore difficult to give any recommendations on this finding.  

3. The share of 20-24 year olds has negative relationships with car performance. 

As previously discussed, the negative relationship of the age group 20-24 

years old might be because of parking spots near student villages that perform 

badly to mediocre. According to our results, expansion should not be 

concentrated near student villages in the future. 

 

Though it is unclear why 20-24 year olds do not use car-sharing as much, 

there are several possible ways of increasing use in this age group. One 

possibility would be promotions, especially at times when people in this age 

group are likely to need a car. For instance, students need to move their 

possessions and buy items both early and late in the semester.  

4. The share of retirees has a negative relationship with car performance. Also, 

the share of retirees is lower in the city center and higher further away from 

the city center. According to our results, parking spots should therefore be 

located in urban locations close to the city center. 
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5. The share of households without a car has a positive relationship with car 

performance. Areas in Bergen that have large shares of households without a 

car are the city center, and to some degree the areas immediately north and 

south of the city center. 

 

Bildeleringen can target specific areas in the city where the share of 

households without a car is high. One possibility is to use data from Statistics 

Norway on number of households with or without a car at the GK-level, as 

explained in this paper. Another possibility is to target specific residences that 

do not offer the possibility of owning a car, for example large apartment 

complexes with limited parking space. 
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5. Conclusion 

The drivers of demand for the utilization of a car-sharing service are 1) car-specific 

variables, including being a smaller car or a moving van, being an electric car and having 

automatic gear shift, average amount of cars at the parking spot and having a child cushion, 

2) high percentage of households without a car, 3) age-specific variables, especially not early 

20s or retired, 4) season, i.e. spring brings higher demand, and 5) gender, i.e. large 

percentage of males lessens demand. 

The relationship between demographic variables and car performance is not strong. It is 

therefore difficult to determine where Bildeleringen should place their new parking spots to 

have high utilization of their cars. However, it is possible to say that urban locations closer to 

the city center perform better. 

Some variables are not tested in this study. These include public transport hubs, large public 

facilities, such as shopping malls, hospitals and universities, as well as different housing 

categorizes, such as student villages. All of these might affect car performance and can be 

included in further study on car-sharing. Further research can also be done in other cities in 

Norway using many of the same data sources. We believe that our study can serve as an 

important input regarding further research on car-sharing location problems in Norway. 
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Appendix 

 

 

 

 

 

Plot 1: Overview of first few lines of data set. 
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Plot 2: Average car performance for different car types 

 

Plot 3: Average car performance for cars with different fuel types 

 

 

Plot 4: Average car performance for cars with or without animals 

 

 

Plot 5: Average car performance for cars with automatic gear shift or manual stick shift 

 

 

Plot 6: Average car performance for cars with 4DW or FDW 
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Plot 7: Average car performance for cars with or without child cushion 
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Plot 8: The 10×41 matrix with MSE for 41 models in each fold in forward stepwise   
selection 

 

 

Plot 9: 10-fold cross validation error for each of the 41 models in forward stepwise selection.  
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Plot 10: Different λ and the corresponding cross-validation MSE in Lasso 

 

 

Plot 11: MSE for each fold in Lasso 

 

 

Plot 12: MSE for each fold in Random forest 
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Plot 13: MSE for each fold in Boosting 

 

 

 

 

 

Plot 14: Overview of the first few lines of validation data set 


