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Abstract 

The General Data Protection Regulation implemented in 2018 by the European Union imposes 

strict requirements when handling personal data regarding European citizens. This is 

especially true when processing said data in combination with machine learning and AI. 

Within these requirements lies an inherent focus on the rights of the subject and their ability 

to exercise these rights. Through the GDPR the subject is required to be informed about any 

existence of machine learning models utilising their personal data and provided meaningful 

information concerning the logic of the model and an explanation of the inferences made by 

this model.  

This master thesis examines the possibility of employing Shapley values in the process of 

building a machine learning model and its ability to provide meaningful information to the 

subjects affected by this model. We review the compliance of Shapley values according to the 

GDPR throughout the machine learning process and highlight how the framework is affected 

by specific articles in the GDPR. We argue that the most applicable categories of the GDPR 

in relation to machine learning models explained with Shapley values are Consent, Personal 

Data, Processing, and the Right to be informed.  

The GDPR significantly affects all aspects of a machine learning model, from data collection 

to prediction explanation. We argue that by utilising Shapley values as a framework 

throughout the process, we have trained, and are able to explain the predictions of, a binary 

classification model. We believe this model both complies with the strict demands set forth by 

the GDPR as well as provides strong predictions, indicative of the ability to utilise Shapley 

values within the legal framework of the GDPR.  
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1. Introduction 

The average human spends more than half their time awake using technology (Wallace, 2020), 

generating 146.88GB of data each day (Bulao, 2021). Data has become an exponentially 

growing commodity and is expected to reach a market value of 280 billion dollars by 2025 

(Allinson, 2021). Utilising data is becoming an integral part of business strategy and in the 

first quarter of 2019 alone, more than 28 billion dollars were allocated to machine learning 

research (Lazzaro, 2021).  

At the same time as the companies of the world wish to obtain increasingly more data on our 

every move, algorithms are being integrated into the very fabric of our societies and becoming 

integral parts of the social safety net (Human Rights watch, 2021). As a result, there were 

growing concerns amongst former members of the United Nations, academics, and several 

civil rights movements. This concern became all the more visible when the European Union 

unveiled the General Data Protection Regulations (GDPR) as an effort to protect the rights of 

European citizens (Wolford, 2020). The European Union underlines that the cohabitation of 

the GDPR and AI is a potential solution to ensure that European values and rules are upheld 

while harnessing the full potential of AI (European Commission, 2021).  

In recent years the idea of explainability in black box machine learning models has increased 

due to regulations such as the GDPR and a larger interest from corporations to understand and 

utilise data more efficiently (Stewart, 2020). Interpretable machine learning (IML) was 

previously a smaller field within Machine learning but has quickly risen to be a major topic in 

the development of AI and Machine Learning for the future (Molnar, Casalicchio, & Bischl, 

2020).  

There are many ways of interpreting a machine learning model. However, many popular 

explanation techniques make use of the Shapley value (Gopinath, 2021), developed for game 

theory by Lloyd Shapley more than 60 years before the introduction of the GDPR (Shapley, 

1953). One such approach is the Kernel SHAP method proposed by Lee and Lundberg (2017). 

This method was improved upon by the Norwegian Computing Center called shapr (Aas, 

Jullum, & Løland, 2021), incorporating feature dependency to reflect the real world more 

accurately.  
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This thesis wishes to highlight how the utilisation of Shapley values interacts with the 

requirements set forth by the GDPR and review the legality of employing IML explained with 

Shapley values. In this thesis we will be applying the improved Kernel SHAP method to data 

used for credit scoring and debt collecting. This category of data and the model processing it 

is regarded by the EU as a “high risk” AI-system due to the potential effects said AI may have 

on the life of the subject (European Commission, 2021). This classification entails increased 

demands in security and the protection of the rights of the subject, which in turn increases the 

demands set on Shapley values and its compliance with the GDPR. 

As such, the research question we wish to address is the following: are Shapley values an 

appropriate framework to adequately explain predictions and provide subjects with the 

relevant information needed to satisfy the demands in the GDPR?  In conjunction, we will be 

creating a model that predicts probabilities of successful debt collection as an example of the 

effect GDPR has on the use of interpretable machine learning. 

This thesis highlights the implications and restrictions set upon machine learning models after 

the introduction of the GDPR. We show how Shapley values can be utilised to isolate the most 

important features in a dataset. Assisting businesses in creating machine learning models that 

respect the right of the subject in regard to the amount of personal data collected while ensuring 

that models still maintain good predictive power.  

We also show how Shapley values can be employed to interpret the results of a black box 

machine learning model, which can then be explained in layman terms to the subject and 

comply with the GDPR. These interpretations may be extracted from the model on both a 

global and individual level. This allows the subject to understand which features are important 

to the model, how their own feature-values are weighted by the model, and how the subject in 

question compares to other subjects with similar feature values. 

We believe our thesis highlights how to implement interpretable machine learning in the 

modelling process as well as the ex-post explanation of model output. The legality of 

employing machine learning models is reliant on the ability of the explanation method to 

provide the subject with meaningful information, underlining the importance of utilising a 

robust and easy to understand explanation method. 
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This thesis is divided into seven different sections. Section two will introduce the relevant 

literature. Section three introduces the framework, which will be at the centre of our prediction 

explanations and model building. Section four details how we modelled our prediction model. 

Section five illustrates how Shapley values applied to prediction output produces meaningful 

explanations. Finally, section six contains our discussion regarding Shapley values and the 

rules and regulations set forth by the European Parliament before concluding on our research 

question in section seven. 
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2. Literature Review 

2.1 GDPR 

GDPR or General Data Protection Regulation is a legal framework introduced by the European 

Union in April 2016, where specific requirements are introduced regarding privacy and data 

protection for European citizens. However, the legal enactment had a two-year transition 

period for businesses to adapt to the new demands and was fully implemented in May 2018.  

GDPR contains 99 articles detailing in large how companies handling data regarding EU 

citizens can process and store this data. However, the main point that affects most people is 

the requirement to consent to data processing, anonymising the collected data, and safely store 

and transfer said data.  

This thesis will discuss the requirements that come into effect when dealing with Machine 

learning models and which restrictions this puts on the usage of these models. The critical 

articles mentioned in the GDPR that could come into effect are Article 5, Articles 13-15, 

Article 22, Article 25, and Recital (71). Beyond this, the European Parliamentary Research 

Service produced in June 2020 a report which analysed and discussed the impact of the GDPR 

on artificial intelligence and machine learning. This thesis will extract all arguments and 

GDPR articles brought forth in this report which is topical and can be related to the research 

question. There are multiple GDPR Articles included in the report but below follows a general 

explanation of the most important articles and recitals. 

GDPR Articles 13 and 14 gives the subject the right to be informed of all aspects surrounding 

their data. These articles leave little room for interpretation and are very clear in how and when 

a company should respond if they get a request from a subject. Article 13 is specifically utilised 

when the information is collected from the subject itself, and Article 14 is used if the data is 

collected from a third party.  

GDPR Article 15 gives subjects the right to access or receive a copy of all information 

regarding themselves that is being stored or processed. The only exceptions to Article 13 

through 15 are described in Article 12(5), where the request is “manifestly unfounded or 

excessive” (EU General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, 
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Article 12(5)). Furthermore, Articles 13 through 15 also gives the subject the right to receive 

information regarding “the existence of automated decision-making, including profiling”, and 

“meaningful information about the logic involved” (EU General Data Protection Regulation 

(GDPR), Regulation (EU) 2016/679, Article 13-15).  

GDPR Article 22 is aptly named “Automated individual decision-making, including 

profiling”, where the subject is given the right to get their case reviewed by a natural person. 

However, this right may not be applicable in certain situations described in Article 22 

Paragraph 2, where extra guidelines are nuanced in Article 22 Paragraphs 3 and 4.  

GDPR Article 5 defines the “principles relating to processing of personal data”, where Article 

5(1)(c) in combination with GDPR Article 25(2) create the requirement of “data 

minimisation”. This requirement only allows the storage and utilisation of personal data 

necessary for a specific purpose.  

GDPR Article 25 in general defines “data protection by design and by default” and requires 

technical and organisational measures to ensure that only the necessary data is collected, stored 

and processed as well as the security and privacy of said data. 

The GDPR includes multiple recitals that give further supporting context to the articles and 

provide further information on its usage while being legally non-binding. The most applicable 

recital regarding machine learning is, as mentioned previously, Recital (71), where the subject 

is given further rights in cases regarding profiling and decisions made solely based on 

automated processing. Regarding machine learning models the Recital (71)(4) provides the 

constraint;  

“In any case, such processing should be subject to suitable safeguards, which should 

include specific information to the data subject and the right to obtain human 

intervention, to express his or her point of view, to obtain an explanation of the decision 

reached after such assessment and to challenge the decision” (EU General Data 

Protection Regulation (GDPR), Regulation (EU) 2016/679, Recital (71)).  

Recital (71), in other words, gives subjects the right to an explanation on how the decision was 

reached and the logic involved, and the ability to challenge this decision or opt-out of such 

data usage. (Burt, 2017)  
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The GDPR covers 13 key issues, but not all of these are relevant regarding the utilisation of 

Shapley values and machine learning models. Mainly the issues reviewed in this thesis are 

“Consent”, “Personal Data”, “Processing” and “The right to be informed”. These four 

categories will serve as focus points in the discussion about the compliance of machine 

learning models explained with Shapley values. 

2.2 Machine learning 

Machine Learning (ML) is a type of Artificial Intelligence (AI) set up to become more 

accurate over time or make predictions with higher accuracy than if they were 

computed manually. Since its conception, ML has been chiefly seen as a “black box” 

setup where the machine can find systems or links in the data that a human would 

not understand. This black box setup leaves much to be desired in terms of interpretability, 

where the steps from input to output are somewhat unclear. (Burns, 2021)  

GDPR requires, as mentioned, “meaningful information about the logic involved”, but it is 

somewhat unclear what “meaningful information” denotes. Depending on pre-existing 

knowledge, what is considered meaningful and comprehensive for some people might not be 

for others. However, Articles 13-15 in the GDPR does relate to the rights of the subject, and 

what is considered “meaningful information” should be interpreted from the point of view of 

the subject. It is still unclear to which degree the information needs to be meaningful, but this 

requirement could be decided from a functional point of view. In other words, the information 

should be meaningful enough for the subject to determine and exercise their rights provided 

by Article 22(3) GDPR. (Selbst & Powles, 2017) 

Interpretable Machine Learning (IML) seeks to solve this problem by understanding what 

caused a specific output on either a local or global scale. Interpretability at a global scale 

allows the subject to understand the model and the reasoning behind each decision entirely. 

At a local scale, the subject does not need to be able to interpret the entire model but rather be 

able to trace back a single decision and understand how the model came to that 

conclusion. (Schmitt, 2020) 
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There are different degrees of interpretability that are often used interchangeably. In this 

thesis, we make the distinction between interpretability and explainability. Interpretability 

usually sets a higher standard for understanding the model, and the subject should be able to 

comprehend how the model reached a specific conclusion fundamentally. On the other 

hand, explainability is a classification on whether the subject can understand a particular node 

in a complex model and its effect on the output. (The Lancet Respiratory Medicine, 2018) 

When working with Interpretable Machine Learning, there are two main categories of 

interpretation methods. These are model agnostic and model specific interpretations. When 

working with random forest, gradient boosting or neural networks, the analyst must employ 

model agnostic methods to interpret the results. There are different methods to accomplish 

this, such as LIME, Partial Dependencies Plots (PDPs) and Shapley Additive Explanations 

(SHAP). (Molnar C. , 2021) 

There are five main advantages of a model agnostic method versus a model-specific approach 

(Molnar C. , 2021). First, as insinuated by the name, model agnostic methods are more flexible 

in how they work when interpreting multiple different models. In contrast, the model-specific 

methods are limited to specific model classes. While the model-specific methods are 

intrinsically interpretable such as regression weights, a model agnostic method allows the 

analyst to employ different explanation types. In some cases, a linear formula might be the 

optimal explanation system, while in others, it might be a feature importance plot. This is also 

called explanation flexibility. 

The third main advantage of a model agnostic method is representation flexibility (Ribeiro, 

Singh, & Guestrin, 2016). This allows the interpretation method to be used in combination 

with different underlying features that in themselves might not be interpretable.  

Another advantage of a model agnostic method is the lower cost of switching models during 

a machine learning pipeline (Ribeiro, Singh, & Guestrin, 2016). For example, if new 

information or a change in the dataset impairs the need for another model when using model-

specific interpretation methods, the interpretation method must also be changed. This could 

cause a setback in the entire project or force the controllers to employ an entirely new 

interpretation method. When employing a model agnostic interpretation method, the 

underlying model can be changed without any issues or changes in the interpretation. 
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This ease of changing the model directly connects to the last advantage of model agnostic 

methods. A different output or interpretation method could complicate the comparison process 

if a user seeks to compare two or more models. Using a model agnostic method, the output or 

insight learned from the different models can be explained using the same techniques and 

representations (Ribeiro, Singh, & Guestrin, 2016).  

As an inverse to the advantages mentioned above, a model specific method is locked to a 

certain model class. In other words, an interpretation method utilised on a random forest 

model, will not work on a linear regression model or vice versa. (Sarkar, 2018) 

When reviewing a model and its usability, there is a need to evaluate how well a model 

recognises patterns and relationships within the data provided, also known as the training 

set. These relationships then lay the foundation for the model to predict a result or 

classification based on “unseen” data, the test set.  

The model created for this thesis is a classifications model, and when performing classification 

predictions, there are four possible outcomes. These are true positive, false positive, true 

negative and false negative.  

- A true positive (TP) result occurs when the model classifies an observation as 

belonging to a class, and the observation does belong to that class.  

- A true negative (TN) result occurs when the model classifies an observation as not 

belonging to a class and the observations does not belong to that class.  

- A false positive (FP) result occurs when the model classifies an observation as 

belonging to a class, and the observation does not belong to that class.  

- A false negative (FN) result occurs when the model classifies an observation as not 

belonging to a class, and the observation does belong to that class.  

The simplest method to evaluate a model is to calculate the accuracy. Accuracy can be defined 

as the ratio between how many times the model predicts a specific outcome and how often this 

outcome should occur, defined as the formula (𝑇𝑃 + 𝑇𝑁)/(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁). Although 

this formula calculates the percentage of cases where the model is correct, it is not necessarily 

the best way to evaluate a model. 
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Other methods to score a machine learning model are precision, recall and F-score. Precision 

calculates the proportion of true positives out of all detected positives (𝑇𝑃/(𝑇𝑃 + 𝐹𝑃)), while 

recall is the proportion of true positives out of all positives in the dataset (𝑇𝑃/(𝑇𝑃 + 𝐹𝑁)). 

The F-score is then a mean of precision and recall, where the formula can be altered by valuing 

precision and recall differently to reflect the dataset better. However, the harmonic mean 

(precision and recall weighted equally) is calculated by 
𝑇𝑃

𝑇𝑃+
1

2
(𝐹𝑃+𝐹𝑁)

. (Wood, 2021) 

The problem with these metrics is that accuracy is sensitive to class imbalance, while 

precision, recall and, by extension, F-score is generally asymmetric (Shmueli, 2019). To 

eliminate these problems, it is possible to employ Mathews Correlation Coefficient (MCC). 

The MCC calculates the correlation coefficient between predicted and actual classifications. 

Matthews Correlation Coefficient possess beneficial properties such as easy interpretability 

and being perfectly symmetric, such that no class is more important than another. The 

Correlation Coefficient can only ever be between 1 and negative 1, where MCC is one if 𝐹𝑃 =

 𝐹𝑁 = 0, and negative one if 𝑇𝑃 =  𝑇𝑁 =  0. The MCC is easy to interpret based on these 

ranges, where a higher MCC equals a better model and where MCC=0 means that the model 

is no better than flipping a coin. MCC is calculated using the formula (Shmueli, 2019):  

𝑀𝐶𝐶 =  
𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 

Another method to show the performance of a classification model is using ROC curves and 

AUC. ROC stands for Receiver Operating Characteristic and was first invented during the 

Second World War in the US to improve the detection of Japanese aeroplanes (Toshniwal, 

2020). 

The purpose of ROC is to increase the detection of True Positives while reducing False 

Positives. Similarly to MCC, the ROC curve is symmetric, meaning that ROC curves will be 

the same no matter the composition and class distribution in the dataset. Studying the ROC 

curve visually makes it possible to determine the optimal prediction threshold of the model. 

The ROC curve shows the trade-off between the true positive rate and the false positive rate, 

and the threshold can be changed depending on the objective of the model. E.g., a false positive 

could be costly depending on the utilisation of the mode, and the threshold should then be 

higher. 
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Although visually inspecting the ROC curve can be used as a measure of model performance, 

another option is to evaluate the model based on Area Under Curve (AUC). Area under curve 

is a metric that aggregates the performance of the model at all possible thresholds. AUC can 

vary from zero to one, where the score is zero if every classification is wrong and one if every 

classification is correct. Within this range, a score of 0.5 signifies that the model is no better 

than flipping a coin (Mandrekar, 2015). All values above 0.5 indicates that the model has some 

predictive power, but what constitutes a “good” AUC differs from case to case. The AUC can 

then be utilised to compare multiple models, where the model with the higher AUC should be 

considered the more optimal model. 
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3. Shapley values, Kernel SHAP & dependency 

extension 

This chapter will touch on the general theory behind the Shapley value and how it will be 

applied to the machine learning model to interpret it. Section 3.1 will give a general overview 

of the original Shapley value proposed by Lloyd Shapley in 1953 before sections 3.2 and 3.3 

will go more into how the Shapley value will be applied in our case.  

3.1 Shapley Values 

Shapley values are a part of a field known as cooperative game theory. Chalkiadakis, Elkind 

and Wooldridge (2011) defines cooperative game theory as “a branch of (micro-)economics 

that studies the behavior of self-interested agents in strategic settings”. Shapley values are for 

the specific games where parties cooperate to maximise their total payoff. The Shapley 

value (Shapley, 1953) is a “fair” way of allocating this payoff amongst the members of the 

game, assuming collaboration between all members.  

The idea behind the Shapley value is that you let 𝑆 ⊆ ℳ = 1, … , M where | 𝑆 | is the number 

of players. Each player S then has a contribution function 𝜐(𝑆), which maps subsets of players 

to real numbers. This mapping is the contribution of coalition S and is the total payoff the 

players in coalition S can expect from cooperating. Shapley values can then be used to allocate 

these gains amongst the members, and how much each member will be allocated can be 

explained by function (1) according to Aas, Jullum, and Løland (2021).  

𝜙𝑗(𝜐) = 𝜙𝑗 = ∑
|𝑆|! (𝑀 − |𝑆| − 1)!

𝑀!
𝑆 ⊆ ℳ{𝑗}

(𝜐(𝑆 ∪ {𝑗}) − (𝜐(𝑆)), 𝑗 =  1, … , 𝑀 

They illustrate this by using an example where ℳ = {1,2,3}. This makes it so that there are 

eight possible subsets. By then applying function (1) onto, e.g., player one, the Shapley value 

for player one will be calculated by the following:  

𝜙1 =
1

3
(𝜐({1,2,3}) − 𝜐({2,3})) +

1

6
(𝜐({1,2}) − 𝜐({2})) +

1

6
(𝜐({1,3}) − 𝜐({3}))

+
1

3
(𝜐({1}) − 𝜐({∅})) 

(1) 

(2) 
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They also make a case for pointing out that one defines the non-distributed gain 𝜙0 = 𝜐(∅) 

where there are no members of the coalition. Although this gain most often turns to 0 for 

usual coalitions, it will be helpful for our analysis in section 5.1.  

3.1.1 Properties of Shapley values 

The reasoning for using Shapley values lies in their inherently desirable properties, being the 

only set of values to satisfy all four properties simultaneously, this having been proven both 

by Lloyd Shapley himself (1953) and a later study performed by Young (1985).  

Efficiency  

The efficiency property of the Shapley Value ensures that all gain is distributed (Molnar C. , 

2021). This property can be displayed using the following formula (3), as shown in the article 

by Aas, Jullum, and Løland (2021). 

∑ 𝜐(

𝑀

𝑗=0

ℳ) 

Symmetry  

The symmetric property of the Shapley value dictates that if there are two 

players whose contributions in all coalitions are identical, these two players will have 

identical Shapley Values in all coalitions in which neither contributes. This can be displayed 

using the following constraint:  

𝑖𝑓: 𝜐(𝑆 ∪ 𝑖) = 𝜐(𝑆 ∪ 𝑗) ⟹ 𝜙𝑖 = 𝜙𝑗  

(Molnar C. , 2021)  

Dummy player  

Shapley Values having a dummy player property means that if a player does not contribute to 

any coalitions, this will also lead to that player obtaining a Shapley Value of 0.  

(3) 

(4) 
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Linearity  

Lastly, the Shapley value property of linearity states that “If two coalition games described by 

gain functions 𝜐 and 𝑤 are combined, then the distributed gains correspond to the gains 

derived from 𝜐 and the gains derived from 𝑤:  

ϕ𝑖(υ + 𝑤) = ϕ𝑖(υ) + ϕ𝑖(𝑤), for every i 

” (Aas, Jullum, & Løland, 2021). This property is of high significance when using Shapley 

values for interpretation, as it enables the possibility of looking at individual features and their 

effect on the final Shapley Value.  

3.1.2 Prediction explanation through Shapley values 

Assume that we have a machine learning model 𝑓(𝒙) that attempts to predict 𝑦 . Not only do 

we want to predict 𝑦, but we also want to understand how feature 𝒙∗ affects this 

prediction. In their paper, Lee & Lundberg (2017)  suggest that this be done using Shapley 

values. To facilitate this, one can apply the Shapley framework to a single prediction. 

We substitute the pay-out for the specific prediction. Recalling back to 3.1, the features of 

the model replace the players. Aas, Jullum and Løland (2021) decompose it to the following 

equation:  

𝑓(𝒙∗) = 𝜙0 + ∑ 𝜙𝑗
∗

𝑀

𝑗=1

, 𝑤ℎ𝑒𝑟𝑒 𝜙0

= 𝐸[𝑓(𝑥)] 𝑎𝑛𝑑 𝜙𝑗
∗𝑖𝑠 𝑡ℎ𝑒 𝜙𝑗 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 𝒙 = 𝒙∗. 

Adding up the Shapley values for all features in 𝑥 describes the difference between the 

specific prediction, 

𝑦∗ = 𝑓(𝒙∗), 

and what to expect on a general basis (global mean prediction). A model that behaves in this 

manner is known as an additive feature attribution method (Aas, Jullum, & Løland, 2021) and 

is the only model of its kind that satisfies all four of the properties described earlier by Lee 

and Lundberg (2017). This aspect of Shapley values makes it more suited for explaining 

than other additive feature attribution methods, e.g., LIME (Ribeiro, Singh, & Guestrin, 2016), 

(5) 

(6) 

(7) 
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as no other method possesses all four properties, making them more susceptible 

to inconsistencies.  

To be able to compute the Shapley values for prediction explanation, we define 

the contribution function 𝑣(𝑆) for the subset 𝑆, and this should resemble 𝑓(𝒙∗), given that 

only the values of subset 𝑆 are known for these features (Aas, Jullum, & Løland, 2021). We 

then recreate the work of Lee & Lundberg (2017) in (8), using the expected outcome of the 

predictive model with feature values 𝒙𝑆 = 𝒙𝑆
∗ ,  summarised in equation (2). 

𝑣(𝑆) = 𝐸[𝑓(𝑥) | 𝒙𝑆 = 𝒙𝑆
∗] 

3.1.3 Advantages and disadvantages of Shapley Values 

As described earlier, Shapley Values is the only additive feature attribution method 

that can satisfy all four properties described in 3.1. By possessing all four attributes, Shapley 

values as a method can fairly and evenly distribute amongst all the features while at the same 

time being an excellent tool for individual predictions (Aas, Jullum, & Løland, 2021).  

Another critical aspect of the Shapley value relates to the GDPR. In section 2.1, Articles 13-

15 refers to meaningful information. Since Shapley Values can display percentage changes in 

the prediction in an intuitive and informative manner, data scientists and laypeople alike can 

interpret and understand the output of the model.  

One downside when utilising Shapley values to explain predictions is the added computational 

cost of including the new feature m. This is due to the exponential growth in the number of 

possible subsets. There are 2𝑀 different possible subsets, where M is the number of features 

(Aas, Jullum, & Løland, 2021). Another caveat of the Shapley value is that it requires an 

approximation for all 𝒙𝑆 in equation (2).  

  

(8) 
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3.2 Kernel Shap 

There are several ways of going about the prediction explanation shown in section 3.1.2, and 

one way of doing this is the Kernel SHAP method, proposed by Lundberg and Lee (2017). 

This method can be divided into two distinct parts:  

i)  Computing an approximation of the Shapley values in an easy to replicate way 

There exist many different and equally correct ways to formulate the Shapley value. Lee and 

Lundberg (2017), as well as Charnes et al. (1988) before them, define Shapley values as a 

weighted least square (WLS) problem and state that calculating the Shapley values can be 

reduced to solving the following minimization problem: 

𝑚𝑖𝑛 ∑ (𝑣(𝑆) − (𝜙0 + ∑ 𝜙𝑗))

𝑗𝜖𝑆

2

𝑘(𝑀, 𝑆),

𝑆⊆ℳ

 

where k(M,S) are the kernel weights .This equation can again be simplified by making some 

assumptions. We let 𝑍 represent all possible combinations with the inclusion and exclusion 

of the M features in a 2𝑀 × (𝑀 + 1) binary matrix. Let 𝑣 denote the vector that contains 

𝑣(𝑆) , and W denote a diagonal matrix for 𝑘(𝑀, |𝑆|) (Aas, Jullum, & Løland, 2021). This 

equation can be written as such: 

(𝑣 − 𝑍𝜙)𝑇𝑊(𝑣 − 𝑍𝜙) 

This can, in turn, be solved by: 

𝜙 = (𝑍𝑇𝑊𝑍)−1𝑍𝑇𝑊𝑣 

This is a computationally heavy exercise, and when M increases, it can impose problems due 

to an exponential increase in subsets. That is why the weighted least square formulation in 

(9) is used to approximate. Due to the differing sizes of the Shapley Kernel weights, many of 

the rows in 𝑍 contribute insignificant amounts. One can then approximate utilising a subset 

𝐷 of ℳ, and then only use the corresponding rows in 𝑍.  This yielded Aas, Jullum and & 

Løland (2021) the approximation: 

𝜙 = [(𝒁𝐷
𝑇 𝑾𝐷𝒁𝐷)−1𝒁𝐷

𝑇 𝑾𝐷]𝒗𝐷 = 𝑹𝐷𝒗𝐷 

(9) 

(10) 

(11) 

(12) 
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(14) 

ii) A method of estimating 𝒗(𝑺) 

As we remember from i) 𝑣 contains all the 𝑣(𝑆) values, and 𝑣(𝑆) = 𝐸[𝑓(𝑥)|𝑥𝑆 = 𝑥𝑆
∗. 𝑆̅ will 

be the complement of 𝑆, and 𝑥�̅� is all the 𝑥 that is not part of 𝑥𝑆. The expected value can then 

be calculated by the following formula: 

𝐸[𝑓(𝑥)|𝑥𝑆 = 𝑥𝑆
∗] = 𝐸[𝑓(𝑥�̅�, 𝑥𝑆|𝑥𝑆 = 𝑥𝑆

∗] = ∫ 𝑓(𝑥�̅�, 𝑥𝑆
∗)𝑝(𝑥�̅�|𝑥𝑆 = 𝑥𝑆

∗)𝑑𝑥�̅� 

We observe that knowing 𝑝(𝑥�̅�|𝑥𝑆 = 𝑥𝑆
∗) is integral for calculating 𝑣(𝑆), but knowing this 

distribution is seldom a fact. The kernel SHAP method therefor assumes feature independence 

(Aas, Jullum, & Løland, 2021). We can then replace  𝑝(𝑥�̅�|𝑥𝑆 = 𝑥𝑆
∗) with just 𝑝(𝑥�̅�). With this 

assumption, we can now approximate the integral to: 

𝐾𝑒𝑟𝑆𝐻𝐴𝑃(𝑆) =
1

𝐾
∑ 𝑓(𝑥�̅�

𝑘, 𝑥𝑆
∗),

𝐾

𝑘=1

𝑣  

where 𝑥�̅�
𝑘 and k =1,.., K are sampled from the training data. 

3.3 Kernel Shap dependancy extension 

As described in equation (8) in section 3.2, the original kernel SHAP method proposed by Lee 

and Lundberg (2017) assumes that all features are feature independent. However, this 

assumption does not naturally lend itself to an intuitive understanding of the world, where 

many aspects often have some degree of interconnection. Therefore, Aas, Jullum & Løland 

(2021) propose an extension to the original kernel SHAP to incorporate feature dependency 

rather than independence. 

  

(13) 
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3.3.1 Relaxation 

Aas, Jullum & Løland (2021) propose a relaxation of the independence assumption by 

approximating 𝑝(𝒙�̅�|𝑥𝑆 = 𝒙𝑆
∗)  and generating samples from this estimation instead of the 

original solution of independent generation. This does however come with the caveat that the 

proper distribution for the estimation is found, and the authors propose four different 

distributions: 

- Multivariate Gaussian 

- Gaussian Copula 

- Empirical conditional 

- A combined approach 

The mathematics behind these distributions are, however, beyond the scope of this thesis. For 

those interested, we highly recommend reading the work of Aas, Jullum & Løland (2021), as 

it provides a great insight into the topic of Shapley values and the kernel SHAP and their 

extension to incorporate dependant variables. We will discuss which distribution is most 

applicable to our data in section 4.3.3. 
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4. Modelling  

Before we could start applying the Shapley framework to explain predictions; we needed to 

decide whether to use a pre-existing machine learning model or train a new one. The GDPR 

affects all aspects of the machine learning process. A new model will be trained to ensure full 

compliance and avoid uncertainty surrounding older models in relation to GDPR 

requirements. This section will present our data, highlight the feature selection process, 

provide descriptive statistics, and highlight the implications the GDPR has on the process of 

building a machine learning model.  

4.1 Introduction of the data 

Our data was obtained through the debt collector Intrum, formerly known as Lindorff. The 

complete dataset contains information regarding debt collection activities. It includes 

information about the subject in question, their monetary situation, prior debt collection 

history, and the outcome of the debt collection activity in question.  All data that could be used 

to identify a specific subject has been either removed or anonymised, and all data were 

collected simultaneously from the database of the data supplier. Due to the removal of several 

features in the original dataset as a part of the data treatment process, section 4.3.3 will further 

explain the remaining data. 

The European Commission released a statement concerning high-risk AI systems, where AI 

systems regarding essential services, such as debt collection, are specifically mentioned. These 

systems will be subject to a higher standard and must abide by all requirements before being 

deployed. Failure to comply will result in the AI system being banned, and any use of said AI 

system would be regarded as illegal. If Shapley values can abide by the strict requirements set 

upon high-risk systems, it can be argued that, by extension, Shapley values can be applied to 

systems defined as “limited & minimal risk” (European Commission, 2021) as well. 
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4.2 Data treatment 

4.2.1 Result variable 

The model trained for the purpose of this thesis aims to predict the probability of the feature 

Full payment. This is a binary feature that takes the value one if, and only if, the instance of 

debt collection was paid in full. The feature would take the value of zero if the subject paid 

the debt collection partly or not at all. As the data contained more than one possible result 

feature, several features had to be removed from the dataset due to a direct correlation with 

the chosen response variable. 

4.2.2 Missing values 

Although the data provided to us from Intrum was, for the most part, complete, there were 

some problems related to the migration of the data from the data providers internal network to 

our possession. This resulted in missing values in more than 74.000 different entries. Intrum 

confirmed that a large part of the missing values was a by-product of differences between their 

internal language and R. These missing values were intended to be zero and could safely be 

replaced. 

GDPR Article 4(4) defines profiling as: “processing of personal data consisting of the use of 

personal data to evaluate certain personal aspects relating to a natural person”. By this 

definition, our model and the intended use must be regarded as profiling, which entails specific 

requirements. GDPR Recital (71)(6) states that: 

“the controller should use appropriate mathematical or statistical procedures for the 

profiling, implement technical and organisational measures appropriate to ensure, in 

particular, that factors which result in inaccuracies in personal data are corrected and 

the risk of errors is minimised” ( EU General Data Protection Regulation (GDPR), 

Regulation (EU) 2016/679,  Recital 71).  
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One way of dealing with the remaining missing values is to delete these entries from our data. 

However, this method results in the loss of information (Kumar, 2020) and, if applied when 

values are missing for the wrong reasons, may introduce bias into the model (Swalin, 2018). 

A common approach to avoid deleting rows containing missing data is to perform feature 

imputation, replacing missing values with substituted ones. We argue that there is a non-zero 

possibility that introducing substituted values for individuals with missing values will 

introduce, rather than correct, inaccuracies. The substituted values may also falsely represent 

the subject and could lead to conclusions derived from inaccurate information. Feature 

imputation is therefore considered non-compliant with GDPR in our opinion. When observing 

the non-distributed gain before and after removing the remaining rows containing missing 

values, there is a change of 0.17%. Therefore, we argue that removing rows containing missing 

values has not introduced a significant amount of bias and is an acceptable way of treating the 

missing values while complying with GDPR Recital (71). 

4.2.3 GDPR demands 

In correlation with the dataset provided, the GDPR provides a requirement of data 

minimisation. This is done through Articles 5(1)c, which states data should be:  

“adequate, relevant and limited to what is necessary in relation to the purposes for which 

they are processed” (EU General Data Protection Regulation (GDPR), Regulation (EU) 

2016/679, Article 5) 

and is further expanded upon in Article 25(2): 

“The controller shall implement appropriate technical and organisational measures for 

ensuring that, by default, only personal data which are necessary for each specific 

purpose of the processing are processed. That obligation applies to the amount of 

personal data collected, the extent of their processing, the period of their storage and 

their accessibility.” (EU General Data Protection Regulation (GDPR), Regulation (EU) 

2016/679, Article 25) 
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Before building a model, what constitutes relevant or necessary data can be challenging to 

determine. Fraser, Ohno-Machado & Ohrn (1998) found that removing redundant data had no 

significant effect on classification performance. Therefore, we argue that redundant data must 

be considered irrelevant or unnecessary for our model. Multicollinearity exists when two or 

more assumed independent variables correlate (Khanna, 2020), indicating that they portray 

the same information. It is possible to argue that correlated variables provide diminishing 

amounts of new information, deeming all but one of the collinear variables irrelevant or 

unnecessary according to the GDPR. One way to identify collinearity within datasets is by 

utilising the variance inflation factor. The variance inflation factor assigns each variable a 

collinearity score, where scores above five are deemed to be above acceptable levels 

(Bhandari, 2020). We applied the variable inflation factor on a linear regression that utilised 

all available features in our dataset, identifying and removing the feature with the highest 

inflation factor. This process was repeated until no features displayed an inflation factor above 

acceptable levels.   

4.3 Machine learning model 

4.3.1 Choice of model 

The model type trained for this thesis was an XGBoost model (Chen & Guestrin, XGBoost: A 

Scalable Tree Boosting System, 2016). The reasons behind this were twofold, both rooted in 

demands put forth in Recital (71). As specified in subsection (6), the controller is responsible 

for ensuring that the risk of error is minimised. As highlighted by Vishal Morde (2019), current 

data science leader at Apple, in Figure 1 below, XGBoost performs better than other common 

machine learning models. Due to the low training times of the model, we are also able to 

process more data in less time. This property of XGBoost facilitates the possibility of reducing 

variance and enhancing the predictive performance of our model (Chawla, 2020) and 

consequently reducing error.   
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Figure 1 - XGBoost classification results 

However, larger pools of data also facilitate more significant chances of overfitting the model. 

Therefore, several hyperparameters were introduced and tuned with this in mind. The 

parameters presented in Table 1 were chosen after testing different hyperparameter values 

during the cross-validation process. The explanations below were sourced from Chen et al. 

(2021).    

Table 1 - List of XGBoost Hyperparameters 

 

  

Parameter Chosen value Explanation

ETA 0.001

Controls the learner rate of the model. Is on a 

range from 0 to 1, lower values makes the 

boosting process more conservative, but more 

robust again overfitting

Evaluation metric AUC

Evaluation metric for the XGBoost model. The 

model uses AUC as the criterion for 

optimisation.

Early stopping rounds 20
Will stop the model if the evaluation metric does 

not improve for 20 rounds.

Objective binary:logistic

Specifies the learning task. Binary:logistic 

implies logistic regression for binary 

classification and outputs probability.

Number of rounds 10000 Maximium number of boosting iterations

Number of folds 5 Number of cross-validation folds
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A low learner rate was chosen to utilise the speed of the model and the large dataset 

provided by Intrum. The evaluation metric was set to AUC for its properties in 

distinguishing between classes (Bhandari, 2020). The hyperparameter early stopping rounds 

is specified to avoid overfitting. If the model does not improve for 20 consecutive iterations, 

XGBoost reverts to the iteration with the best AUC. As probabilities of a binary outcome 

were the desired outcome of this model, the objective binary: logistic was chosen. In tandem 

with the low ETA and the fast nature of XGBoost, the model utilises 10.000 iterations.  

4.3.2 Initial model 

By utilising the hyperparameters in Table 1, the trained model obtained a training set AUC of 

93.3% and a testing set AUC of 90.6%. The result of the cross-validation process can be seen 

in Figure 2 below: 

 

Figure 2 - Initial model AUC performance1 

 

1 We would like to comment on the choice of colour in our thesis. Wherever distinguishing between colours is relevant, we 

have opted for a colour palette that is distinguishable for all peoples, also those affected by varying degrees of colour 

blindness. 
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When inspecting Figure 2, iterations above 6.000 offer diminishing increases to the AUC, but 

the early stopping rounds argument did not come into effect. This indicates the possibility of 

performing additional iterations before overfitting. Still, due to the flat nature of the AUC, we 

argue that the increased computational time added by additional iterations does not warrant a 

minor increase in AUC performance.  

As presented in the literature review, the model will also be evaluated using the Matthews 

Correlation Coefficient and accuracy. The Matthews Correlation Coefficient will be 

normalised (
𝑀𝐶𝐶 +1

2
) to fit a scale of zero to one, to make the interpretation more intuitive. 

Values of 0.5 will then indicate the same predictive power as filliping a coin, one indicating a 

perfect model and zero the opposite. Due to the model producing probabilities as output, there 

was a need to define a threshold for binary classification. To comply with GDPR Recital 

(71)(6) and minimise the risk of error, the optimal threshold was calculated to be 52% by 

iterating through all possible integer thresholds between one and one hundred. The optimal 

threshold produced a normalised Matthews Correlation Coefficient of 0.82 and an accuracy of 

82.83%. The GDPR does not explicitly define requirements for the overall performance of 

machine learning predictions. Still, we argue that the results in AUC, normalised Matthews 

Correlation Coefficient and accuracy produced by the model abides by GDPR Recital (71)(6). 

As explained in section 3.2 regarding Kernel Shap, some features have smaller weights than 

others due to Shapley values being a weighted least square problem. GDPR Articles 13-15, 

presented in the literature review, defined the right of the subject to be presented with 

meaningful information. Presenting the subject with 69 different features can exceed the 

amount of information a subject can reasonably be expected to comprehend. We, therefore, 

argue that a feature importance analysis is required to discern which features constitute 

meaningful information. Such an analysis causes implications with GDPR Articles 5(1)c and 

25(2). Features that do not contribute meaningful information are challenging to describe as 

relevant or necessary and should be removed. 

  



25 

To investigate the feature importance within the model, we employed absolute Shapley values 

calculated using Kernel SHAP (Lee & Lundberg, 2017). The absolute Shapley value 

represents the importance of a feature, where the most important features obtain the highest 

values (Molnar C. , 2021). To obtain the global importance, we took the average absolute 

values for all features and Table 2 below displays the nine features most important to the 

model. All features with an importance score of less than 0.15 were deemed too insignificant 

to provide meaningful information, no longer warranting their inclusion. As discussed above, 

these features cannot be seen as relevant or necessary and are removed from the dataset. This 

decision is further supported by evaluating the nine-feature model in section 4.3.4. 

 

Table 2 - Variable importance scores 

 

It is essential to distinguish between Kernel SHAP (Lee & Lundberg, 2017)and shapr (Aas, 

Jullum, & Løland, 2021). While shapr is working with transformed probabilities, Kernel 

SHAP uses margins. Lundberg (2018) detailed this problem in his GitHub repository, where 

he states that all models of the original Kernel SHAP will utilise log-odds during calculations. 

Therefore, the output of importance is not applicable to understanding feature effects. The 

intuition is still easily understood where higher values indicate increased importance. We 

argue that diverging from the Shapley value approach to introduce other means of calculating 

feature importance would cause more confusion for the average subject and that Shapley 

values alone allow the subject to understand “the logic involved” as stated in GDPR Articles 

13-15. 

  

Variable Importance score

2 Years from extraction 1.08

Principal balance 0.31

Percentage without legal process 0.27

New Fee 0.25

Multiple cases same creidtor 0.24

Income 0.22

Payment remarks 0.17

Outstanding balance monitored 0.17

Deposit last 6 months 0.15
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4.3.3 Descriptive statistics  

As a result of thorough data cleansing, we have obtained a GDPR compliant dataset. This 

section will further examine this data to learn more about its features. We will start by 

explaining the nine features present in the model, seen in Table 3. All monetary variables have 

been normalised to represent the number of standard deviations they diverge from the mean 

value to minimise the risk of differing scales creating bias in the data (Lakshmanan, 2019). 

Table 3 - Variable descriptions 

 

  

Variable Description

2 years from extraction
A binary varaible that indicates if the case was  more than 

two years from the extraction date

Principal balance
The total principal balance the subject owes across all 

current debt collection cases 

Percentage without

legal process
The fraction of previous cases related to the subject that 

were concluded without the use of legal process

New Fee
Fees handed to the subject in other cases prior to the 

extraction date

Multiple cases same creditor
The number debt collection cases to the 

same creditor of the same type (i.e. credit card debt)

Income
The last available income registered to the subject on the 

extraction date

Payment remarks Number of  payment remarks registered to the subject 

Outstanding balance

monitoring
Outsanding balance on insolvent demands at time of 

extraction

Deposit last 6 months
A binary variable that indicates if the subject has made a 

deposit on the debt collection in the last six months

Full Payment
A binary feature that takes the value one if, and only if, 

the instance of debt collection was paid in full
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As mentioned in section 3.3, the Kernel SHAP extension is only required if dependencies exist 

within the initially assumed independent variables. To explore this, we plotted a correlation 

matrix of the features present in the nine-feature dataset in Figure 3. 

 

 

                                    Figure 3 - Nine-feature correlation matrix 
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By analysing the figure above, the highest cases of correlation are observed between the 

features New Fee & Payment remarks and New Fee & Outstanding balance monitored. The 

only instance of total feature independence is observed between New Fee and Income. The 

consensus regarding correlation in the data aligns with the opinion of Aas, Jullum & Løland 

(2021) that the assumption of feature independence taken by Lee and Lundberg (2017) does 

not accurately portray the real world. The extension of Kernel SHAP is therefore warranted 

when working with this data. To understand which feature distribution is most fitting for our 

data, we must inspect the histograms of all nine features. As explained earlier, the Kernel 

SHAP extension can choose from four distributions: Gaussian, Gaussian Copula, empirical 

and a combined approach. Figure 4 shows the nine feature distributions. The feature 

distributions show clear signs of not resembling a standard Gaussian distribution. The 

existence of two binary features further supports this. Both the Gaussian and Gaussian copula 

methods are therefore not applicable to our data, and to ensure the best results, the model will 

use the empirical approach. 

 

Figure 4 - Feature distribution2  

 

2 In figure 4, the most extreme outliers were omitted to produce more legible plots. 
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Another key aspect of descriptive statistics is the non-distributed gain within the dataset. As 

explained in the section regarding Shapley values, the non-distributed gain is the predicted 

outcome before any feature values are considered. By observing the mean of the feature Full 

Payment, we find a 54.7% chance that any given subject will pay their debt in full.   

Table 4 - Summary statistics 

 

We would also like to draw attention to the max values within the dataset. As GDPR Recital 

(71)(6) states, it is the job of the controller to ensure minimal amounts of error in the data. 

Outliers are a part of the real world and removing said outliers could introduce error by training 

a model under the assumption that no subject has extreme feature values. Due to high 

maximum values, we suspect that outliers may interfere with the summary statistics. We, 

therefore, compute the trimmed mean of features, trimming ten per cent from each end. The 

average subject has a noticeable reduction in all features excluding Deposit last 6 months and 

Full Payment. This indicates that the ten per cent trimmed from the high end of features values 

had a more significant impact on mean values, highlighting that outliers stem from having 

substantially higher, not lower, feature values.   

 

 

  

Variable Mean Trimmed mean SD Min 1. QT (25%) 3. QT (75%) MAX

2 Years from extraction 0.213 0.140 0.409 0 0 0 1

Principal balance 0 -0.144 1 -0.241 -0.233 -0.053 185.128

Percentage without legel process 55.603 57.129 30.214 0 33 80 100

New Fee 0 -0.227 1 -0.486 -0.486 0.054 23.746

Multiple cases same creditor 0.919 0.368 3 0 0 1 104

Income 0.00 -0.093 1 -0.703 -0.398 0.205 125.727

Payment remarks 4.615 2.935 7.415 0 0 6 100

Outstanding balance monitored 0 -0.152 1 -0.200 -0.192 -0.155 150.732

Deposit last 6 months 0.546 0.556 0.498 0 0 1 1

Full payment 0.547 0.558 0.498 0 0 1 1
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4.3.4 Nine-feature model 

Due to the requirements set forth by GDPR Article 5(1)c and 25(2) in combination with the 

requirements specified in GDPR Recital (71), there is a trade-off between the amount of data 

employed and the predictive power of the model. By reducing the original dataset to nine 

features, we argue that all features are critical to the model and contain meaningful 

information. The final step of our modelling process is to secure that the predictive power still 

satisfies the "minimisation of error" requirement described in GDPR Recital (71). This model 

will be trained using the same hyperparameters as shown in Table 1. 

When reviewing the cross-validated AUC in Figure 5, there is an expected drop, where the 

new model produces a test AUC of 88.8%. By removing 60 features, the test-AUC is reduced 

by less than two per cent, further strengthening our assumption that the initial 69 feature model 

contained non-relevant and unnecessary data. The test-AUC appears to flatten out at 

approximately 4.000 iterations. Still, there is no reason to believe overfitting has occurred, as 

the early stopping rounds argument does not stop the model early. The new optimal threshold 

for classification is at 51% probability, which produces a normalised Matthews Correlation 

Coefficient of 0.80, with an accuracy of 80.67%. Although the results in all three categories 

are slightly weaker than the model trained on all 69 features, we argue that the demands to 

minimise the risk of error, set forth by GDPR Recital (71), are still met.  

 

Figure 5 - Nine-feature AUC performance 



31 

5. Results  

As proven by the evaluation above, the nine-feature model performs to a satisfactory level. 

Based on the model evaluation we can confidently trust the estimated Shapley values and their 

effect on the prediction outcome. We will be using the R-package shapr (Jullum, et al., 2021) 

to compute Shapley values for local interpretations and the package SHAPforxgboost (Liu, 

2019) in tandem with shapr when computing the global interpretations.  

5.1 Local interpretation 

Before computing local interpretations by means of shapr, some additional actions need to be 

performed. As discussed in the literature review, interpretable machine learning can be 

performed using model-specific or model agnostic methods. Shapley values for prediction 

explanation were created as a uniform way of explaining model output and is thus a model 

agnostic explanation method. Therefore, we need to create an explainer object, normalising 

the explanation output and enabling the utilisation of model agnostic methods.  

The next step is to define the non-distributed gain in our model. As explained in section 3.1 

regarding Shapley Values, the non-distributed gain was defined as the prediction when no 

features are considered and equals the global mean prediction. For our nine-feature prediction 

model, the global mean equals 0.547 rounded to three decimals as shown in section 4.3.3. 

Finally, the distribution parameter needs to be specified. Referring to the feature distributions 

highlighted in Figure 4, we deemed it necessary to use the empirical approach due to the nature 

and distribution of our features. Below is the local explanation of a randomly picked subject 

within the testing set. 
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Figure 6 - Local explanation example 

As displayed, the subject is given a probability of paying the debt collector of 93.96%. The 

subject is predicted to pay their debt most likely. All feature values indicate a high willingness 

to pay, except multiple cases same creditor. The prior willingness of the debtor to pay without 

Intrum needing to use legal process and the age of the case contribute the most to this 

prediction. Without understanding the finer details of black-box machine learning models, the 

subject can visually inspect how their feature values impact the prediction outcome.  

5.2 Global interpretation 

In the plot above, the subject can visually inspect their prediction probability, and according 

to Michaels Correlation Coefficient and the model accuracy, the prediction should be trusted. 

However, is this enough to constitute the meaningful information referred to in GDPR Articles 

13-15? Intuition tells us that subjects would want to compare their prediction up against other 

similar predictions. 
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We then return to the absolute mean SHAP values used for feature importance to better gauge 

how the nine-feature model weights the different features when predicting the outcome on a 

global level.  

 

Figure 7 - Global feature importance 

The plot presented above in Figure 7 displays the feature importance of the nine-feature model. 

This time we have also plotted the SHAP value impact each feature has on a global scale. As 

in section 4.3.2, the variable importance was calculated using the Kernel SHAP (Lee & 

Lundberg, 2017) method and used log-odds instead of probabilities. Due to this, we cannot 

conclude how much each feature, on average, affects the model, but we can still gain a high-

level understanding of how feature values affect the prediction outcome. The plot shows 

different positive and negative value feature-values for the binary features 2 Years from 

extraction and Deposit last 6 months. Whereas having paid in the last six months indicates a 

positive SHAP value impact (meaning that the probability of the debt collector being paid 

increases), negative feature values show a distinct negative trend. Some features also display 

no clear sign as to what values constitute positive and negative impacts. Using purely overall 

global feature importance might not be a solution without exceptions to understand which 
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features are important to predictions. We suspect that the features, and their importance, are 

different for high and low probability predictions. 

To investigate our suspicion presented above, we will be sampling 25 random subjects from 

the predictions deemed not to pay and the predictions deemed to pay according to the optimal 

threshold found in 4.3.4 and analysing whether there are categorical differences in how the 

model predicts these two groups. We will be starting with the low probability predictions. 

5.2.1 Low probability predictions 

 

Figure 8 - Low probability feature importance 

Figure 8 - Low probability feature importanceillustrates how feature values along the y-axis 

have changed, both in value and in order of importance. The importance of the feature 2 Years 

from extraction has changed from 1.103 to 1.805, highlighting how the model emphasises this 

feature to a higher degree when predicting subjects that will not pay. The importance of 

Income has also shifted, now being weighed less than Outstanding balance monitored, New 

Fee and Deposit last 6 months in contrast to Figure 7. 
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As mentioned in section 3.1.2, computing Shapley values are a computationally expensive 

procedure and calculating Shapley values for tens of thousands of subjects to gauge how each 

feature on average affects the prediction is not feasible. However, it is possible to do this 

without needing too much computational power on the randomly selected sample of 25 

subjects. The result of mean Shapley values can be seen in the plot below. We observe that 2 

Years from extraction, on average, reduces the probability of a subject paying with over 17%, 

with Principal balance and New Fee reducing that probability further by roughly 12% 

combined. An interesting note to take away is that Income, despite being viewed almost twice 

as much as Payment remarks, contributes comparatively equal amounts to the average 

prediction.  

 

Figure 9 - Average Shapley values low probability predictions 
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5.2.2 High probability predictions 

 

Figure 10 - High probability feature importance 

Compared to the subjects predicted not to pay, the feature values of positive predictions appear 

mostly equal, with a few exceptions. The most obvious difference is the change in the 

importance of the feature 2 Years from extraction and the extremely one-sided distribution for 

positive predictions. From having feature importance of 1.003 in global importance, 1.805 for 

low probability predictions, and 0.626 for high probability predictions, this feature interacts 

very differently for positive and negative predictions. Income is for high probability 

predictions weighted the same as the global feature importance. This is distinctly different 

from the low probability predictions, with a feature importance value more than doubled from 

0.203 for low probability to 0.313 for high probability predictions. 

When computing the Shapley values and taking the mean for the 25 randomly selected subjects 

with positive predictions, we can observe distinct differences in Shapley values for several 

features. By looking only at 2 Years from extraction, the average Shapley value has had a net 

change on the predicted probability of almost 30%. Whether the subject has made a deposit in 

the last six months and the fraction of cases not requiring legal process round out the three 

most influential features.  
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Figure 11 - Average Shapley values high probability predictions 

It has become clear from comparing the explanations of positive and negative predictions 

regarding feature importance and feature contribution that there are differences in how the 

model predicts low probability and high probability outcomes. This supports our suspicion 

and highlights the need for producing two distinct global explanations to enable subjects to 

compare and understand their own predicted probability in comparison to others. 
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6. Discussion 

Neither machine learning nor AI is explicitly mentioned in the GDPR. Still, some articles can 

be interpreted with broad or ambiguous wording, and multiple articles must be addressed for 

the model and the explanation to be compliant. The implication of the GDPR on AI and 

machine learning has been discussed and interpreted by the European Parliament Research 

Service (EPRS). They delve deeper into how AI under the GDPR can still be permitted. Their 

interpretation will create the basis for which we analyse the compliance of our model and 

Shapley values in regards to the appropriate GDPR articles.  

One major aspect of the GDPR is the safety of the subject and their data. This is true for all 

stages of the machine learning process, especially when storing or collecting data. This thesis 

and discussion take for granted that the data provided to us is collected and stored correctly to 

comply with the GDPR. 

6.1.1 Consent 

While it is assumed that all data provided for this thesis was collected and stored with proper 

consent, it is important to specify that according to the GDPR Article 4(11): 

“'consent' of the data subject means any freely given, specific, informed and 

unambiguous indication of the data subject's wishes by which he or she, by a statement 

or by a clear affirmative action, signifies agreement to the processing of personal data 

relating to him or her;” (EU General Data Protection Regulation (GDPR), Regulation 

(EU) 2016/679, Article 4(11)) 

Recital (32) further explains the scope of consent: 

"Consent should cover all processing activities carried out for the same purpose or 

purposes. When the processing has multiple purposes, consent should be given for all 

of them” (EU General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, 

Recital (32)). 
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In regard to our thesis, this could be interpreted in such a way that the debt collector needs 

explicit and separate consent from the subject to collect, store and process their data.  

There are multiple criticisms regarding the definitions of consent, but there are three main 

issues that must be discussed regarding machine learning models and AI. Issue number one is 

the specificity of the consent. By the former definition, there needs to be a separate consent 

for each specific data usage. This issue is, however, partly solved through Recital (33), which 

states: 

- “It is often not possible to fully identify the purpose of personal data processing for 

scientific research purposes at the time of data collection. Therefore, data subjects 

should be allowed to give their consent to certain areas of scientific research when in 

keeping with recognised ethical standards for scientific research. Data subjects should 

have the opportunity to give their consent only to certain areas of research or parts of 

research projects to the extent allowed by the intended purpose“ (EU General Data 

Protection Regulation (GDPR), Regulation (EU) 2016/679, Recital (33)). 

Recital (33) does, however, specify that this consent within an area is only regarding 

“scientific research purposes”. Recital (159) further explains that: 

”scientific research purposes should be interpreted in a broad manner including for 

example technological development and demonstration, fundamental research, applied 

research and privately funded research. In addition, it should take into account the 

Union’s objective under Article 179(1) TFEU of achieving a European Research Area” 

(EU General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, Recital 

(159)). 

Based on this interpretation, it is hard to argue that building a machine learning model in the 

field of debt collection and including the data of the subject within a training set could be 

considered “scientific research”. This is also true for employing said model on personal data 

regarding a subject, which would require separate, explicit consent for both actions. 
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Issue number two regards the granularity of the consent. This is explained in GDPR Recital 

(43), which states:  

“Consent is presumed not to be freely given if it does not allow separate consent to be 

given to different personal data processing operations despite it being appropriate in 

the individual case” (EU General Data Protection Regulation (GDPR), Regulation 

(EU) 2016/679, Recital (43)). 

Regarding AI and machine learning, this can be interpreted in such a way that consent to one 

form of data processing does not necessarily enable the data to be used for other purposes. For 

this thesis, such an interpretation would mean that if a subject gives consent to be reviewed by 

our model, it would not automatically be acceptable to utilise the data in another application. 

It could be argued that this also entails the data not being included in the training set. 

The final issue with consent is evaluating whether the consent was freely given. GDPR Recital 

(42) specifies that:  

“Consent should not be regarded as freely given if the data subject has no genuine or 

free choice or is unable to refuse or withdraw consent without detriment” (EU General 

Data Protection Regulation (GDPR), Regulation (EU) 2016/679, Recital (42). 

Furthermore, Recital (43) expands on this criterion with: 

“In order to ensure that consent is freely given, consent should not provide a valid legal 

ground for the processing of personal data in a specific case where there is a clear 

imbalance between the data subject and the controller, in particular where the 

controller is a public authority” (EU General Data Protection Regulation (GDPR), 

Regulation (EU) 2016/679, Recital (43)). 

Based on this, the debt collector would be unable to utilise force or nudging in any way to 

acquire consent. It is possible to argue that there exists a certain “imbalance between the data 

subject and the controller”. This could, in turn, entail that the standards for acceptable consent 

should be raised in order to further protect the subject. 
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Alternatives to consent 

Still, consent is not the only legal base available to allow personal data processing. GDPR 

Article 6(1) clarifies these options in more detail, and there are three main legal bases that can 

be called upon. GDPR Article 6(1)(a) is the aforementioned consent, GDPR Article 6(1)(b-e) 

describes different situations in which processing is a necessity, and GDPR Article 6(1)(f) 

details the legitimate interests pursued by the controller or by a third party.  

Article 6(1)(f) could be utilised when including data pertaining to a subject within a training 

set to build a model if the requirement “except where such interests are overridden by the 

interests or fundamental rights and freedoms of the data subject” (EU General Data Protection 

Regulation (GDPR), Regulation (EU) 2016/679, Article 6(1)(f)) is met. This would not be the 

case when utilising personal data as input since such an analysis might not be in the best 

interest of the subject. In these cases, GDPR Article 6(1)(a) must be applied, where consent 

and an option to opt-out would be needed (EPRS, 2020). 

6.1.2 Personal data 

Personal data is defined as: “information relating to an identified or identifiable natural person 

(“data subject”)” (EU General Data Protection Regulation (GDPR), Regulation (EU) 

2016/679, Article 4(1)). This definition is further extrapolated in Recital (26), where the 

problem of identifiability is addressed, where it states: “Personal data which have undergone 

pseudonymisation, which could be attributed to a natural person by the use of additional 

information should be considered to be information on an identifiable natural person”. (EU 

General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, Recital (26)). 

This definition was then commented on by the Court of Justice of the European Union and the 

Advocate General in Joint Cases C-141 and 372/12. (Y.S v Minister voor Immigratie, 2014) 

By their ruling, only the input data or the data concerning the subject as well as the conclusion 

of the analysis should be regarded as personal data. By this definition, it can be argued that 

Shapley values on individual subjects are not counted as “personal data”. However, this was 

later contradicted in Case C-434/16 (Peter Nowak v Data Protection Commissioner, 2017), 

where comments or the reasoning leading to the conclusion were regarded as personal data.  
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The Article 29 Working Party later corroborated the latter definition in both Opinion 4/2017 

with their broad definition of personal data and Opinion 216/679 where it was decided that in 

cases involving profiling, the subject has the right to access both the input data and the final 

or intermediate conclusions inferred from the input data (Working Party, 2018). Based on this, 

Shapley Values are to be regarded as personal data and should be handled appropriately. 

Profiling 

GDPR Article 4(2) defines profiling as:  

“'profiling means any form of automated processing of personal data consisting of the 

use of personal data to evaluate certain personal aspects relating to a natural person, in 

particular to analyse or predict aspects concerning that natural person's performance at 

work, economic situation, health, personal preferences, interests, reliability, behaviour, 

location or movements” (EU General Data Protection Regulation (GDPR), Regulation 

(EU) 2016/679, Article 4(2)).  

This definition can further be seen in the light of Article 29 Working Party, which dealt with 

issues related to the protection of privacy and personal data pre GDPR and their definition of 

profiling.  

“Broadly speaking, profiling means gathering information about an individual (or group of 

individuals) and evaluating their characteristics or behaviour patterns in order to place them 

into a certain category or group, in particular, to analyse and/or make predictions about, for 

example, their: 

-  ability to perform a task;  

- interests;  

- or likely behaviour.” (Working Party, 2018, p. 7) 

This definition of profiling is quite broad, but in connection with our model, it could be argued 

that it classifies people on the expected ability to pay their debt or the likely behaviour of 

paying or not paying their debt. Based on this definition, our model and its usage should be 

counted as profiling, and hence all the ramifications that this entails should be identified and 

taken into consideration.  
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In automated profiling based on a machine learning model, the model predicts based on a 

training set consisting of personal data from a large sample of people. On the other hand, the 

trained algorithmic model by itself does not contain personal data. Earlier, we concluded that 

Shapley values are to be regarded as personal data, but “The correlations embedded in the 

algorithmic model are not personal data, since they apply to all individuals sharing similar 

characteristics” (European Commision, 2018). This means that any global explainer such as 

Shapley values are not to be seen as personal data, while Shapley values on individual subjects 

are.  

When utilising an automated decision model within profiling the subject should be able to 

contest not only the decision based on this inference but also the inference itself. In our case, 

this would mean the debtor would not only be able to contest the decisions based on the result 

of the machine learning model but also the inference taken by the model. The one utilising the 

model or making decisions based on it should be able to demonstrate that the inference is 

reasonable (EPRS, 2020). For the inference to be regarded as reasonable, it should be upheld 

to three main standards:” 

- Acceptability: the input data (the predictors) for the inference should be normatively 

acceptable as a basis for inferences concerning individuals (e.g., to the exclusion of 

prohibited features, such as sexual orientation); 

 

- Relevance: the inferred information (the target) should be relevant to the purpose of 

the decision and normatively acceptable in that connection (e.g., ethnicity should not 

be inferred for the purpose of giving a loan). 

 

- Reliability: both input data, including the training set, and the methods to process them 

should be accurate and statistically reliable.” (EPRS, 2020, p. 41) 

There seem to be no issues when comparing these criteria to our model. In the training data 

there are no variables that could be regarded as “prohibited data”. In our opinion, all variables 

seem relevant for the model, further supported by the origin of our data. In the section detailing 

our modelling process, the choice of model and all subsequent steps were evaluated to ensure 

that the model is as reliable as possible while still being within reason for laypeople to 

understand.  
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6.1.3 Processing 

All processing of personal data is subject to GDPR Article 5(1)(a), which states: 

“processed lawfully, fairly and in a transparent manner in relation to the data subject 

(‘lawfulness, fairness and transparency’);” (EU General Data Protection Regulation 

(GDPR), Regulation (EU) 2016/679, Article 5) 

The criterion of transparency is further explained in GDPR Recital (58) which states that: 

“The principle of transparency requires that any information addressed to the public or 

to the data subject be concise, easily accessible and easy to understand, and that clear 

and plain language and, additionally, where appropriate, visualisation be used” (EU 

General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, Recital (58)). 

We have in this thesis focused on transparency in every choice when building the model. The 

transparency principle included in Article 5(1)(a) ensures that the subject should be completely 

aware of the processing of personal data and is further explained in GDPR Recital (39). The 

recital states that the subject should be made aware of all possible risks and conditions, 

including how to exercise their rights. To put it in context, the debt collector should, by this 

requirement, be able to deploy our model if they provide the subject with adequate information 

beforehand. 

Within the “fairly” principle stated in GDPR Article 5(1)(a), the European Parliament 

Research Service has distinguished between two separate notions of fairness. Firstly, 

information fairness is linked with transparency to secure the subject from being misinformed 

or misled about their own data. GDPR Recital (60) further explains that the controller should 

provide the subject with correct and enough information regarding the usage of profiling, to 

allow the subject to exercise their rights, and ensure GDPR compliance. 

The second notion of fairness is “Substantive fairness” and can, in theory, hinder the utilisation 

of the model and Shapley values within this thesis. Substantive fairness “concerns the fairness 

of the content of an automated inference or decision” (EPRS, 2020, p.45). Within GDPR 

Recital (71), it states: 
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“In order to ensure fair and transparent processing in respect of the data subject, taking 

into account the specific circumstances and context in which the personal data are 

processed, the controller should use appropriate mathematical or statistical procedures 

for the profiling, implement technical and organisational measures appropriate to 

ensure, in particular, that factors which result in inaccuracies in personal data are 

corrected and the risk of errors is minimised” (EU General Data Protection Regulation 

(GDPR), Regulation (EU) 2016/679, Recital (71)). 

In order to ensure fair procressing in our model we need to confirm that “factors which result 

in inaccuracies in personal data are corrected and the risk of errors is minimised”. 

Estimation tolerance 

Earlier, we concluded that Shapley values on the individual subject are to be regarded as 

personal data. Because Shapley values, by nature, are estimated, it raises an issue regarding 

the accuracy and error in said estimation. A possible counterargument is found in the Kernel 

SHAP results laid forward by Lee and Lundberg (2017), where they show that their 

estimations of Shapley values are robust. The GDPR was created to ensure the rights of the 

individual subject, and it is possible to view the word error in connection with the subject 

being misinformed. When the Shapley values are estimated, there is a possibility of error, and 

if the subject bases their decision on whether to exercise their rights on wrongful information, 

it can be regarded as “unfair”.  

There is clearly a discussion to be had on the acceptable usage of Shapley values depending 

on the interpretation of the word error and the expected accuracy of such explainers. It is 

possible to interpret Recital (71) in such a way that only the model itself is affected. “The 

controller should use appropriate mathematical or statistical procedures for the profiling” 

(GDPR Recital (71)), can be interpreted to where the profiling itself is the main part that needs 

to be secured from errors. An XGBoost model is, as shown in Figure 1, one of the best machine 

learning models for classification, and the model itself is not affected by the problem of 

estimation. By optimising this model, it could be argued that the factors that result in 

inaccuracies in personal data, which in our case are the individual Shapley values, are 

corrected, and the risk of errors is minimised. Depending on the interpretation and the weight 

laid on Shapley values being estimated, it can hinder its usage according to GDPR guidelines. 
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6.1.4 The right to be informed 

In situations where data on a subject will be processed, GDPR Article 13 and GDPR Article 

14 secure the right to information for the subject when the data is either collected from the 

subject themself or a third party, respectively. GDPR Article 13(2)(b-c) and GDPR Article 

14(2)(c-d) in regards to our model, secure the rights of the subject to be informed about and 

object to processing. This is also true in cases where consent has been provided, as the subject 

is allowed to withdraw consent at any time as stated in GDPR Article 7(3). This must also be 

seen in connection with GDPR Article 15, which secures “the right to access” during the 

analysis process.  

Automated decision-making 

In connection with machine learning and automated decisions, the most applicable paragraphs 

are GPDR Article 13(2)(f), GDPR Article 14(2)(g) and Article 15(1)(h), which state that the 

subject should be provided with the following information: 

“the existence of automated decision-making, including profiling, referred to in Article 

22(1) and (4) and, at least in those cases, meaningful information about the logic 

involved, as well as the significance and the envisaged consequences of such 

processing for the data subject.” (EU General Data Protection Regulation (GDPR), 

Regulation (EU) 2016/679) 

What constitutes meaningful information must be seen from the perspective of the subject, as 

explained in the literature review. This is also true for the explainability of a model, as 

explainability most often helps secure the rights of the subject. The European Parliamentary 

Research Service brings forth the idea of ex-ante and ex-post explainability. These are not 

explicitly stated in the GDPR, but they are brought forth as the “core of current research on 

explainability” (EPRS, 2020, p.54).  
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Different approaches to explainability 

One approach to explainability is the social aspect, where explainability is focused and tailored 

to the subject. This also supports the notion that the GDPR and meaningful information should 

be interpreted in relation to the subject and their perspective. Social scientists focus on making 

the explanations understandable for laypeople and introduce four ideas they believe to be 

critical. These include: 

“Contrastive explanation: specifying what input values made a difference, 

determining the adoption of a certain decision (e.g., refusing a loan) rather than 

possible alternatives (granting the loan); 

Selective explanation: focusing on those factors that are most relevant according to 

human judgement; 

Causal explanation: focusing on causes, rather than on merely statistical correlations 

(e.g., a refusal of a loan can be causally explained by the financial situation of the 

applicant, not by the kind of Facebook activity that is common for unreliable 

borrowers); 

Social explanation: adopting an interactive and conversational approach in which 

information is tailored according to the recipient's beliefs and comprehension 

capacities” (EPRS, 2020, p. 55). 

In theory, the implementation of Shapley values accompanied with text explanation should 

fulfil all these ideas in an ex-post explanation. Shapley values by themselves or a plot such as 

in Figure 6 might not be interpretable to a layperson, but the inclusion of an explanation 

regarding the basic idea should make the explanation sufficient. 

On the other hand, computer scientists bring forth three other aspects with a more technical 

and ex-ante focus. These are (1) model explanation, which focus on the explanation of the 

model and the logic of the opaque system involved. (2) Model inspection focuses on the ability 

to inspect the properties of the opaque model where the patterns or sensitivity involved is 

represented. (3) Outcome explanation, where the outcome of the model is explained in terms 

of the choices that led to the exact outcome, which could include the specification on which 

input value fell below a threshold or similar (EPRS, 2020, p. 54-55). 
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Depending on the interpretation, these explanations could be fulfilled with the correct 

utilisation of Shapley values. Still, as the European Parliamentary Research Service states, 

these explanations are “intended for technological experts and assume ample access to the 

system being explained” (EPRS, 2020, p. 55). This would contradict the idea that the 

explanations should be understandable and aimed towards the subject themselves, and hence 

they are not directly analysed in this thesis.  

All the ideas for explainable AI and machine learning stated above are, as already mentioned, 

not included in the GDPR itself. Still, their inclusion in the report by the European 

Parliamentary Research Service indicates that they might be important for the interpretation 

of the GDPR or serve as guidelines for future additions made to the GDPR. 

Decision-based modelling 

The most significant piece in determining if our model explained with Shapley values can be 

regarded as legal and in compliance with the GDPR is GDPR Article 22. GDPR Article 22(1) 

states: 

“The data subject shall have the right not to be subject to a decision based solely on 

automated processing, including profiling, which produces legal effects concerning 

him or her or similarly significantly affects him or her” (EU General Data Protection 

Regulation (GDPR), Regulation (EU) 2016/679, Article 22). 

This paragraph should not be interpreted as a right for the subject but rather as a constraint on 

the processing part. Within this paragraph, there are four conditions that are all required for 

the application of Article 22. 

1. A decision has to have been taken 

2. The decision is based solely on automated processing 

3. The automated processing must include profiling 

4. The decision must have legal or significant effect (EPRS, 2020) 

The first condition is met by utilising the model to decide which subjects are pursued, and 

which subjects show no indication of being profitable. The third condition is also met through 

the definition of profiling, as explained earlier. 
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The second and fourth conditions are not necessarily as straightforward. The second 

requirement depends entirely on how the debt collector utilises our model. If the model and 

its results are only used as a guiding tool for the debt collector and the final decision is made 

by a person, this condition is not met. This human involvement and its degree are further 

specified in Working Party 251/2017, and it states: 

“To qualify as human involvement, the controller must ensure that any oversight of the 

decision is meaningful, rather than just a token gesture. It should be carried out by 

someone who has the authority and competence to change the decision” (Working 

Party, 2018). 

In connection with our model, it is entirely possible for the debt collector to employ the model 

in such a way that meets this requirement. Condition four can also be seen as met, based on 

the fact that a debt collector has multiple means to collect on the money that the subject owes. 

These means, such as disbursements in either housing or wages, or forced sale of a house or 

vehicle, can for many be seen as a decision with “significant effect”. In GDPR Recital (71), 

there are explicit examples mentioned: 

“such as automatic refusal of an online credit application or e-recruiting practices 

without any human intervention” (EU General Data Protection Regulation (GDPR), 

Regulation (EU) 2016/679, Recital (71)). 

These examples fall in line with the means available to the debt collector. However, we believe 

it might be possible to combine conditions two and four to optimise the utilisation of the model 

depending on the interpretation of the article. For example, if the model is utilised and the 

resulting prediction states that the chance of full payment is negligible, the effect of applying 

the aforementioned means are equally negligible and advised against. If none of the means are 

deployed, it can hardly be seen as a “significant effect” on the subject, and for these subjects, 

the decision can be automated since the fourth condition is not met. On the other hand, for the 

subjects that require possible additional actions from the part of the debt collector, the model 

can be used as guidance. The debt collector would then review the individual case in order for 

the decision to not be solely based on an automated process, thereby not satisfying condition 

number two. This approach can partly automate the debt collection process and cut down on 

total processing time. We would however like to emphasize that such an approach would need 



50 

to be further investigated by the proper authorities to ensure that the rights of the subject are 

being protected. 

The constraint stated in GDPR Article 22(1) does not necessarily stop all usage of automated 

decision models and can be waivered if any of the requirements stated in GDPR Article 22(2) 

is present. 

“a) is necessary for entering into, or performance of, a contract between the data subject 

and a data controller; 

b) is authorised by Union or Member State law to which the controller is subject and 

which also lays down suitable measures to safeguard the data subject’s rights and 

freedoms and legitimate interests; or 

c) is based on the data subject’s explicit consent.” (EU General Data Protection 

Regulation (GDPR), Regulation (EU) 2016/679, Article 22(2)) 

Depending on the existence of a contract between the debt collector and the debtor, it could 

be possible to employ point a), but this would also require the use to be “necessary”. If there 

is a large number of cases to be reviewed, it could be categorised as necessary to reduce time, 

cost or the existence of bias introduced by a human reviewer. In most cases, point c) and 

consent would be necessary if others were not specified. 

The rights of the subject 

GDPR Article 22(3) next explicitly mentions Article 22(2) a) and c), and in these cases, there 

is a significant requirement for the security of the rights and freedoms of the subject. It is also 

specified: 

“at least the right to obtain human intervention on the part of the controller, to express 

his or her point of view and to contest the decision” (EU General Data Protection 

Regulation (GDPR), Regulation (EU) 2016/679, Article 22(3)) 

This would mean that if the debt collector employed the model, they would have to secure the 

ability of the subject to understand the results and contest the inference of the model, including 

the decisions based on these inferences as explained earlier. 
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GDPR Article 22(4) sets another criterion that the model shall not include, or the decision be 

based on “special data categories of personal data”. These categories are specified in GDPR 

Article 9(1): 

“Processing of personal data revealing racial or ethnic origin, political opinions, 

religious or philosophical beliefs, or trade union membership, and the processing of 

genetic data, biometric data for the purpose of uniquely identifying a natural person, 

data concerning health or data concerning a natural person’s sex life or sexual 

orientation shall be prohibited” (EU General Data Protection Regulation (GDPR), 

Regulation (EU) 2016/679, Article 9). 

When reviewing the explainer variables included in our model, there is no need to utilise 

GDPR Article 22(4) since none of the variables seems to be connected to the data categories 

mentioned above. However, it can be argued that the inclusion of Income in the dataset can 

lead to a discriminatory or biased training set. This is due to some areas having a higher 

average earning and that immigrants or women earn less in the general population (Statistisk 

Sentralbyrå, 2020b) (Statistisk Sentralbyrå, 2020a). If the dataset were to be proven biased, it 

is possible to doubt the safeguarding of “the data subject’s rights and freedoms and legitimate 

interests” (EU General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, 

Article 22(3)). If this were proven to be accurate it is possible to argue against the model being 

employed. 

Requirments of explainability 

To secure the legitimate interest of the subject and the ability to contest any decision based on 

meaningful information in the eyes of the subject, as specified in GDPR Article 13-15, the 

European Parliamentary Research Service brings forth the question of explainability. Their 

analysis combines GDPR Articles 13, 14 and 15 with GDPR Article 22 and GDPR Recital 

(71). By combining these references, they interpret the requirements of  

(1) “meaningful information about the logic involved, as well as the significance and 

the envisaged consequences of such processing for the data subject” (EU General Data 

Protection Regulation (GDPR), Regulation (EU) 2016/679, Article 13-15), 
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(2) “the right to obtain human intervention on the part of the controller, to express his 

or her point of view and to contest the decision” (EU General Data Protection 

Regulation (GDPR), Regulation (EU) 2016/679 Article 22) and  

(3) the right “to obtain an explanation of the decision reached after such assessment 

and to challenge the decision” (EU General Data Protection Regulation (GDPR), 

Regulation (EU) 2016/679, Recital (71)). 

These requirements are further reviewed into a list of nine possible requirements for 

explainability: 

“1. information on the existence of profiling, i.e., on the fact that the data subject will 

be profiled or is already being profiled;  

2. general information on the purposes of the profiling and decision-making;  

3. general information on the kind of approach and technology that is adopted;  

4. general information on what inputs factors (predictors) and outcomes 

(targets/predictions), of what categories are being considered;  

5. general information on the relative importance of such input factors in determining 

the outcomes; 

6. specific information on what data have been collected about the data subject and 

used for profiling him or her;  

7. specific information on what values for the features of the data subject determined 

the outcome concerning him or her;  

8. specific information on what data have been inferred about the data subject;  

9. specific information on the inference process through which certain values for the 

features of the data subject have determined a certain outcome concerning him or her” 

(EPRS, 2020, p. 64-65) 

They clarify that due to the different ways automated decision models can be implemented, it 

is hard to specify exact “fit-all” requirements. However, we will try to review our model within 

these requirements based on their interpretation of the GDPR. 
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Requirements 1-5 are regarded as explanations demanded before or ex-ante of the processing 

of data concerning the subject. (1) The debt collector must ensure that the subject understands 

that they are being profiled based on the data provided. (2) The debt collector must also explain 

the purpose of said profiling and the possible effects such processing can have on the decision. 

Requirement (3) is more challenging to interpret, but it is possible to understand it in such a 

way that a layman explanation of XGBoost and machine learning, in general, is required. 

Again, The European Parliamentary Research Service brings up the example of explaining 

that the model “may be inappropriate or lead to errors and biases” (EPRS, 2020, p. 65). This 

could mean that the debt collector would have to explain possible biases or errors in the dataset 

and possible overfitting and other problems with such models. 

Requirement (4) would demand that the debt collector provide a general explanation of the 

variables and categories considered for the model and possible target or predictor variables. 

By utilising absolute mean Shapley values to discern global feature importance, it can be 

argued that requirement (5) is also met. This is because the absolute mean values provide the 

“relative importance”. How much each variable affects the prediction can be understood by 

examining feature importance shown in Figure 7.  

As a continuation of requirement (4), requirement (6) demands more specific information on 

the features included in the model, described in Table 3. Requirement 6-9 is classified as ex-

post explanations, and this would entail that a more detailed explanation would only be 

required after the processing has been performed. 

Individual Shapley values could be regarded as sufficient to meet requirement (7). By 

interpreting and explaining the individual Shapley values, the subject would gain insight into 

how each value in the data provided affects the prediction produced by the model. As an 

extension to this, requirement (8) would require the debt collector to give specific information 

on the target variable Full payment and what the model has inferred from the data provided. 

Requirement (9) does not necessarily affect our model, depending on the interpretation. The 

European Parliamentary Research Service mentions that “information about (9) might also be 

provided, though information on (7) and (8) should generally be sufficient to provide adequate 

individualised explanations” (EPRS, 2020, p. 65). In other words, informing the subject about 
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the information specified in requirements (7) and (8) should suffice to comply with the ex-

post demands. 

All of the articles in the GDPR mentioned within this thesis and in connection with AI and 

machine learning are supported by GDPR Article 24. Article 24 specifies the responsibilities 

of the controller or, in our case, the debt collector and states: 

“the controller shall implement appropriate technical and organisational measures to 

ensure and to be able to demonstrate that processing is performed in accordance with 

this Regulation. Those measures shall be reviewed and updated where necessary”. (EU 

General Data Protection Regulation (GDPR), Regulation (EU) 2016/679, Article 24) 

In layman terms, this requires the debt collector to review their model and the whole machine 

learning process whenever “necessary” and update the model if any aspect is found to not 

comply with the GDPR. In terms of machine learning in general, and our model specifically, 

this would include:” the adequacy and completeness of training sets, over reasonableness of 

the inferences, over the existence of causes of bias and unfairness” (EPRS, 2020, p. 67) 
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7. Conclusion  

This thesis has attempted to answer the question: are Shapley values an appropriate 

framework to adequately explain predictions and provide subjects with the relevant 

information needed to satisfy the demands in the GDPR? Before a prediction model could be 

trained, there was a need to ensure that all data presented to the model was compliant with the 

GDPR. We reviewed the dataset and removed irrelevant and unnecessary elements according 

to Articles 5(1)c and 25(2) concerning data minimisation. The dataset was further reduced by 

utilising absolute mean Shapley values to discern the features that provided meaningful 

information in reference to GDPR Articles 13-15. This highlighted how the application of 

Shapley values in the collection and processing stages of a machine learning model enables it 

to comply with the GDPR. 

We argue that machine learning models are primarily impacted by four different aspects of the 

GDPR: consent, personal data, processing, and the right to be informed. Although this thesis 

assumed that proper consent was acquired, it is a highly relevant aspect concerning machine 

learning models and we highlighted that Shapley values require consent from the subject to be 

utilised. We also concluded that Shapley values calculated for individuals should be regarded 

as personal data. The ramifications of this classification are increased demands when 

deploying Shapley values in regard to profiling. We still argue that models built with and 

explained using Shapley values are compliant with the GDPR.  

The estimated nature of Shapley values could theoretically be a concern due to the possibility 

of inaccuracy and error in the estimation. Still, we argue that the leading classification 

performance of XGBoost in combination with the robust results produced by shapr proves the 

reliability of the method and that the risk of error is sufficiently minimised, complying with 

GDPR Recital (71). We also argue that Shapley values provide good enough explanations to 

comply with the nine requirements extrapolated from the GDPR Articles 13-15, 22 and Recital 

(71) by the European Parliamentary Research Service.   

We have throughout this thesis proven how Shapley values abide by the requirements set forth 

by the relevant aspects of the GDPR. Based on this we believe Shapley values adequately 

explain predictions and provide subjects with the relevant information needed to satisfy the 

demands in the GDPR.  
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Further work 

Lastly, we wish to highlight the potential future work that can be done with our model and 

Shapley values. At its current stage the model only predicts whether a subject will pay in full, 

not through which means this payment is procured. Creating an even more complex model 

that also seeks to understand through which means the subject will pay is an interesting way 

to further test the capabilities of Shapley values and its correlation to the GDPR. The more 

complex the model becomes, the more important it becomes for the explanation method to be 

robust and easy to understand. It would be interesting to investigate if there are current 

limitations with Shapley values that only presents itself on more complex models and 

understanding this could be vital in pushing interpretable machine learning even further. 
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