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INTRODUCTION

This thesis contains four chapters in behavioral and public economics. The

chapters use a range of statistical and empirical methods, having in common

that they expand on the classical fields and methods of public economics.

Since the seminal paper on Prospect theory (Kahneman and Tversky (1979)),

the field of behavioral economics has established itself as a distinct field

of economics. With its rise, the influence has has also been seen in public

economics, with papers such as Testing behavioral public economics theories in

the laboratory (Alm, 2010) and Using behavioral economics in public economics

(Alm and Sheffrin, 2017), before Bernheim and Taubinsky (2018) combines

theoretical and empirical recommendations to get optimal policy under

behavioral assumptions, in a full integration of the fields. This thesis weaves

between the two fields as well.

The first chapter studies how new technology influences demand, through

self-service and stigma costs. While mainly business relevant, it gives argu-

ments to tax or subsidize technology for items whose demand is affected by

technological change to achieve policy goals, i.e. it shows how technology

might be used as a policy tool through an integration of public economics

and behavioral economics. While studying the grocery retail market, one

obvious extension is to the use of pharmacies, which carries multiple stigma

items. In a sense the finding is akin to Chetty et al. (2009), which show

how tax salience influences purchasing behavior, which expands on the tra-
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ditional public economics understanding of demand through a behavioral

mechanism.

The second chapter is a methodological companion piece, showing the iden-

tifying assumptions and properties of the triple difference estimator, used

in the first chapter. The triple difference estimator is an extension of the

difference-in-differences estimator, and as documented in our paper, has

grown to be a very common policy evaluation tool.

The third chapter uses Monte Carlo simulations to explore how the EM-

algorithm might be useful in a well-known issue concerning (tax) audits, i.e.

imperfect detection rates. There has been a sharp rise in the use of audit data

to study tax compliance and tax gaps, see Slemrod (2019) and Alm (2019).

In any research using audit data to understand tax evasion, neglecting the

imperfect detection rates will cause bias in the coefficients and standard

errors. We investigate the performance of correcting for imperfect detection

rates with the EM-algorithm and bootstrapped standard errors in a Monte

Carlo simulation study.

The fourth, and final chapter studies how support for economic relief pro-

grams and trust in tax administrations are influenced by the perceived audit

rates, in the context of the COVID-19 crisis. In the beginning of the pandemic

most countries reduced audit rates to ease the burden on taxpayers and

reduce disease transmission risks in the case of on-site audits, which was

also recommended by the OECD (OECD, 2020). While reducing audit rates

as a policy tool is novel, the concern of real effects of audits is not. Audits

might tie up key employees for weeks, which might be detrimental for par-

ticularly small firms in times of hardship, something that is partly confirmed

by Belnap et al. (2020). Further, it was unclear whether the public would be

2



sympathetic to these concerns and would support economic relief when the

policy was enacted. The latter concern is the focus of chapter four.

The title of the chapters are:

Chapter 1 What Do You Buy When No One’s Watching? The Effect of Self-

Service Checkouts on the Composition of Sales in Retail

Chapter 2 The Triple Difference Estimator

Chapter 3 Fraud detection by a multinomial model: Separating honesty

from unobserved fraud

Chapter 4 Fraud Concerns and Support for Economic Relief Programs

Chapter 1: What Do You Buy When No One’s Watching? The Effect of

Self-Service Checkouts on the Composition of Sales in Retail. This chap-

ter, single-authored, uses a novel dataset to study real purchasing behavior

in the face of new technology in retail. Using a gradual, as-good-as-random

roll-out of the technology, including different adaptations, I study sales-

pattern and document how certain items experience a sales increase when

introducing the technology. The data suggests that the main mechanism is

that there is a stigma cost which is eliminated or reduced, and shows how

demand is not fully captured by prices and taxes.

Chapter 2: The Triple Difference Estimator is a methodological compan-

ion piece to Chapter 1, which uses the triple difference estimator to identify

the main effects.The chapter is co-authored with Jarle Møen. The triple

difference estimator has grown in use and importance, but the identifying

assumptions relied mostly on intuition, and to a lesser extent on formal
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derivation. We present the identifying assumptions of the estimator, and run

simulations to investigate properties of inference.

Chapter 3: Fraud detection by a multinomial model: Separating honesty

from unobserved fraud is co-authored with Jonas Andersson and Aija

Rusina. A common feature of (tax) audit data, is that there is an imperfect

detection rate, which can lead to biased estimates, invalid inference or poor

predictions. Imperfect detection rates can be treated as a misclassification

error, and taking this approach, we run Monte Carlo simulations on the

Expectation-Maximization algorithm of Dempster et al. (1977), as shown in

Caudill et al. (2005). Using bootstrapped standard errors, we investigate the

performance of the methods performance.

Chapter 4: Fraud Concerns and Support for Economic Relief Programs.

The final chapter is co-authored with Ingar K. Haaland. We use a survey

information provision experiment to investigate attitudes and beliefs con-

cerning a novel policy response to economic downturns. In the spring of

2020, when the COVID-19 crisis was at peak levels, most tax administrations

responded by reducing or eliminating on-site audits, as shown and suggested

by the OECD (OECD, 2020). The idea was to reduce disease transmission, as

well as to ease the burden on the taxpayers. We show how information about

fewer audits reduces support for economic relief programs, lower trust in

the tax administration, as well as reduces the perceived tax fraud detection

rate.
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Chapter 1

What Do You Buy When No One’s

Watching? The Effect of

Self-Service Checkouts on the

Composition of Sales in Retail.

Andreas Olden*

Abstract

Buying items that are unhealthy or are of a private nature may carry a stigma

and cause embarrassment. I analyze whether the anonymity provided by

self-service checkouts changes customers’ shopping patterns in grocery stores.

I look at a natural experiment where two stores in a grocery-chain implement

self-service checkouts. Using a triple difference estimator, comparing the sales

of stigma items to the sales of mundane items and to the sales of a group of

control stores, I find that the sales of stigma items increase by 10 percent. The

*Olden: Department of Business and Management Science, NHH Norwegian School
of Economics. This project has many to thank for its current form. I would especially like
to thank Jarle Møen, Mathias Ekstrøm, Einar Blix Huseby and Alexander Cappelen for
invaluable feedback. The project has been presented at 68 Degrees North Conference on
Behavioral and Experimental Economics (2017) and the Annual Congress of the European
Economic Association (EEA) in Lisbon (2017). I thank the conference attendees for their
feedback.
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increase comes from the product lines Microwaveable food, frozen pizza, intimate

hygiene, potato chips, and alcohol. Also, fully converting to self-service seems to

scare away some customers and decreases overall sales. (JEL D12, D90, M20,

L81)

1.1 Introduction

Imagine standing in line at your local convenience store. Your basket con-

tains frozen pizza, soda and chocolate for Friday movie night. Maybe you are

planning to purchase candy, condoms or tampons. The content of this basket

is not something you want to share with others. Yet, in many purchasing

situations, this is what you are forced to do. First, you stand in line with peo-

ple around, then you have to display your items at the registry for scanning.

Having your items displayed like this may cause a mild embarrassment.

Goldfarb et al. (2015) call this embarrassment a social friction, and show that

it can change your behavior. Dahl et al. (2001) show that even an imagined

social presence may cause embarrassment, while Ariely and Levav (2000)

argue that in social settings, people choose options that undermine their

personal preferences because of self-presentation goals.

Self-service checkouts allow you to move items anonymously from basket

to bag, removing the social component. This should increase the sales of

items prone to social frictions. I suggest two reasons for why a product

may be a stigma product and cause a social friction; first that the item is

unhealthy, second that the consumption of the item is of a private nature.

To investigate these mechanisms, I look at a natural experiment where two

stores in a grocery-chain implement self-service checkouts.
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The simplest approach to check if self-service increased sales of stigma items

would be to compare the sales before and after the systems were introduced.

However, this may pick up general sales trends. I control for this by compar-

ing sales growth to the sales growth of control stores that did not introduce

self-service. Another problem is that self-service checkouts may change sales

in other ways than through reduced friction, for instance, by making the

store more efficient, thus increasing all sales. To control for such effects, I

compare the changes in the stigma category to changes in a reference cate-

gory of items that are not stigmatized. To incorporate both controls in one

estimation framework, I use the triple difference estimator.

All stores are in urban Scandinavian areas, and in the same country. I have

daily information on quantities sold by detailed product codes. The chain

coordinates prices and campaigns nationally for all the products used in the

analysis, and all products used are available in all stores. The data spans

more than four years, starting in January 2010. Treatment store 1 introduced

the system in the summer of 2011 and kept no traditional cash registers.

Treatment store 2 introduced the system in the summer of 2012, but kept

one manned cash register. Both of the stores that introduced self-service

introduced the systems at, or close to the original registers, and no major

rebuilding occurred.

The estimate for the overall effect of the sales of stigma items is a 10 percent

increase. This corresponds to an additional sale of about 150-200 units

per day in the stores analyzed, and is driven mostly by the product lines

Microwaveable food, frozen pizza, intimate hygiene, potato chips, and alcohol. There

are also clear interactions between the choice of technology, items with an

age limit and their physical presence in the store. Considering the size of the
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estimates, knowledge of these types of effects may increase profit directly

through the investment decision, or imply re-optimizing the product-cost

cross-subsidization. Also, due to the size of the market and the nature of the

products, the findings may warrant public policy responses. The analysis is

restricted to the grocery market, but the suggested mechanisms imply that

there are other markets that may experience similar frictions, in particular

pharmacies.

1.2 Literature Review

There is a relatively large literature in psychology and other social sciences

that document a feeling of embarrassment that arises relating to different

situations and products. However, those studies do not document changes

in real behavior. To remedy this, Engelbrecht et al. (2021) has created a

computer-simulated shopping experiment tool to conduct evaluations of

in-store interventions to support more sustainable food choices.

One notable exception is Goldfarb et al. (2015) who considers two case studies

where retailers have changed the retail format towards less social interaction.

They find that in both cases, there is an increase in the sale of items that are

possibly embarrassing to buy, and they attribute this increase to the more

anonymous purchasing situation.2

The first case study in Goldfarb et al. (2015) is a field experiment in Systembo-

laget, Sweden’s government-run alcohol retail monopoly, conducted in the

1990s. Systembolaget has a monopoly on retailing beverages with more than

3.5 % alcohol. Initially, all items were behind a manned counter, but then

2See Goldfarb et al. (2015) for a more comprehensive literature review of social stigma.
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some of the stores were allowed to convert to self-services stores. The stores

that converted experienced an increase in sales, and the increase was larger

for items with names that were hard to pronounce. The authors attribute this

increase to the removal of the customers’ fear of seeming unsophisticated

by pronouncing the names incorrectly. The study has two main limitations.

First, the authors cannot rule out that the increase is just reduced search

costs, meaning that it became easier and less costly for customers to view the

full selection. Second, they cannot rule out that customers avoid items with

difficult names to avoid misunderstandings with the clerk. My study does

not suffer from these issues, as the items do not change place and the social

interaction is visual, and not through dialogue.

The second case study in Goldfarb et al. (2015) is a pizza chain that introduced

online orders. The main finding is that relative to phone orders, online orders

increased the number of ingredients and calories. The authors attribute this

to people not wanting to seem finicky, ordering strange combinations or

toppings, and that they are afraid of seeming unhealthy ordering items such

as extra cheese.

The disadvantage of the second case study is that there may be unobserved

selection of customers into the web platform, which they cannot completely

rule out. In addition, ordering over a phone may induce a feeling of urgency

due to the social interaction with the clerk, while the web platform allows for

time to reflect. This may affect the orders. While they do control for the role of

miscommunication by looking at the errors in the orders, miscommunication

may also be an issue. In my study, these problems are not relevant, as there

is no time pressure when shopping, and there are limited miscommunication

possibilities.
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By addressing several of the limitations in Goldfarb et al. (2015), I substantiate

that social interaction has real consequences in retail. Studying the grocery

market, I also provide evidence from a large market that uses a different

physical infrastructure from that of Goldfarb et al. (2015).

Other related works include Dahl et al. (1998) who suggests that buying

condoms is embarrassing, and that this embarrassment may reduce condom

sales and have negative public health consequences. Furthermore, they

also show that embarrassed people have a tendency to buy from vending

machines. Dabholkar et al. (2003) also finds some evidence that people

use self-service to avoid social interaction. For more references concerning

potential stigma items, see Section 3.4 on category selection.

There are also related work on how technology changes sales. For instance

Adamopoulos et al. (2020) shows how an Internet-of-Things (IoT) purchas-

ing situation, with fewer frictions, increases sales. Harris-Lagoudakis (2021)

shows how online shopping increases healthier purchasing patterns, how-

ever, as they quote in their introduction this might be because it reduces

impulse shopping behavior, which is nicely symmetrical to this paper. Fur-

ther, Gavett (2015), a Harvard Business Review interview with Ryan Buell,

claims that McDonald’s with self-service kiosks experience increased order

values and more upselling.

There are also several papers that show differential adaptation of new tech-

nologies which might be relevant for explaining differential effects between

technologies. Chandrasekhar et al. (2018) uses a field setting to explore

how social stigma and signaling can inhibit learning. While signaling domi-

nates, the shame effect is strong in socially close pairs, for instance network

distance and caste co-membership. Nunan and Di Domenico (2019) iden-
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tifies a research gap when it comes to older consumers and adaptation of

new technologies. Yin et al. (2019) show how culture might play a part in

the adaptation of new technology. Finally, Mickeler et al. (2021) studies

how anonymity affects seeking information in a lab setting, and finds that

psychological costs are particularly pronounced for women.

1.3 Data and Variable Definitions

1.3.1 Data and Data Cleaning

The dataset contains daily sales in quantities of all products in 14 grocery

stores, from January 2010 to June 2014. Treatment store 1 introduced self-

service in the summer of 2011, while treatment store 2 introduced self-service

in the summer of 2012. In total, there are about 27 million observations. The

main analyses are conducted on subsets of these data, containing about 38

000 observations, where sales are aggregated to the daily sales per store, but

split on stigma items and reference items.

I want items that are available in all stores and have therefore removed

locally produced items. Only positive sales were included, but the negative

observations were few in number, and probably stemming from inventory. I

have chosen to err on the inclusive side when choosing items, meaning that

the categories provided by the grocery chain remain mostly intact, except for

clear errors.

There is no price data available. Fortunately, prices and campaigns are

nationally coordinated, so all stores have the same prices. Among the cho-

sen categories, the only exceptions are items that are about to expire, but
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these items are likely to be few in numbers and unrelated to other store

characteristics.

1.3.2 The Stores

There are 14 stores in the dataset, and they are all located in medium to

large cities within a Scandinavian country. There are two treatment stores.

Treatment store 1 did not keep any manned cash registers, but converted

fully to the automated option. Treatment store 2 kept one manned cash

register. The different implementation strategies may have different effects,

which warrants a distinction between them in the analysis. The two stores

did not change much except for this conversion, and the automated option

is either at, or close to the original location of the manned cash registers.

The self-service checkout area is self-contained and has several automated

registers, in which you place your basket on one side of a scanner, you pick

up an item, scan it, and put it straight into a plastic bag on the other side.

Both stores automatically calls on an employee if you scan a product with

an age limit. The employee then comes over, checks your ID, and leaves

again. This introduces some social interaction, and for this reason I make

a distinction between items with and without an age limit. There may also

be people that are uncertain about how the age verification process works,

and avoid self-service when buying items with an age limit, which again

might yield interactions with whether the store converts fully. Based on this,

one might expect the stigma effect to be smaller for items with an age limit.

However, many of the items that are the most likely to be stigmatized, such

as cigarettes, have an age limit, so the total effect is unclear.
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As of late 2013, it became possible to register your fingerprint for age verifi-

cation purposes. Since I do not have data on the implementation, and it only

affects a short period at the end of the dataset, I do not analyze it explicitly.

However, one should expect that this technology increases the sales of stigma

items with an age limit.

1.3.3 The Market

The stores have a recognized brand name, and they are well known in the

regions they operate. Their market is urban, inhabited areas, competing

mostly for every day grocery shopping. Consumer research for the country

in question shows that the most important factor for choosing grocery stores

is proximity to home and quality of products. These findings are stable

over time (Lavik and Schjoll, 2012). The survey by Lavik and Schjoll (2012)

shows that 55 percent of the respondents ranks proximity to home as very

important, and 83 percent use the closest store for their week-day shopping.

Also, only 6 percent use more than 3 stores regularly, and 72 percent use

only 1 or 2 stores. The market is further characterized by 57 percent of the

customers shopping at least 3 times per week. Taken together, this implies

a market that is strongly proximity- and habit driven, with many repeat

customers going to the same stores, close to home.

1.3.4 Selection of Categories

A combination of broad criteria from the literature, and a survey to further

validate the selection process, was used to choose the products to include

in the study, as well as practical considerations. There are 181 categories of
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items, all made available to me by the chain. Some categories are very large.

Others are very small. The average store has about 3000-5000 different items

at any given time, but it changes depending on season, trying new product

lines etc. The categories are mostly consistent, but there are inconsistencies

and mistakes, so one must manually go through them. All categories can be

seen in Figure 1.1.

Selection of the Stigma Categories

Two criteria were used to select products for the stigma category. First, that a

product is unhealthy, second, that a product is of a private nature.

Unhealthiness as a marker of stigma was chosen for many reasons. First of

all, there seems to be strong indicators that people believe that “you are what

you eat" (Stein and Nemeroff, 1995), and that you are judged negatively for

eating unhealthy foods. Second, it seems that stereotypes concerning food

are used for impression management (Vartanian et al., 2007). Third, people

know what is healthy or not according to public dietary guidelines (Povey et

al., 1998).

Items of a private nature are somewhat more difficult to define. There is a

broad range of items that may have some stigma attached to them. Dahl et

al. (1998) suggests that buying condoms is embarrassing, while (George and

Murcott, 1992) argues that products related to female hygiene are stigmatized.

Pharmaceuticals are arguably also products of a private nature.

Combined, the two criteria yielded fifteen potential stigma categories, namely

cigarettes, sanitary items, other tobacco products, micro-waveable food, cake,

candy, frozen pizza, potato chips, cookies, intimate hygiene products, alcohol,
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ice cream, flavored milk, soda, and pharmaceuticals.

Selection of the Reference Categories

There are several reasonable expectations for sales changes when a store intro-

duces self-service checkouts. The normal cash registers may be bottlenecks.

Removing them makes the store more efficient, attracting more customers

and increases all sales. It is also possible that introducing new technology

may scare away some customers. In order to isolate the effect on stigma sales

caused by the new and anonymous purchasing situation, I compare the sales

of stigma items to a reference category. The criteria for choosing reference

items is that; they are not stigmatized, common, mundane, have a stable

sales pattern, and are sold in all stores. This gives a representative picture of

the customer base that visits each store, as well as an indicator of the effects

on the composition of sales.

This selection criteria yielded eleven categories, namely: light bulbs, ce-

reals, spices, storing products (for food), cleaning products, milk, candles

and napkins, shampoo, children’s food, other children related articles, and

diapers.

Survey refinement

To validate the categories a survey was conducted: The results can be seen in

Figure 1.1.3 Inspired by Goldfarb et al. (2015), the respondents were given

3100 responses were collected, 79 of them were complete. The survey was conducted on
a student pool. Note that all stores are in urban areas, where the inhabitants on average are
younger and better educated than a representative sample of the Norwegian population.
From this perspective the student pool might be an appropriate choice. The survey was
conducted in Norwegian. The respondents were given a random subset of 20 categories,
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the following instructions:

Imagine that you are an average Norwegian on your way to your

regular grocery store. The store is in your neighborhood and you

often go there. In the store, you sometimes meet neighbors, and

you have had repeated interaction with the employees. On the

next page you are asked to give your opinion on what you think

an average Norwegian thinks about buying a range of products

in this situation. All answers are anonymous, and you don’t have

to answer all questions.

The respondents were given the option of answering whether they are in-

different, somewhat uncomfortable, or uncomfortable. Figure 1.1 clearly

shows that the categories are appropriate. However, some of the reference

categories, namely candles and napkins, shampoo, children’s food, other

children’s related articles, and diapers, are not entirely clear. This might be

because of the age of the respondents. They probably do not have children. I

will conduct robustness checks on these products, running the main analysis

both with and without them.

and the order was randomized.
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Figure 1.1: Survey validation of categories

Light bulbs
Spices

Cereals
Storing products

Cleaning products
Milk

Candles and napkins
Shampoo

Children's food
Children's articles

Diapers
Pharmaceuticals

Soda
Flavored milk

Ice cream
Alcohol

Intimate hygiene
Potato chips

Cookies
Frozen pizza

Cake
Candy

Other tobacco
Microwaveable food

Sanitary items
Cigarettes

0.00 0.25 0.50 0.75 1.00
count

Answer: Uncomfortable Somewhat uncomfortable Indifferent

All potential categories for the analyses are included. The answer alterna-
tives are whether the respondent is indifferent, somewhat uncomfortable or
uncomfortable. The respondents are told: “Imagine that you are an average
Norwegian on your way to your regular grocery store. The store is in your
neighborhood and you often go there. In the store, you sometimes meet neigh-
bors, and you have had repeated interaction with the employees. On the
next page you are asked to give your opinion on what you think an average
Norwegian thinks about buying a range of products in this situation. All
answers are anonymous, and you don’t have to answer all questions." They
are then asked to rank a random subset of the categories.
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1.4 Identification Strategy

1.4.1 Triple Differences

1.4.2 Triple Differences

I use a triple difference estimator in order to account for both sales trends

that affect all stores, and effects that are not due to social frictions, such as

increased efficiency. For a full exposition of the triple difference estimator

and its properties, see Olden and Møen (2020). The estimator is presented

in Equation 1.1. One way to view the triple difference in this setting is

that it produces one difference-in-differences for the reference items, one

difference-in-difference for the stigma items, and then takes the difference

between the two. The final difference estimate, capturing the additional sales

coming from stigma items relative to the reference items, while accounting

for counterfactual trends in the control stores, is given by the coefficients

on TreatmentStores ∗ TreatmentPeriodt ∗ StigmaProducti in Equation 1.1.

TreatmentStore is a treatment store specific dummy variable, TreatmentPeriod

is a treatment period specific dummy variable, StigmaProduct is a stigma

product dummy variable. The s, t, and i denotes store number, time period

and product category. The α′s are store fixed effects. Unless otherwise

specified, the outcome variable is log-transformed daily sales. This gives the

coefficients an approximate percentage increase interpretation.
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Log(Qtysti) = αs + controls+

β1(TreatmentStores ∗ TreatmentPeriodt ∗ StigmaProducti)+

β2(TreatmentStores ∗ TreatmentPeriodt)+

β3(TreatmentStores ∗ StigmaProducti)+

β4(TreatmentPeriodt ∗ StigmaProducti)+

β6TreatmentPeriodt + β7StigmaProducti + εsti (1.1)

The control variables included are year and month fixed effects, and store-

stigma interacted fixed effects which accounts for heterogeneity in product

category size. There are also interactions variables between the treatment

store dummies and dummies for the last two months prior to implementation,

and then for the three months after implementation. The final pre and post

controls allow for fire sales, rebuilding, implementation issues and some

response time for customer adoption.

It is well known that difference-in-difference type estimations with few

clusters can have significantly biased error terms (Bertrand et al., 2004).

According to Cameron and Miller (2015) this can be accounted for by using

the Wild Cluster bootstrap with Rademacher weights.4 I implement this

procedure across most analyses, with additional specifications as robustness.

A potential worry with the identification strategy is that some of the mea-

sured effect may come from store rebranding, and not stigma. Simply put,

the store change may attract or scare away a particular type of customer

4The procedure is described in Cameron and Miller (2015) and available in several R
packages. Simply told, it transforms clustered residuals by doing a random draw from the
values [-1, 1], each with probability p= 0.5, and multiplying it with the residuals.
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based on their perception of the store. This may in turn change the composi-

tion of items in the average basket. This will not bias the coefficient estimates,

but it will change the interpretation. The sales gain or loss from converting

to self-service will then only apply to the early adapters of the technology,

and would be driven by substitution between competing stores. Given the

market structure described in section 3.3, with proximity to home and prod-

uct quality being the most important factors for the choice of grocery store, I

do not believe this is an important issue, particularly not for store 2 which

keeps a manned cash register. In store 1, however, some customers might

react to only being able to use the automated option. I return to this issue

when discussing the empirical findings.

1.5 Analysis

1.5.1 Descriptive Statistics and Parallel Trends

Descriptive statistics are presented in Table 1.1, and the development over

time of the most important outcome variables are shown in Figure 1.2.

From Table 1.1, we see that there are clear level differences between the

various stores and product categories. This is to be expected. Total sales of

stigma products ranges from a daily average of 1209 to 1581, depending on

whether we look at one of the treatment stores or at the average of the control

stores. The average daily sales of the reference items range from 124 to 257.

For a difference-in-differences estimation to have a causal interpretation,

we need the parallel trend assumption to hold (Angrist and Pischke, 2008).

The parallel trend assumption states that in the absence of treatment, the
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treatment group would have had the same sales trend as the control group.

The assumption is typically validated by comparing the pre-treatment trend

of the treatment stores with the pre-treatment trend of the control stores. The

more similar they are, the more reasonable the assumption is.

The triple difference estimator is in essence, the difference between the esti-

mated effect from two different difference-in-difference analyses. However,

rather than requiring a parallel trend for each of the two categories, it only

requires that the difference between the two categories follows a parallel

trend. To see why, imagine a general sales increase affecting only the treat-

ment stores. Individually, this would bias both the difference-in-difference

estimator for the stigma items, and the estimator for the reference items.

However, since they are both affected in the same way, deducting the first

difference-in-difference from the second, the final difference will not contain

the general sales increase, and therefore not be biased.

Figure 1.2 shows the development over time for the most important product

categories, decomposed to the mean of the control stores, and for each of the

two treatment stores. The first insight is that there is substantial seasonality.

We also see level differences between the stores, and a large drop around

implementation for treatment store 2. The regression analysis controls for all

these issues.

The vertical lines in Figure 1.2 show when the two treatment stores intro-

duced self-service checkouts. Evaluating the trend before the implementation

of self-service gives some cause for concern. For treatment store 2, there

seems to be an increase in the log-stigma sales leading up to the implementa-

tion of self-service. This increase is not seen in the control stores. However,

the reference category in treatment store 2 exhibits the same behavior. As
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mentioned, what is important is that the difference between the stigma items

and the reference items follow a parallel trend. To further underline this point

we can look at the third graph from the top, which shows the development

of the sales of stigma items relative to the sales of the reference items. It does

not give cause for concern since it has a development over time that is very

similar to the control stores. This suggests that the trends in the difference

between the stigma items and the reference items are quite similar in the

treatment and control stores.

Furthermore, the increase is in the peaks, not in the dips, and most of the

observations are not from the peaks. In addition, the final peak before

implementation is explicitly controlled for as it is quite possibly caused by

a fire sale. Ignoring the final peak, the picture changes substantially, and it

does not look as if there is differential pre-treatment trending.

Table 1.1: Descriptive Statistics of Quantities Sold per Day

Statistic N Mean St.Dev Min Max

Control stores
Stigma items 1385 1208.6 344.3 325.6 2402.0
Stigma without an age limit 1386 742.8 182.4 175.6 2132.6
Stigma with an age limit 1386 466.5 211.9 68.0 1438.7
Reference items 1385 256.8 61.6 74.6 760.9

Treatment store 1
Stigma items 1338 1463.6 666.7 2.0 4136.0
Stigma without an age limit 1340 1003.3 449.1 1.0 2073.0
Stigma with an age limit 1340 458.1 331.2 1.0 2773.0
Reference items 1340 124.7 62.8 1.0 460.0

Treatment store 2
Stigma items 1377 1581.0 639.3 15.0 8557.9
Stigma without an age limit 1377 1013.5 435.1 6.0 7877.9
Stigma with an age limit 1377 567.5 333.3 4.0 4896.0
Reference items 1377 246.4 96.1 1.0 804.0
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Figure 1.2: Graphical Representation of Sales
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implementation of the self-service checkouts for the treatment store
with the same line type.
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1.5.2 Results

The main empirical results are given in Table 1.2. From Column 1 we see that

introducing self-service checkouts increases the sales of stigma items relative

to the reference items by 10.1 percent. This is given by the coefficient at the

interaction term STIG*TS*TP. The estimate is highly significant. Since there

are two treatment stores, this is an average of the effects in the two stores.

In Column 2, I estimate the effect in the two treatment stores separately. The

division is achieved by interacting the stigma dummy with dummies for

each treatment store, and their respective treatment periods. The estimated

effect for treatment store 1, the store that converted to self-service only, is

9.7 percent. The estimated effect for treatment store 2, the store that kept a

manned register, is 10.5 percent. A back of the envelope calculation suggests

that these effects correspond to a relative increase of 150 and 200 additional

units sold of stigma items per day.

The coefficients from TS1*TP1 and TS2*TP2 give the estimated effects of

introducing self-service on all items, excluding the stigma effect. The esti-

mated effect for treatment store 1 is -18.5 percent, meaning that there has

been a significant decrease in sales after introducing the self-service check-

outs. Total sales will be moderated by the positive stigma effect, but is still

negative. In treatment store 2, there is a positive and statistically significant

estimated effect of 9.8 percent. In total, this store has experienced a positive

and significant sales increase.

Note that the decrease in sales in the store that converted fully to self-service

is consistent with the embarrassment idea. Fear of potential embarrassment

of not being able to use or understand how the self-service checkouts work
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may scare away customers, just as the anonymity of the purchasing situation

may attract them. Further, this decrease is not seen in the store that kept a

manned cash register, which also fits well. Instead of avoiding that store,

a customer can simply choose the manned cash register instead of the self-

service alternative.

Given the proximity- and habit driven market structure discussed in section

3.3, the general sales decrease in treatment store 1 is likely caused by the tech-

nology aversion described above, and not other effects like store rebranding.

However, if the customers with technology aversion are not representative,

the sales decrease makes the interpretation of the stigma sales estimate for

treatment store 1 a bit uncertain, as it could be partly driven by a change

in the customer base. Note, however, that the estimated stigma sales effect

in treatment store 1 is smaller than the estimated effect in treatment store 2.

Hence, the technology aversion effect seems to go in the opposite direction of

the stigma effect, causing the stigma effect to be underestimated in treatment

store 1.

There are some additional points to make on how the effect of the self-service

checkouts are generated. First, it is unlikely that the effect is generated by

substitution between items. This is because I would expect the substitution

to be either within stigma category, for instance by buying a regular soda

instead of diet soda, or by substitution between stigma categories, for in-

stance by switching from flavored milk to soda. While there may be such

substitution, neither is captured in my analysis. This is because it is con-

ducted on aggregated stigma sales in quantities, so that changing product,

increasing content size of product and changing between categories will still

only add the same quantity as the original product. This makes my approach
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a conservative estimate of the stigma effect.

Column 3 estimates a difference-in-differences model, using the ratio of

daily sales of stigma items to the daily sales of the reference items as the

outcome variable. The difference-in-differences estimation provides a slightly

different functional form, the modeling framework is somewhat simpler, and

the parallel trend assumption is easier to assess as it directly corresponds

to the third graph from the top in Figure 1.2, which is discussed earlier.

The downside of the model is that it produces less information than the

triple difference, and that extreme values might become more influential (if

dividing by a number close to zero).

The treatment effect is now given by the interaction between the treatment

stores and their respective treatment periods. The estimated effect for treat-

ment store 1 is an increase in the ratio of stigma items to reference items

of 1.1. The average ratio for the whole period is about 12. A back of the

envelope calculation holding the reference sale constant, suggests that the

estimated effect corresponds to an increase of about 150 units, consistent

with previous findings. For treatment store 2, the estimated increase is 0.5,

which with an average ratio of about 6 suggests an effect about 10 percent,

which is again, is similar to the main specification.

Table 1.2, Column 4, is a triple difference comparing the sales of stigma items

without an age limit to the sales of the reference category. The reason for this

split is that within the stigma categories, products without an age limit may

be less stigmatized, suggesting a smaller effect. On the other hand, the social

interaction is not completely removed when buying items with an age limit.

This goes in the opposite direction and suggests a larger effect.
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The estimate for treatment store 1 is a 6.8 percent, which is smaller than the

overall effect, and weakly significant. The estimate for treatment store 2,

which did not convert fully, is 11.4 percent. This is stronger than the overall

effect. Taken together, no clear conclusion emerge, with respect to the role of

age limits.

Robustness

Table 1.3 re-estimates Table 1.2, but without the categories of which there

was some uncertainty, see section 1.3.4 and Figure 1.1. The main results, hold,

albeit with changes in the size of the coefficients. For instance, the stigma

effect is estimated to 7.4 percent in treatment store 1, while it is estimated

to 14 percent in treatment store 2, while the original results were about 10

percent for both. Some of this might be because the reference items category

is smaller, but it also suggests that the estimated effect is not uniform across

categories. This, of course, should not be expected, as the product lines might

have different stigma (governed by purchasing behavior).

Table 1.4 re-estimates Column 1 of Table 1.2. However, Table 1.4 Column

1 uses classic cluster robust standard errors, Column 2 drops all control

variables, Column 3 clusters standard errors on store and year, while Column

4 introduces a store-specific linear time trend as robustness (Angrist and

Pischke, 2008, p. 238-241). Overall, there are no material changes, and the

results seem very robust.
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Decomposing the Findings on Stigma Categories

Table 1.5 presents triple difference estimates for each of the 15 categories of

stigmatized items, all of them compared to the same reference category as in

the main specification, and with the full reference category. Table 1.6 is the

same table, but excluding the uncertain categories from the reference category.

The most interesting aspect to look at is which categories drive the main

results. Note, however, that the categories are much smaller individually,

which gives more variance and uncertainty than in the main results.

Defining a consistent category as on for which there is a positive and signifi-

cant (ten percent level) coefficient for both treatment stores, and using all the

reference categories, the only consistent category is frozen pizza. Excluding

the uncertain reference categories, we can add: Microwaveable food, potato

chips, intimate hygiene, and alcohol. A weaker consistency criterion, looking

only at whether both coefficients are positive, and using the full set of refer-

ence categories, the consistent categories are: Microwaveable food, potato chips,

intimate hygiene, and alcohol. Excluding the uncertain reference categories,

we can add: cookies as well. Note that all categories except cookies have the

same sign regardless of whether we include the uncertain categories in the

reference category or not. I will therefore not include cookies as a main driver

of the effect.

There are two additional points to make here. First, seven categories are

positive for treatment store 1, while 10-11 are positive for treatment store 2,

depending on whether we use the all the reference categories or not. This

is not surprising since the main results suggested that full automatization

scares away some customers. Second, among the products with an age limit,
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only alcohol have a positive coefficients. Interestingly, alcohol is the only

product with an age limit that is physically available in the store. Tobacco

and pharmaceuticals have to be ordered in the check-out zones, and this

might be a barrier for increased sales.

Table 1.2: The Effect of Self-Service on Daily Sales

Ln(qty) Ln(qty) (Stig/ref) Log(qtyno age limit)
1 2 3 4

STIG*TS*TP 0.101***
(0.019)

STIG:TS1*TP1 0.097*** 0.068*
(0.028) (0.028)

STIG:TS2*TP2 0.105*** 0.114***
(0.026) (0.026)

TS1*TP1 −0.187*** −0.185*** 1.087*** −0.202***
(0.019) (0.021) (0.090) (0.021)

TS2*TP2 0.099*** 0.098*** 0.510*** 0.090***
(0.017) (0.019) (0.077) (0.019)

Num.Obs 38058 38058 19029 38061
Method Triple Triple DID Triple
SEs Wild Bootstrap Wild Bootstrap Wild Bootstrap Wild Bootstrap
Cluster Store Store Store Store
Controls Yes Yes Yes Yes
R2 0.873 0.873 0.711 0.810
R2 Adj. 0.873 0.873 0.710 0.809
Log.Lik. −11079.119 −11079.097 −31823.436 −11235.214

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
Note: Columns 1-3 uses all stigma items and reference items. Column 4 uses only stigma
items without an age limit. Qty is quantity measured as number of items sold. STIG, TS,
and TP are dummy variables for stigma products, treatment store, treatment period, while 1 and
2 indicates the treatment store and the respective treatment period. Standard errors are Wild
Cluster bootstrapped using Rademacher weight and 1 000 replications.

1.6 Conclusion

I find ample evidence suggesting that when a store converts to self-service, it

sells more stigmatized items, meaning items that are private or unhealthy,

relative to non-stigmatized items such as milk and laundry detergents. I

attribute this increase to the removal of social friction in the form of the
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Table 1.3: The Effect of Self-Service on Daily Sales, without uncertain categories

Ln(qty) Ln(qty) (Stig/ref) Log(qtyno age limit)
1 2 3 4

STIG*TS*TP 0.109***
(0.020)

STIG:TS1*TP1 0.074** 0.045
(0.028) (0.028)

STIG:TS2*TP2 0.140*** 0.149***
(0.027) (0.027)

TS1*TP1 −0.177*** −0.160*** 1.242*** −0.176***
(0.019) (0.022) (0.138) (0.022)

TS2*TP2 0.077*** 0.061** 0.936*** 0.054**
(0.017) (0.019) (0.117) (0.019)

Num.Obs 38058 38058 19029 38061
Method Triple Triple DID Triple
SEs Wild Bootstrap Wild Bootstrap Wild Bootstrap Wild Bootstrap
Cluster Store Store Store Store
Controls Yes Yes Yes Yes
R2 0.893 0.893 0.685 0.842
R2 Adj. 0.893 0.893 0.684 0.842
Log.Lik. −12074.027 −12072.546 −39874.987 −12125.305

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
Note: Columns 1-3 uses all stigma items and reference items. Column 4 uses only stigma
items without an age limit. Qty is quantity measured as number of items sold. STIG, TS,
and TP are dummy variables for stigma products, treatment store, treatment period, while 1 and
2 indicates the treatment store and the respective treatment period. Standard errors are Wild
Cluster bootstrapped using Rademacher weight and 1 000 replications.
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Table 1.4: The Effect of Self-Service on Daily Sales, robustness checks

1: Ln(qty) 2: Ln(qty) 3: Ln(qty) 4: Ln(qty)

STIG*TS*TP 0.101*** 0.101*** 0.101*** 0.101***
(0.014) (0.014) (0.025) (0.019)

TS1*TP1 −0.187*** −0.178*** −0.187*** −0.394***
(0.036) (0.026) (0.048) (0.049)

TS2*TP2 0.099** 0.045 0.099* −0.129***
(0.031) (0.028) (0.043) (0.030)

R2 0.873 0.845 0.873 0.876
R2 Adj. 0.873 0.845 0.873 0.876
Log.Lik. −11079.119 −14894.132 −11079.119 −10600.376
Num.Obs 38058 38058 38058 38058
Method Triple Triple Triple Triple
SEs Cluster robust Cluster robust Cluster robust Wild Bootstrap
Cluster Store Store Store+year Store
Controls Yes No Yes Yes
store*date trend No No No Yes

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
Note: Columns 1-4 estimate the same model as in Column 1 in Table 1.2. Qty is quantity
measured as number of items sold. STIG, TS, and TP are dummy variables for stigma
products, treatment store, and treatment period, while 1 and 2 indicates the treatment store
and the respective treatment period. Standard errors are mixed between classical cluster
robust standard errors and Wild Cluster bootstrapped using Rademacher weight and 1 000
replications, as indicated in the table. Column 4 also includes a date-store interaction which
is a store specific time trend.
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purchasing anonymity provided by self-service checkouts. The estimated

effect is about a 10 percent increase in stigma items.

There are two business models to choose from when converting to self-

service. Either the store can keep some manned cash registers, or it can

convert to self-service only. My findings suggest that the former may be the

preferred strategy. The store that converted fully experienced a net reduction

in total sales compared to the control stores. There is no reduction in sales

for the store that kept a manned cash register, suggesting that converting

fully scares away some customers, not self-service in itself. The two business

models also have differential effects on individual categories of items. The

main drivers for both technologies are the product lines Microwaveable food,

frozen pizza, intimate hygiene, potato chips, and alcohol. There seems to be an

interaction effect between whether the product has an age limit, and whether

the products is ordered in the checkout process, or physically available in

the store. Among the stigma items with an age limit, only alcohol sells more

after the introduction of self service checkouts. This is the only product with

an age limit that is physically available in the store.
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Chapter 2

The Triple Difference Estimator

Andreas Olden Jarle Møen *

Abstract

Triple difference has become a widely used estimator in empirical work. A

close reading of articles in top economics journals reveals that the use of the

estimator to a large extent rests on intuition. The identifying assumptions

are neither formally derived nor generally agreed on. We give a complete

presentation of the triple difference estimator, and show that even though

the estimator can be computed as the difference between two difference-in-

differences estimators, it does not require two parallel trend assumptions to

have a causal interpretation. The reason is that the difference between two

biased difference-in-differences estimators will be unbiased as long as the

bias is the same in both estimators. This requires only one parallel trend

assumption to hold. )

*Affiliation of all authors: Department of Business and Management Science, NHH
Norwegian School of Economics. This paper is a methodological companion paper to Olden
(2018). We thank two anonymous referees for very helpful and valuable comments. We are
also grateful to Erik Øiolf Sørensen and Håkon Otneim for useful discussions and comments.
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2.1 Introduction

The triple difference estimator is widely used, either under the name “Triple

difference" (TD) or the name “difference-in-difference-in-differences" (DDD),

or with minor variations of these spellings. Triple difference is an extension

of double differences and was introduced by Gruber (1994). Even though

Gruber’s paper is well cited, very few modern users of triple difference

credit him for his methodological contribution. One reason may be that the

properties of the triple difference estimator are considered obvious. Another

reason may be that triple difference was little more than a curiosity in the

first ten years after Gruber’s paper. On Google Scholar, the annual number of

references to triple difference did not pass one hundred until year 2007. Since

then, the use of the estimator has grown rapidly and reached 928 unique

works referencing it in the year 2017.2

Looking only at the core economics journals American Economic Review, Jour-

nal of Political Economy and Quarterly Journal of Economics, we have found 32

articles using triple difference between 2010 and 2017, see Table 2.1 in the

appendix. A close reading of these articles reveals that the use of the triple

difference estimator to a large extent rests on intuition. The identifying as-

sumptions are neither formally derived nor generally agreed on. We fill this

void in the literature and give a complete presentation of the triple difference

estimator.

The triple difference estimator can be computed as the difference between

2More details on the historical development of the use of the triple difference estimator
can be found in the working paper version, Olden and Møen (2020), Figure 1. In the
working paper we also analyse naming conventions and suggest that there is a need to unify
terminology. We recommend the terms ‘triple difference’ and ‘difference-in-difference-in-
differences’.
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two difference-in-differences estimators. Despite this, we show that the triple

difference estimator does not require two parallel trend assumptions to have

a causal interpretation. The intuition is that the difference between two

biased difference-in-differences estimators will be unbiased as long as the

bias is the same in both estimators. In that case, the bias will be differenced

out when the triple difference is computed. This requires only one parallel

trend assumption, in ratios, to hold. In fact, the sole purpose of subtracting

the second difference-in-differences is to remove bias in the first. Gruber

(1994) states the identification requirement verbally, but the result has not

been fully formalized in the econometric literature, and it is overlooked in

most of the recent applications.

The rest of the paper is organized as follows: Section 2 gives a short overview

of the use of the triple difference estimator. Section 3 derives the triple

difference estimator. Section 4 shows that the triple difference estimator can

be viewed as the difference between two difference-in-differences estimators.

Section 5 derives the identifying assumptions. Section 6 shows that the triple

difference estimator can also be viewed as a difference-in-differences using a

ratio between two outcome variables. Section 7 discusses some issues related

to inference. Section 8 provides concluding remarks.

2.2 The triple difference literature

The most authoritative and formal treatment of the triple difference estimator

was for many years an unpublished NBER summer institute lecture note on

difference-in-differences estimation by Imbens and Wooldridge (2007). In

the introductory “Review of basic methodology" chapter they included a
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brief exposition of the triple difference estimator.3 The formula for the triple

difference estimator is now available in two econometrics books by Frölich

and Sperlich (2019, p. 242) and Wooldridge (2020, p. 436). We complement

these recent books by providing a more detailed discussion of the estimator,

and in particular by deriving the assumptions needed to identify a causal

effect.4

Other authoriative sources have treated the topic only in passing. In their

famous text book, Mostly Harmless Econometrics, Angrist and Pischke (2008,

p. 242) write that “A modification of the two-by-two DD setup with possibly

improved control groups uses higher-order contrast to draw causal inference".

The authors then go on to explain the basic setup using Yelowitz (1995) as an

example. They do not discuss or present the estimator, nor the identifying

assumption. They simply conclude that “This triple-difference model may

generate a more convincing set of results than a traditional DD analysis".

Lechner (2011, p. 3) follows a similar avenue in his survey The estimation of

causal effects by difference-in-differences methods. He uses Yelowitz (1995) as an

example of triple difference, and states that “the basic ideas of the approach of

taking multiple differences are already apparent with two dimensions. Thus,

we refrain from addressing these higher dimensions to keep the discussion

as focused as possible."

A look at Yelowitz (1995) reveals that he does not go into depth on the

estimator and the identifying assumptions. Instead, he cites Gruber (1994)

and Gruber and Poterba (1994). Gruber and Poterba (1994), however, refer
3Imbens and Wooldridge (2007) start out with a setup that is identical to ours in all

respects except notation (compare their Equation 1.3 to our Equation 2.1) However, the
estimator presented in their Equation 1.4, contains an error as it lacks the last term in
our Equation 2.4. This was corrected already in the 2008-version of the lecture notes, but
unfortunately, later versions have been less widely distributed.

4We are grateful to an anonymous referee for making us aware of the two recent books.
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back to Gruber (1994).

In his single-authored 1994 article, Gruber analyzes the labour market effects

of mandated maternity benefits. Gruber explains the setup as follows:

I compare the treatment individuals in the experimental states to a set of

control individuals in those same states and measure the change in the

treatments’ relative outcomes, relative to states that did not pass maternity

mandates. The identifying assumption of this “differences-in-differences-in-

differences" (DDD) estimator are fairly weak: it simply requires that there be

no contemporaneous shock that affects the relative outcomes of the treatment

group in the same state-years as the law".

We have also looked at all articles applying triple difference (using one of the

six most common ways of referencing the estimator) in American Economic

Review, Journal of Political Economy, and Quarterly Journal of Economics between

2010 and 2017. As seen in Table 2.1 in the appendix, we found a total of

32 articles, 16 articles in AER, five in JPE and 11 in QJE. Of these articles

Muehlenbachs et al. (2015), Hornbeck (2010), and Shayo and Zussman (2011)

show some version of the estimator itself, indicating that it is not entirely

obvious. In a similar spirit, Walker (2013) shows the error term of the triple

difference estimator and uses it for discussion of robustness. Only Nilsson

(2017) cites Gruber (1994).

We will later show formally that a parallel trend assumption very similar

to the difference-in-differences approach is needed for the estimated effect

to have a causal interpretation. The parallel trend in DDD is, however, on

a differential between two categories. In some applications this is stated

verbally. Walker (2013, p. 1805) writes e.g. that “[t]he identifying assumption
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in this class of models is that there are no other factors generating a differ-

ence in differential trends between production decisions in regulated and

unregulated manufacturing firms." 5

Most of the other 32 top journal articles present some intuition of what the

estimator is robust against, but otherwise the information presented varies

considerably. Only a few of the authors discuss a common trend or parallel

trend assumption, and as the triple difference is based on a strong parallel

trend assumption, it is also disturbing to see that a large part of the articles

do not include unconditional plots of the outcome series they are studying.

This makes it impossible to visually assess potential trends.

In Tables 2.2 and 2.3 in the appendix, we present the 50 most cited articles

referencing the estimator, numbered and ordered by number of citations.

There has been almost 5000 papers referencing the estimator since 1994, and

it is natural to think that some of the most cited triple difference articles

are methodological or represent early use of the methodology. Seven of

the 50 most cited articles list Gruber as a co-author.6 Six articles are cov-

ered in the review of articles in AER/QJE/JPE.7 Among the rest, seven

have methodological-sounding names.8 A close reading of the articles with

methodological-sounding names reveals that they do not give a formal ex-

5Some other articles in our sample have similar formulations. Hoynes et al. (2016, p.
925-926) write that “[i]n this triple-difference model, the maintained assumption is that
there are no differential trends for high participation versus low participation groups within
early versus late implementing counties". Deschênes et al. (2017, p. 2970) state that “[o]ur
identifying assumption is that such policies did not change differentially in NBP versus
non-NBP states, in winter versus summer, over this period". Finally, Kleven et al. (2013,
p. 1908) write that “[i]n that case, the identifying assumption would be that there is no
contemporaneous change in the differential trend between Spain and the synthetic control
country".

6These are the articles 4, 9, 17, 25, 31, 34, and 39, in which 4 is Gruber (1994) and 31 is
Gruber and Poterba (1994). Note also that number 30 is Yelowitz (1995).

7These are the articles 7, 11, 21, 35, 42 and 46.
8These are the articles 1, 5, 6, 10, 12, 24, and 40. Note that number 24 is Lechner (2011)

which is covered previously.
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position of the triple difference estimator, nor its identifying assumption.

However, Ravallion (2007) cites Ravallion et al. (2005) which shows a very

special case of the triple difference estimator and the identifying assumptions

for that special case. 9

2.3 The triple difference estimator

For the sake of exposition let us assume that we are talking about two

American states, and that the Treatment state (T) introduces a health-care

measure, while the Control state (C) does not. Further, the population of

the states can be subdivided into two groups, group A and group B. The

health-care measure we intend to study is only introduced to group B, i.e.

group B is the group that can Benefit from the measure. Finally, there are

two time periods, namely Pre- and Post-implementation of the health-care

measure.

To establish a counterfactual it might seem convenient to compare group A

and group B within the treatment state. This will not be valid if the health-

care reform has within-state spillovers from group B to group A. Another

option is to compare group B in the treatment state with group B in the

control state. This will not be valid if different states have different economic

conditions, so that group B in the treatment state would have trended differ-

ently from group B in the control state, regardless of the health-care measure.

However, we may reasonably assume that the general economic differences

will not affect the relative outcomes of group A and group B. In that case,

we can use the relative difference to estimate what would have happened to

9This scenario does not have pre-periods, only post-periods, and two treatment groups
that are treated with differential intensity. This requires a set of identifying assumptions
that in general are not needed in the triple difference estimator.
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the relative outcomes of group A and group B in the treatment state in the

absence of treatment.

Equation 2.1 is a basic triple difference specification in accordance with the

above exposition. All variables in this basic setup are dummy variables.

Ysit = β0 + β1T + β2B + β3Post+

β4T ∗B + β5T ∗ Post+ β6B ∗ Post+ β7T ∗B ∗ Post+ εsit (2.1)

The conditional mean function of Equation 2.1 isE[Ysit|T,B, Post], which can

take on eight values. Since the model has eight values and eight coefficients,

the model is saturated (Angrist and Pischke 2008). Under standard OLS

assumptions and an additive effect, we can use E[εsit|T,B, Post] = 0 to show

the eight expected values as in Equations 2.2.

E[Y |T = 0, B = 0, Post = 0] = β0

E[Y |T = 1, B = 0, Post = 0] = β0 + β1

E[Y |T = 0, B = 1, Post = 0] = β0 + β2

E[Y |T = 0, B = 0, Post = 1] = β0 + β3

E[Y |T = 1, B = 1, Post = 0] = β0 + β1 + β2 + β4

E[Y |T = 1, B = 0, Post = 1] = β0 + β1 + β3 + β5

E[Y |T = 0, B = 1, Post = 1] = β0 + β2 + β3 + β6

E[Y |T = 1, B = 1, Post = 1] = β0 + β1 + β2 + β3 + β4 + β5 + β6 + β7 (2.2)
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Starting at the top of equation set 2.2, we can solve for the β′s.

β0 = E[Y |T = 0, B = 0, Post = 0]

β1 = E[Y |T = 1, B = 0, Post = 0]− E[Y |T = 0, B = 0, Post = 0]

β2 = E[Y |T = 0, B = 1, Post = 0]− E[Y |T = 0, B = 0, Post = 0]

β3 = E[Y |T = 0, B = 0, Post = 1]− E[Y |T = 0, B = 0, Post = 0]

β4 = E[Y |T = 1, B = 1, Post = 0] + E[Y |T = 0, B = 0, Post = 0]−

E[Y |T = 1, B = 0, Post = 0]− E[Y |T = 0, B = 1, Post = 0]

β5 = E[Y |T = 1, B = 0, Post = 1] + E[Y |T = 0, B = 0, Post = 0]−

E[Y |T = 1, B = 0, Post = 0]− E[Y |T = 0, B = 0, Post = 1]

β6 = E[Y |T = 0, B = 1, Post = 1] + E[Y |T = 0, B = 0, Post = 0]−

E[Y |T = 0, B = 1, Post = 0]− E[Y |T = 0, B = 0, Post = 1]

β7 =
(
E[Y |T = 1, B = 1, Post = 1]− E[Y |T = 1, B = 1, Post = 0]

)
−(

E[Y |T = 1, B = 0, Post = 1]− E[Y |T = 1, B = 0, Post = 0]
)
−(

E[Y |T = 0, B = 1, Post = 1]− E[Y |T = 0, B = 1, Post = 0]
)
+(

E[Y |T = 0, B = 0, Post = 1]− E[Y |T = 0, B = 0, Post = 0]
)

(2.3)

By rearranging the expression for β7 and substituting the expected values

with their sample equivalents (the mean values), we get Equation 2.4. This is

the triple difference estimator for the effect of the treatment for group B.
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β̂7 =

[(ȲT=1,B=1,Post=1 − ȲT=1,B=1,Post=0)− (ȲT=0,B=1,Post=1 − ȲT=0,B=1,Post=0)]−

[(ȲT=1,B=0,Post=1 − ȲT=1,B=0,Post=0)− (ȲT=0,B=0,Post=1 − ȲT=0,B=0,Post=0)]

(2.4)

For simplicity, we have not included control variables in the equations above.

Adding control variables is common and simple when using the regression

formulation of the triple difference model in Equation 2.1. The benefits

are twofold. First, control variables with substantial explanatory power

will reduce the residual variance, and thereby increase the precision of the

causal effect of interest. Second, including control variables can account

for compositional differences between groups and make the parallel trend

assumption needed for identification more credible. Put differently, including

control variables can mitigate selection problems if there is some selection

into the treatment state and group that is based on observable characteristics.

We derive the identifying assumption for the case without control variables

in Section 2.5 below.

2.4 The difference between two

difference-in-differences

The classical difference-in-differences estimator is presented in Equation 2.5.
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δ̂ = [(ȲT=1,Post=1 − ȲT=1,Post=0)− (ȲT=0,Post=1 − ȲT=0,Post=0)] (2.5)

Clearly, the triple difference estimator of Equation 2.4 is equivalent to the

difference between two difference-in-differences. The first difference-in-

differences is for group B, and is given by the first square brackets, while the

second difference-in-differences is for group A, given by the second square

brackets. It is also worth mentioning that due to the additive nature of

the triple difference estimator of Equation 2.4, we could alternatively have

presented it as a difference-in-differences for the treatment state, comparing

the eligible group B and group A, minus a difference-in-differences in the

control state, comparing group B and group A there. Mathematically this is

equivalent, though when thinking about a specific application, one is often

preferred over the other.

2.5 Identifying assumptions

The triple difference estimator requires a parallel trend assumption for the

estimated effect to have a causal interpretation. Even though the triple

difference is the difference between two difference-in-differences, it does not

need two parallel trend assumptions. Rather, it requires the relative outcome

of group B and group A in the treatment state to trend in the same way as the

relative outcome of group B and group A in the control state, in the absence

of treatment.10 To see this, first take the β7 in Equations 2.3 and rearrange it

10We phrase the discussion here in terms of trends, but, as mentioned in the introduction,
one can also think of triple difference as a way to remove a potential bias in an ordinary
difference estimator. This requires that the two DD-estimators used have the same bias. In
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to create Equation 2.6.

β7 =

[(
E[Y |T = 1, B = 1, Post = 1]− E[Y |T = 1, B = 1, Post = 0]

)
−(

E[Y |T = 1, B = 0, Post = 1]− E[Y |T = 1, B = 0, Post = 0]

)]
−[(

E[Y |T = 0, B = 1, Post = 1]− E[Y |T = 0, B = 1, Post = 0]

)
−(

E[Y |T = 0, B = 0, Post = 1]− E[Y |T = 0, B = 0, Post = 0]
)]

(2.6)

Now, introduce the potential outcomes framework (see for instance Angrist

and Pischke (2008)). In this framework E[Y1,sit] is the expected outcome of a

state, group, and time if treated, while E[Y0,sit] is the expected outcome of a

state, group, and time if not treated. Potential outcomes mean that we either

observe Y 1,sit or Y 0,sit, but never both. Expressions like E[Y0,T=1,B=1,Post=1]

are the expectation of non-observed potential outcomes; in our case the

outcome of group B in the treatment state (T), in the treatment period (Post),

had it not been treated.

We can use the potential outcome framework to define δ, the true causal

effect of treatment in the treatment state (T), on the treatment group B, in the

treatment period (Post) as:

δ = E[Y1 − Y0|T = 1, B = 1, Post = 1] (2.7)

fact, even the ordinary difference-in-differences estimator can in general terms be thought of
as a way to remove bias rather than time trends. The parallel trend assumption is therefore
sometimes referred to as a ‘bias stability’ assumption, see e.g. Frölich and Sperlich (2019, p.
230).
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Equation 2.7 states that the true treatment effect is the difference between the

outcome of state T, group B in period 2 as treated, and the outcome of state T,

group B in period 2, had it not been treated.

Note that Equation 2.7 is the average treatment effect on the treated, often called

ATET, ATT or TOT, see e.g. Angrist and Pischke (2008, ch. 3). Under the

parallel trend assumption this is what is identified. This can be seen from the

conditioning on T = 1 in the definition of the true causal effect, δ. With het-

erogeneous treatment effects, the population wide, unconditional, average

treatment effect (ATE) is not identified. In the DD case, this has previously

been pointed out by Frölich and Sperlich (2019, p. 228). They explain this by

the fact that treatment effect estimation using the difference-in-differences

estimator is a prediction problem where outcomes observed before the treat-

ment started are used to predict the potential non-treatment outcome. With

heterogeneous treatment effects, however, the natural experiments used for

difference-in-differences estimation do not necessarily contain any informa-

tion to predict the potential treatment outcome for the control group. This

reasoning also applies to triple difference estimation where there are three

non-predictable, counter factual, treatment outcomes, E[Y1,T=0,B=1,Post=1],

E[Y1,T=0,B=0,Post=1] and E[Y1,T=1,B=0,Post=1].

We are now ready to derive the parallel trend assumption that identifies

δ. Doing so, we rewrite Equation 2.6 using the notation from the potential

outcome framework.
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β7 =

[(
E[Y1|T = 1, B = 1, Post = 1]− E[Y0|T = 1, B = 1, Post = 0]

)
−(

E[Y0|T = 1, B = 0, Post = 1]− E[Y0|T = 1, B = 0, Post = 0]

)]
−[(

E[Y0|T = 0, B = 1, Post = 1]− E[Y0|T = 0, B = 1, Post = 0]

)
−(

E[Y0|T = 0, B = 0, Post = 1]− E[Y0|T = 0, B = 0, Post = 0]
)]

(2.8)

For β7 to equal δ, we need the differential in the outcomes of group A and

group B in the treatment state to trend similarly to the differential in the

outcomes of group A and group B in the control state, in the absence of

treatment. This is the parallel trend assumption. A formal exposition of

this statement is given in Equation 2.9. The first line is the change between

the two periods in the outcomes of group B in the treatment state had it

not been treated. The second line is the same change for group A. The

difference between these two expressions is equated with an expression that

is equivalent, except that it gives realized outcomes in the control state.11

11See Frölich and Sperlich (2019, p. 244) for a different formulation given in the context
of DDD used on a three period, two group set-up. The DD parallel trend assumption then
translates into what they call a ‘parallel growth’ or ‘common acceleration’ assumption.
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(
E[Y0|T = 1, B = 1, Post = 1]− E[Y0|T = 1, B = 1, Post = 0]

)
−(

E[Y0|T = 1, B = 0, Post = 1]− E[Y0|T = 1, B = 0, Post = 0]

)
=(

E[Y0|T = 0, B = 1, Post = 1]− E[Y0|T = 0, B = 1, Post = 0]

)
−(

E[Y0|T = 0, B = 0, Post = 1]− E[Y0|T = 0, B = 0, Post = 0]

)
(2.9)

To show that this parallel trend assumption identifies δ, the causal effect, we

can substitute Equation 2.9 into Equation 2.8.

β7 =

[(
E[Y1|T = 1, B = 1, Post = 1]− E[Y0|T = 1, B = 1, Post = 0]

)
−(

E[Y0|T = 1, B = 0, Post = 1]− E[Y0|T = 1, B = 0, Post = 0]

)]
−[(

E[Y0|T = 1, B = 1, Post = 1]− E[Y0|T = 1, B = 1, Post = 0]

)
−(

E[Y0|T = 1, B = 0, Post = 1]− E[Y0|T = 1, B = 0, Post = 0]

)]
(2.10)

Rearranging and rewriting Equation 2.10 we get
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β7 = E[Y1 − Y0|T = 1, B = 1, Post = 1]

+ E[Y0|T = 1, B = 0, Post = 1]− E[Y0|T = 1, B = 0, Post = 1]

+ E[Y0|T = 1, B = 1, Post = 0]− E[Y0|T = 1, B = 1, Post = 0]

+ E[Y0|T = 1, B = 0, Post = 0]− E[Y0|T = 1, B = 0, Post = 0] (2.11)

By canceling out the redundant terms of Equation 2.11 we find that

β7 = (E[Y1 − Y0|T = 1, B = 1, Post = 1] = δ qed. (2.12)

2.6 Triple difference as difference-in-differences

Take the difference-in-differences estimator of Equation 2.5 and define the

outcome variable, Ȳ , as:

Ȳij = Ȳaij − Ȳbij (2.13)

Substituting this definition into Equation 2.5 gives us
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δ̂ =

[(Ȳa,pre,treat − Ȳb,pre,treat)− (Ȳa,post,treat − Ȳb,post,treat)]−

[(Ȳa,pre,cont − Ȳb,pre,cont)− (Ȳa,post,cont − Ȳb,post,cont)]

= δ̂triple (2.14)

This shows clearly that a basic difference-in-differences with a differential as

the outcome and a symmetric structure, is a triple difference, and the other

way around. This implies that all procedures for difference-in-differences

can be applied to a transformed triple difference. For instance, standard

robustness checks for difference-in-differences can be applied, see for in-

stance Angrist and Pischke (2008). Also, semi-parametric versions of the

difference-in-differences estimator are available, as in (Abadie, 2005), as well

as non-linear models as in (Athey and Imbens, 2006), which can be directly

applied to the transformed problem. Among the generalization of the simple

difference-in-differences estimator, Callaway and Sant’Anna (2020) provides

an appropriate estimators for caseses with many time periods, including

when the parallel trend assumption holds only conditional on covariates.

They also give an up to date literature review.

Finally, knowing that difference-in-differences models struggle with standard

errors when there are few clusters, as documented by Bertrand et al. (2004),

this will apply to the transformed triple difference, as well as to the triple

difference estimator. We return to this next.
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2.7 Inference

In the case of the difference-in-differences estimator, Bertrand et al. (2004)

shows how the estimator is prone to over-rejection, i.e. finding false pos-

itives. This is due to serial correlation and intra-group correlation. This

can be addressed by using cluster robust standard errors, which are based

on asymptotic properties in the group dimension. However, it is common

to have a limited number groups or treatment groups, violating the as-

sumptions. For a fairly recent and extensive exposition of the issues in the

difference-in-differences estimator, see Cameron and Miller (2015).

It is unclear to what extent this generalizes to the triple difference estimator,

as we include additional groups, correlation structures, and explicitly try to

model them. Also, we increase the number of observations and the complex-

ity of the model. To answer these questions, we turn to a procedure from

Bertrand et al. (2004), running a simulation study on data from the Current

Population Survey (CPS) in which we vary the number of treated clusters.12

We compare the difference-in-differences estimator with the triple difference

estimator, both for individual level data and for state-year-gender aggregated

data. Further, we include the triple difference estimated as difference-in-

differences on a ratio, cf. Section 2.6. The full results are presented in

Appendix B.

When it comes to false positives, or over-rejection, we find that the difference-

in-differences and the triple difference show similar patterns of over-rejection

with clustered standard errors. However, the triple difference shows greater

12We draw n placebo treatment states out of 51, draw a year from a uniform distribution
over 1985-1995 which serves as a treatment year, estimate different models, and reiterate the
process 10 000 times, considering rejection rates, i.e. how often we find a significant effect.
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power to detect true (simulated) effects. Aggregation does not solve the

issues of over-rejection, and comes at a cost with respect to power. Further,

the triple difference as difference-in-differences and the full triple difference

performs almost identical. Researchers should know that there is little to

lose, and some to gain, by using the triple difference relative to difference-in-

differences, but also realize that when there are few clusters, or few treated

clusters, both will have severe issues of over-rejection.

2.8 Concluding remarks

In this paper we document the rise of the triple difference estimator. The use

of the estimator has grown exponentially, yet it lacks formal derivation and

is often carelessly applied in the literature, for instance by largely ignoring

its parallel trend assumption, and by omitting unconditional plots, making

model validation difficult.

Our main contribution is to show that the triple difference estimator does

not require two parallel trend assumptions to have a causal interpretation,

even though it can be computed as the difference between two difference-in-

differences estimators. We also show that the triple difference parallel trend

assumption is equivalent to the parallel trend assumption in a difference-in-

differences model based on ratios.

When choosing between a triple difference and a difference-in-differences

on a ratio-variable, there are several things to consider. The difference-in-

differences estimator is much better understood, and there is a large literature

that addresses the estimator and its shortcomings. However, it comes at the

cost of degrees of freedom, and provides less information than the triple
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difference. The triple difference will for instance provide an estimate of

spillover-effects, i.e. β5 in Equation 2.1, which is the effect on the non-treated

in the treatment state in the treatment period. This information is lost in the

difference-in-differences estimator.

The triple difference estimator is often used as a heterogeneity test or as a ro-

bustness check. When comparing it with a standard difference-in-differences,

Berck and Villas-Boas (2016) show conditions for when the triple difference

estimator reduces bias relative to a difference-in-differences approach in the

presence of omitted variable bias.

Finally, our reading of the literature points to some other key issues that

demand awareness. Many of the articles spend considerable time on control

variables, in which case one should be specific on whether the inclusion is to

absorb variance and increase precision, or if the the parallel trend assumption

holds only conditional on some covariates. Note that in the case of time-

invariant state-level variables, they will be differenced out, easily shown by

deducting any mean from the estimator. Time-varying, state level variables,

however, is a likely source of bias, and should be explicitly dealt with when

evaluating the parallel trend assumption, or be dealt with in a more complex

framework, as touched upon in Section 2.6.

In the literature, much less time is spent discussing functional form issues

than control variables. This is unfortunate. Both the difference-in-differences

and the triple difference estimator relies on a parallel trend assumption, and

hence the functional form is identifying. In the triple difference estimator, we

make an assumption on how the outcomes of two groups co-move relative

to the co-movement in two other groups in the control state. Both a ratio

and its log-transformed counterpart can be a natural choice of functional
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form, depending on the situation. This requires thought, however. When the

parallel trend assumption holds in logs it will not hold in levels, and vice

versa, see Angrist and Pischke (2008, p. 230) and Frölich and Sperlich (2019,

p. 228).13

13Unfortunately, what functional form to choose, seldom finds it answer in economic
theory or statistics. For a discussion of these topics in the case of the difference-in-differences
estimator, we recommend Kahn-Lang and Lang (2020). The recommendations of Kahn-
Lang and Lang (2020) is equally applicable to the triple difference estimator, and includes
addressing why there is level differences to begin with, explicitly justifying the parallel
trend assumption, and noting that pre-treatment trends is indicative, but not necessary,
nor sufficient for the parallel trend assumption to hold. However, in the case of the triple
difference, initial level differences in the difference-in-differences might be a reason why we
want to use triple difference. The general advice to reflect on level differences still stands.
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Table 2.4: Title abbreviations for Tables 2.1-2.3

Abbreviaton Full title

AEJAE American Economic Journal: Applied Economics
AER The American Economic Review
ARS Annual Review of Sociology
EE Energy Economics
FTE Foundations and Trends® in Econometrics
HDE Handbook of Development Economics
HE Health Economics
HEF Handbook of the Economics of Finance
HHE Handbook of HE
HLE Handbook of Labor Economics
ISR Information Systems Research
JDE Journal of Development Economics
JFE Journal of Financial Economics
JLaE Journal of Law and Economics
JLE Journal of Labor Economics
JMR Journal of Marketing Research
JPE Journal of Political Economy
JPuE Journal of Public Economics
JUE Journal of Urban Economics
MS Management Science
NBER NBER Working Paper Series
NEJM New England Journal of Medicine
NTJ National Tax Journal
QJE Quarterly Journal of Economics
RES Review of Economics and Statistics
RFS The Review of Financial Studies
SJ Stata Journal
TEJ The Economic Journal

2.B Simulations

The difference-in-differences and the triple difference estimators often have a

group and a time structure, for instance individual level data in different US

states over time, with some states being treated. This structure introduces

issues of serial correlation and intra-group (cluster) correlation, which can
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lead to biased standard errors and severe over-rejection of the null hypothesis

of no effect, famously documented in the difference-in-differences case by

Bertrand et al. (2004). Typically, cluster robust standard errors on the state

level are used. These relies on asymptotic properties in the number of

groups.14 For a thorough overview on the issues and remedies, see Cameron

and Miller (2015) and Angrist and Pischke (2008). It can be shown that

the asymptotic properties applies to both the number of untreated and the

number of treated clusters, see (Conley and Taber, 2011).

While the issue of clustered errors is well studied in the difference-in-differences

estimator, it is not obvious to what extent it carries over to the triple differ-

ence estimator. One reason to expect differences is that we introduce new

contrast groups that might affect correlation structures, and we explicitly

try to model sub-groups within the cluster (for instance gender in state).

Moreover, the number of observations typically doubles, and we increase

the general complexity of the modeling approach. We will not give a full

exposition of these issues in the triple difference estimator case, but we will

make some points by comparing triple difference to difference-in-differences.

To aid intuition, consider the following stylized example. Some US states

introduce a legal reform to affect the wage of women. Having data on wage

from both before and after the reform for all states, it seems well-suited for a

difference-in-differences approach. In this example, the states that introduce

the legal reform are the treatment states, while the states that do not are the

control states. The time period before the reform is the pre-period, while the

time period after the reform is the treatment-period. However, we might be

worried that the states that introduced the legislation to impact the wage

14As developed by White (1984) with extensions by Liang and Zeger (1986) and Arellano
et al. (1987).
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of women would have had higher growth rates to begin with, such that

the comparison of women in the treatment state and women in the control

states would be biased. While the treatment states might trend differentially

from the control states regardless of treatment, we believe that this trend

affects men and women similarly. Thus we consider a triple difference

estimator for which we compare the relative wage of women and men in the

treatment states to the relative wage of women and men in the control states,

circumventing the bias from the difference-in-differences estimator.

If the assumptions hold and the right functional form is chosen, this strategy

will get rid of the bias in the estimation. However, we are left with the

question of standard errors. To shine some light on the issue, we use the

procedure of Bertrand et al. (2004) and run simulations of placebo treatments

while observing the rejection rates. The data used is the Current Population

Survey in their fourth interview month, in the Merged Outgoing Rotation

Group, from 1979 to 1999. The survey contains individual level data from all

US states and Washington DC. The data are freely available and commonly

used.15 The rejection rate is defined as the proportion of times the null

hypothesis is rejected on a five percent significance level, i.e. the number of

times we find a significant effect for the treatment variable. When there is

no effect, this should be 5 percent of the times, i.e. the significance level or

probability of false positives. Note that we are “randomizing the treatment

variable while keeping the set of outcomes fixed. In general, the distribution

of the test statistic induced by such randomization is not a standard normal

distribution and, therefore, the exact rejection rate we should expect is not

known." (Bertrand et al., 2004, p. 256). However, real data has its own
15Data accessed November 19 2020 from:

https://www.nber.org/research/data/current-population-survey-cps-data-nber.
Data and reproducible code is provided openly at https://github.com/
andreasolden/simulate_triple_difference.
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advantages, and we also have the original article as a baseline. Furthermore,

our comparisons are mainly to explore the relative performance of triple

difference as compared to difference-in-differences, making the true rejection

rate less important.

Keeping our example as close to Bertrand et al. (2004) as possible, we restrict

the sample to participants between the ages of 25 and 50, with strictly positive

earnings. This leaves about 1 000 000 observations. Bertrand et al. (2004)

consider a difference-in-differences on women. We include men also, as

they serve as a control group when adding the additional layer of the triple

difference.16 The procedure goes as follows:

1. Draw n states randomly. These will serve as the placebo treatment

states.

2. Draw a year from a uniform distribution over 1985-1995. This year and

all subsequent years will serve as the placebo treatment years.

3. Esimate different models with different standard errors.

4. Re-iterate steps 1-3 10 000 times.

5. Consider rejection rates, i.e. how often we find a significant effect.

We run five different regression models. Equation 2.15 is a difference-in-

differences on females, as in Bertrand et al. (2004). Equation 2.16 is a triple

difference for both sexes. Both are estimated on individual level data. Equa-

tion 2.17 is a difference-in-differences for females on data aggregated to the

16We deviate from Bertrand et al. (2004) by running 10 000 iterations as opposed to
200-400. We do not include individual level controls for better comparisons between the
simulated models, but we always include state and year fixed effects, as well as a fixed effect
of gender when applicable. Since the identification comes from group differences over time,
this is unlikely to be important for our purposes.
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state-year-gender level. Equation 2.18 is a triple difference performed as

difference-in-differences on relative outcomes for both sexes, as shown in

Section 2.6. Equation 2.19 is a full triple difference for both sexes. The latter

two equations are also on data aggregated to the state-year-gender level.

The motivation for the agggregation is that triple difference performed as

difference-in-differences on relative outcomes is only possible for grouped

data. Aggregation is sometimes also suggested as a way to circumvent intra-

cluster correlation issues (Angrist and Pischke, 2008, p. 313). The outcome

variable is always log-transformed weakly earnings, and s denotes state, i

individual, and t time period.

logY female
sit = αstates + γyear + δ(T ∗ post) + εsit (2.15)

logYsit =

αstates + γyear + β1(female) + β2(T ∗ female) + β3(post ∗ female) + β4(T ∗ post)+

δ(T ∗ post ∗ female) + εsit (2.16)

logȲ females
st = αstates + γyear + δ(T ∗ post) + εst (2.17)
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log(Ȳ females
st /Ȳ males

st ) = αstates + γyear + δ(T ∗ post) + εst (2.18)

logȲst,gender =

αstates + γyear + β1(female) + β2(T ∗ female) + β3(post ∗ female)+

β4(T ∗ post) + δ(T ∗ post ∗ female) + εst,gender (2.19)

We repeat these estimations for 25, 5, 2, and 1 treated clusters, holding the

total number of clusters constant at 51.17 We also show results with different

ways to estimate the standard errors. We use either uncorrected standard

errors assuming independent and identically distributed errors (IID), White

hereoskedasticity (HC1) robust standard errors (as Stata robust), or clustered

standard errors on state-level (as Stata xtreg cluster). The implementation is

done by the package Fixest in R, Bergé (2018).18 Finally, we simulate with a

true effect of either two or five percent to get a sense of power, or the ability

to detect true effects. The effects are simulated by adding a fixed increase of

two or five percent of the pre-treatment weakly earnings for women, to the

post-treatment outcomes for women in the treatment state, shifting the level,

17We deviate from Bertrand et al. (2004) who focus on the total number of clusters.
However, as Conley and Taber (2011) point out, the asymptotics are for both treated and
untreated groups, so we expect similar results as if we had just reduced the number of
groups, holding the number of treated groups constant. We also expect this to be a more
common issue, as even in the case of few clusters, the results will suffer from few treated
clusters. For difference-in-differences, the scenario is covered in for instance Conley and
Taber (2011), MacKinnon and Webb (2018), MacKinnon and Webb (2020), and Ferman and
Pinto (2019).

18For more information see https://cran.r-project.org/package=fixest and
https://cran.r-project.org/web/packages/fixest/vignettes/standard_
errors.html.
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but not the trend. The results are shown in Tables 2.5, 2.6, and 2.7.

2.B.1 Results

Table 2.5 shows rejection rates for placebo treatments for individual level

data. The estimators in use are the difference-in-differences of Equation 2.15,

in column 1-3, and the triple difference estimator of Equation 2.16 in column

4-6. For each estimator, the rejection rates are either based on IID standard

errors, robust standard errors or clustered at the state level, in that order.

Column 1 corresponds to the results from Bertrand et al. (2004), with rejection

rates roughly between 60 and 70 percent, i.e. we find a significant effect 60

to 70 percent of the times in the case of IID standard errors and placebo

treatment, which is severe over-rejection19. This is almost identical to the

results with robust standard errors, as shown in column 2. Furthermore, the

number of treated clusters, specified in the row names, has limited impact,

going from rejection rates of about 70 percent to about 60 percent when

reducing the number of treated clusters from 25 to 1. When clustering the

standard errors, the rejection rate is 7 percent in the case of 25 treated clusters,

which is close to what we would want, but it rises to 15 percent in the case

of 5 treated clusters, 34 percent for 2 treated clusters, and 74 percent for 1

treated cluster, as expected when using standard errors based on cluster

asymptotics.

Turning to the triple difference estimator, the results for IID and robust

standard errors still over-reject, with rejection rates of about 30 percent,

regardless of how many treated clusters there are, as shown in column 4

19Strictly speaking, column 1, row 1 is the same specification as row 1 in Table II in
(Bertrand et al., 2004, p. 257), except for the choice of covariates and the number of simula-
tions.
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and 5. This is about half the rejection rate of the equivalent difference-in-

differences, but still much higher than we would want. Finally, looking

at column 6, the rejection rate is 6 percent for 25 treated clusters, which

is close to ideal, 13 percent for 5 treated clusters, 37 percent for 2 treated

clusters and 82 percent for 1 treated cluster, showing the same pattern as the

difference-in-differences, however, mildly preferred for 5-25 treated clusters,

but not for 1-2 treated clusters. The differences are, however, marginal. As

for clustered errors, there seems to be little gain, nor lose, from moving from

a difference-in-differences to a triple difference estimator, in terms of false

positives.

Table 2.6 compares three scenarios, no effect (placebo treatments) as above, a

simulated 2 percent true effect, and a simulated 5 percent true effect.20 Each

scenario contains both a difference-in-differences estimator and a triple dif-

ference estimator. All specifications are with individual level data, standard

errors clustered at the state level, and either 25, 5, 2, or 1 treated clusters.

With many (25) treated clusters, the triple difference estimator shows signs

of having more power than the difference-in-differences estimator, providing

rejection rates of 55 percent to 21 percent in the case of a 2 percent effect, and

99.8 percent to 69 percent in the case of a 5 percent effect. When reducing the

number of treated clusters to 5, the triple difference still has more power, with

36 percent to 29 percent for a 2 percent effect, and 82 percent to 57 percent for

a 5 percent effect, which is better, but with smaller margins. With even fewer

treated clusters the differences become slighter, and it is worth remembering

that we get high rejection rates, even in the absence of treatment, when we

have few treated clusters.
20Note that for expositional reasons Table 2.6, columns 1 and 2 are identical to Table 2.5,

columns 3 and 6, respectively.
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Table 2.7 are all performed on data aggregated to the state-year-gender level

(equations 2.17-2.19, and clustered standard errors. Aggregation to avoid

intra-cluster correlation is common and suggested for instance by Angrist

and Pischke (2008, p. 313). However, in the case of the (full) triple difference,

we cannot aggregate to state-year, but have to aggregate to state-year-gender,

leaving two observations per state per year, not fully avoiding the intra-

cluster correlation structure. However, in the special case of Equation 2.18,

which is also shown (in levels) in Section 2.6, we estimate the triple differ-

ence as a difference-in-differences on a relative outcome, preserving the one

observation per state per year structure.

There are some notable patterns. In the case of no effect and 25 treated

clusters, the rejection rates differ only marginally, and are similar to the

individual level estimations. As we decrease the number of treated clusters,

the rejection rates goes up to about 12 percent for 5 treated clusters, 29-34

percent for 2 treated clusters, and 72-79 percent for 1 treated cluster. As

opposed to the individual level data, the difference-in-differences is mildly

preferred to the triple difference estimator (in both its forms), and there is

marginal improvement by aggregating, but typically only by a few percent,

for both estimators, which unfortunately is not very helpful considering

the overall scale of over-rejection. Further, there is virtually no difference

between the triple difference as difference-in-differences and the full triple

difference estimator. This is of course partly true because they use the same

cluster asymptotics. Had we used robust (for instance White HC1), it is likely

that the triple difference as difference-in-differences would look more like

the difference-in-differences, as it would be based on regular asymptotics

and they have the same degrees of freedom.
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When we introduce true, simulated effects, the same pattern as individual

level data arises. The triple difference, in both its forms, has higher power.

With 25 treated clusters the rejection rates are 31 percent to 10 percent for a 2

percent effect, and 95 percent to 40 percent for a 5 percent effect. However,

as the number of treated clusters decrease to 5, the difference also decreases,

with 21 percent to 16 percent for a 2 percent effect, and 63 percent to 32

percent for a 5 percent effect. The difference becomes even smaller for 2 and

1 treated clusters.

Overall, aggregation has only minor consequences for false positives, but

major consequences for power. This is seen by comparing Tables 2.6 and

2.7. Even in the case where the asymptotics seems reasonable, i.e. 25 treated

clusters, the consequences with a 2 percent effect is a reduction in rejection

rates from 21 percent to 10 percent for the difference-in-differences, and

55 percent to 31 percent for the triple difference. For a 5 percent effect the

reduction is from 69 percent to 40 percent for the difference-in-differences,

and 99.8 percent to 95 percent for the triple difference.

To conclude, for individual level data, clustered errors, and five or more

treated clusters, the triple difference typically performs slightly better than

the difference-in-differences, with the reverse being true for 1-2 treated clus-

ters, when it comes to false positives. However, the differences are marginal

compared to the overall issue of over-rejection. When it comes to power,

the triple difference outperforms the difference-in-differences, often by a

lot, in almost all cases. Aggregation does not solve much, and comes at

a large cost in terms of power. It is also noteworthy that there is close to

no difference between the full triple difference and the triple difference as

difference-in-differences, either in terms of false positives or power. Re-
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Table 2.5: No effect: Rejection rates for individual level data models

Difference-in-differences Triple difference

(1) (2) (3) (4) (5) (6)

Uncorrected White Cluster Uncorrected White Cluster

25 0.7058 0.7072 0.0711 0.3013 0.3021 0.0592
5 0.6757 0.6787 0.1530 0.3095 0.3106 0.1343
2 0.6187 0.6247 0.3421 0.3164 0.3192 0.3678
1 0.6015 0.6071 0.7408 0.2936 0.3096 0.8243
n 496,055 496,055 496,055 1,035,308 1,035,308 1,035,308

The table shows rejection rates for the treatment variable coefficient at a five percent
significance level, over 10 000 simulations, individual level data, and a placebo
treatment (no effect). Columns 1-3 is the difference-in-differences estimator, while
columns 4-6 is the triple difference estimator. The columns differ in the standard
errors that are used, where 1 and 4 makes no correction for correlation, 2 and 5 are
White HC1 robust standard errors, while 4 and 6 are cluster robust standard errors.
The row names indicate how many (placebo) treated clusters there were out of the
total of 51.

searchers considering the triple difference should rest assured that in optimal

cases with many (treated) clusters, the triple difference is typically at least

as good as the difference-in-differences, and often much better. But beware

that it suffers almost equally to the difference-in-differences estimator in the

presence of few treated clusters and serially correlated errors.
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Table 2.6: Rejection rates for individual level data models

No effect 2 percent effect 5 percent effect

(1) (2) (3) (4) (5) (6)

DD Triple DD Triple DD Triple

25 0.0711 0.0592 0.2148 0.5539 0.6941 0.9984
5 0.1530 0.1343 0.2910 0.3584 0.5761 0.8235
2 0.3421 0.3678 0.4213 0.4289 0.5803 0.7191
1 0.7408 0.8243 0.7830 0.7905 0.8391 0.9030
n 496,055 1,035,308 496,055 1,035,308 496,055 1,035,308

The table shows rejection rates for the treatment variable coefficient at a
five percent significance level, over 10 000 simulations, individual level
data, and a either a placebo treatment (columns 1 and 2), a two percent
effect (columns 3 and 4), or a five percent effect (columns 5 and 6). Columns
1, 3, and 5 use the difference-in-differences estimator, while columns 2, 4,
and 6 use the triple difference estimator. All standard errors are clustered
at the state level. The row names indicate how many (placebo or real)
treated clusters there were out of the total of 51.
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Chapter 3

Fraud detection by a multinomial

model: Separating honesty from

unobserved fraud

Jonas Andersson, Andreas Olden and Aija Polakova*

Abstract

In this paper we investigate the EM-estimator of the model by Caudill et al.

(2005). The purpose of the model is to identify items, e.g. individuals or

companies, that are wrongly classified as honest; an example of this is the

detection of tax evasion. Normally, we observe two groups of items, labeled

fradulent and honest, but suspect that many of the observationally honest items

are, in fact, fraudulent. The items observed as honest are therefore divided

into two unobserved groups, honestH, representing the truly honest, and

honestF, representing the items that are observed as honest, but that are actually

fraudulent. By using a multinomial logit model and assuming commonality

between the observed fradulent and the unobserved honestF, Caudill et al.

(2005) present a method that uses the EM-algorithm to separate them. By

*Affiliation of all authors: Department of Business and Management Science, NHH
Norwegian School of Economics.
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means of a Monte Carlo study, we investigate how well the method performs,

and under what circumstances. We also study how well boostrapped standard

errors estimates the standard deviation of the parameter estimators.

3.1 Introduction

Fraud is a fact of social behaviour having increasingly important conse-

quences including loss of revenues to businesses, government, and society.

Fraud is also expensive, driving up cost for detection and fraud risk reduc-

tion. As a result, active fraud control has gradually become an integrated

part of business decision-making processes. Insurance companies must deal

with fraud perpetrated by consumers on the firm and spend money on fraud

detection and monitoring. A lot of research has focused on the fraud detec-

tion efforts and the frequency of fraud, that is, assessing and ranking the

fraud suspiciousness of individual claims (Ai et al., 2013, 2009; Artís et al.,

1999; Brockett et al., 2002; Derrig and Ostaszewski, 1995; Viaene et al., 2002).

Fraud is often detected by some sort of audit process. Audits will normally

reveal some information about the fraudsters, the type of situations where

fraud occurs, or the products where fraud is common. This information

is then used to predict which claims are more likely to be fraudulent in

the future. However, for most audits, the detection probability is not one

hundred percent, which skews the estimated probabilities. This occurs

because there are people in the group assumed not to be fraudulent who

are actually fraudulent, making the observed fraudulent and the observed

honest too similar. We expect that much data has this structure, in particular

insurance claims data, tax data, and medical or diagnostic data. Moreover,

the larger the fraction of misclassified observations, the worse the problem
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becomes.

Numerous studies develop techniques to identify or classify fraudulent

claims. Predictive techniques are used to predict values for a certain target

variable, such as credit scoring to predict repayment behaviour of loan

applicants, and logistic regression models, both binary and multinomial logit

models, are used for detecting manipulation such as dishonest insurance

claims (Major and Riedinger, 2002; Olinsky et al., 1996). Artís et al. (2002)

find a significant portion of the claims that were previously classified as

legitimate contain omission errors, and thus are likely to be fraudulent.

Further, Hausman et al. (1998) show that ignoring potential misclassification

of a dependent variable can result in biased and inconsistent coefficient

estimates when using standard parametric specifications.

Artís et al. (2002) present a logistic regression model accounting for mis-

classified claims and estimates it by the method of Hausman et al. (1998).

Caudill et al. (2005) estimate this model by means of a multinomial logit

model (MNL) and the EM-algortihm. They argue that identifying fraudulent

claims is similar in nature to several other problems in real life including

medical and epidemiological problems. They describe the methodology

that can be used to produce parameter estimates with a dataset containing

potentially misclassified dependent variables. Further, they estimate the pro-

portion of fraudulent claims for car damage that are potentially erroneously

classified as honest by an insurance company. The procedure is based on a

transformation of the standard MNL likelihood function into a missing data

formulation to which the expectation maximization (EM) algorithm can be

applied (Dempster et al., 1977).

By assuming that the fraudsters that are caught have similar characteristics
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with the ones that are not, a latent variable model can be specified, where

the group of those that were not caught in the initial audits is divided into

two groups, the uncaught fraudsters and the truly honest claims. The model

can then be estimated by the Expectation Maximization (EM) algorithm for

missing data and be used to identify claims that probably are fraudulent,

even if the audit did not catch them. This idea was introduced by Caudill

et al. (2005), who fit the model to a dataset of Spanish car insurance fraud.

Since this is real data, we do not know whether the EM-algorithm actually

provides an improvement over other fraud detection methods, only that it is

implementable. Therefore, this paper investigates the methodology by means

of a Monte Carlo study in order to evaluate its performance. We simulate

data and vary the key relationships to evaluate the improvements that the

EM-algorithm provides. We compare the parameter estimates obtained

after running the EM-algorithm with the estimates obtained under a perfect

information scenario. Additionally we compare the EM-parameters to a

naive binomial logit model that does not take the misclassification into

account. By doing so, we can see how much estimation accuracy we lose due

to not having full information, and the improvement in performance over

the naive approach.

The particular models we perform our simulation study on are guided by the

empirical results of Caudill et al. (2005). The insurance claims categorized as

honest, even though they are actually fraudulent, constitute the misclassified

(missing) data. The data used by Caudill et al. (2005) is taken from Artís et al.

(2002) and we use the standard deviations and coefficients from the paper by

Artís et al. (2002) to simulate our data. In our simulated data we, of course,

have full knowledge of whether a claim that is observed as being honest is

really honest, or whether it is actually fraudulent.
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The EM algorithm consists of two steps. In the Expectation (E) step, unob-

served indicator variables associated with truly honest and honest-fraudulent

claims are replaced with their conditional expectations, given the data and

values of the unknown parameters. These conditional expectations or proba-

bilities can be readily computed, given the structure of the logit model. In

the Maximization (M) step, the log-likelihood function is maximized, new

parameter values are obtained and then the E and M steps are repeated until

the likelihood function is maximized. When the parameters are estimated,

we can obtain the final estimates of the probabilities of whether a claim is

fraudulent or not.

The EM-algorithm avoids the problem that the binomial logit model in-

curs, where all claims are assumed to be correctly classified; hence, the

EM-algorithm avoids using misclassified observations for calculating proba-

bilities, which is the cause of incorrect probabilities. Our results are aimed at

revising claims initially classified as honest by reopening investigations and

examining claims more closely, but might also improve prediction models.

Further, this allows us to identify weaknesses in the initial classification

system.

The paper is structured in the following way. Section 2 gives a literature

review on theoretical and empirical studies of the detection of fraudulent

claims. Section 3 presents the model by Caudill et al. (2005) and how to

estimate it by means of the EM-algorithm. In Section 4 the performance of

the EM-estimator is evaluated against two benchmark estimators by means

of a Monte Carlo Study. A conclusion closes the paper.
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3.2 The model

3.2.1 The multinomial model with missing information

The model by Caudill et al. (2005) is based on a multinomial distribution2

with three categories. The first category, the honest honest (HH), are claims

not caught in the audit process that are indeed not fraudulent. The second

category, the honest fraudulent (HF), are fraudulent claims not caught in the

audit process. The last category consists of fraudulent claims (F) caught in

the audit process.

If all three categories were observed, it would simply be a trinomial logit

model. Of course, this is not the case and the model was developed in order

to allow for, and estimate the probability of undetected fraudulent claims. In

order to do so, a similarity between the detected and undetected fraudulent

claims will be assumed and reflected in a parameter restriction that will be

imposed in the model. By denoting the number of HH as Y1, the number of

HF as Y2 and the number of F as Y3, we assume that

(Y1, Y2, Y3) ∼MN(1, (p1, p2, p3)), (3.1)

implying that

P (Y1 = y1, Y2 = y2, Y3 = y3) = py11 · p
y2
2 · p

y3
3 . (3.2)

The probability for an individual to belong to group 1, 2 or 3, respectively, is

2We denote this distribution MN(n,p), where n is the number of trials and p is a
K−vector containing the probabilities for each of K categories.
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assumed to be given by the following equations

p1 = P (Y1 = 1, Y2 = 0, Y3 = 0) =
1

1 + eα2+β2x + eα3+β3x
, (3.3)

p2 = P (Y1 = 0, Y2 = 1, Y3 = 0) =
eα2+β2x

1 + eα2+β2x + eα3+β3x
, (3.4)

p3 = P (Y1 = 0, Y2 = 0, Y3 = 1) =
eα3+β3x

1 + eα2+β2x + eα3+β3x
. (3.5)

In order to identify the parameters Caudill et al. (2005), assume that β2 = β3,

i.e. that the probability of an individual to be fraudulent is affected by the

explanatory variables in the same way, independent on whether the fraud

has been detected or not. A difference in the probability for an individual to

be in classes 2 or 3 is still allowed since α2 and α3 are free parameters.

3.2.2 Estimation of the model using EM algorithm

The α’s and the β’s are parameters to be estimated, and x is a vector of

exogenous variables. We can now write the log-likelihood function

lnL(α2, α3, β2) =
n∑
i=1

(Y1i ln p1 + Y2i ln p2 + Y3i ln p3), (3.6)

where i (i = 1, ..., n) represents an individual i, and n is the sample size. The

ML-estimator is obtained by maximizing the log-likelihood with respect to

the parameters α2, α3 and β2.

We have only observed a binomial variable (Z2, Z3) = (Y1+Y2, Y3), but model
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it as a trinomial (Y1, Y2, Y3).

Since we do not observe all three categories we cannot compute lnL(α2, α3, β2).

We therefore use the suggested by Caudill et al. (2005), which is based on

Expectation Maximization (EM) algorithm. Briefly described,

1. Expectation (E) step

we compute the expectation of lnL(α2, α3, β2) conditional on the ob-

served data.

Q(α2, α3, β2) = E(lnL(α2, α3, β2)|Y), (3.7)

where Y is an n× 3-matrix where element (i, j) is equal to 1 if obser-

vation nr i belongs to category j and zero otherwise. Conditioning

on the x-observations are also done but is not expressed explicitly in

the formulas here. The conditional expectation of each term in (3.6) is

computed by observing that only one of Z2 and Z1 is equal to one; the

other is zero. We need

Y ∗2i := E(Y2i|Z2i = 1) = P (Y2i = 1|Z2i = 1) =
p2

p2 + p3

=
eα2+β2x

1 + eα2+β2x

(3.8)

and similarly

Y ∗1i =
1

1 + eα2+β2x
(3.9)

2. Maximization (M) step

The log-likelihood function lnL(α1, α2, β2) is maximized, where Y1i and

Y2i are substituted by Y ∗1i and Y ∗2i. New α and β estimates are found,

these are plugged in the step 1 and new Y ∗i estimates are found. Log-
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likelihood function is maximized again, based on these new values,

and the whole process is iterated until the log-likelihood function is at

its maximum.

In R, this can be implemented by the following algorithm:

1. Select starting values for α(1)
2 , α

(1)
3 , β

(1)
2 .

2. Compute Y ∗(1)1i , Y
∗(1)
2i , based on these parameter values.

3. Maximize log-likelihood function where Y1i and Y2i are substituted with

Y
∗(1)
1i and Y ∗(1)2i . After maximization, new parameter values α(2)

2 , α
(2)
3 , β

(2)
2

are obtained.

4. Steps 2 to 3 are repeated until there is a convergence to the maximum

likelihood estimator.

As starting values, we use the values obtained from estimating a binomial

logit model, assuming no misclassification has been done.

3.3 Monte Carlo Study

In order to investigate how well the method manages to estimate the pa-

rameters of the model when some observations are incorrectly classified as

honest, we perform a simulation study. The results can be seen as a best case

scenario since we assume that we know the data generating process (DGP)

except for the parameter values, which have to be estimated. In reality, the

explanatory variables, and the functional form for the probabilities, will of

course, not be specified exactly in accordance with the DGP.
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Though simplified, in order to study realistic situations we have chosen the

parameter values of the models guided by the study of Caudill et al. (2005).

For the sake of a clear exhibition, we here recapitulate the model. Each

individual claim is represented by a trinomial variable (Y1, Y2, Y3) with zeros

in two of the three entries and 1 in the class where the claim belongs. The

probabilities are given by

p1 = P (Y1 = 1, Y2 = 0, Y3 = 0) =
1

1 + eα2+β2x + eα3+β2x
, (3.10)

p2 = P (Y1 = 0, Y2 = 1, Y3 = 0) =
eα2+β2x

1 + eα2+β2x + eα3+β2x
, (3.11)

p3 = P (Y1 = 0, Y2 = 0, Y3 = 1) =
eα3+β2x

1 + eα2+β2x + eα3+β2x
.3 (3.12)

In the simulation study, performed in R (R Core Team, 2020)4, we compare

the results of the EM-estimators with two benchmarks. The first is to simply

ignore that there is misclassification, i.e. to use a binomial logit model to

estimate β2; this estimator is denoted β̂B2 . This would be possible to do in

practice. The second benchmark is to pretend that we actually observed all

three categories and estimate β2 by means of a trinomial logit model; this

estimator is denoted β̂T2 . This is, obviously, not possible to do when the

observations are only marked as "caught" or "not caught". It is, however, a

good comparison since we, with the EM-estimator, are trying to fit exactly

the same model, but with a reduced form of the data. For all models and
3Note that the restriction β2 = β3 is explicitly imposed in the model.
4The code can be found at https://github.com/andreasolden/em_

algorithm_missing_data
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parameter combinations, 1000 replications have been performed to compute

the Monte Carlo means and standard deviations. The sample size for each

replication was 1000.

To compute the standard error, the estimated standard deviation, of the

EM-estimator, the non-parametric bootstrap with 200 replications is used.

200 replications were chosen according to Tibshirani and Efron (1993), who

show that running more than 200 replications provides very limited improve-

ments in bootstrapped standard errors. An experiment with 1000 bootstrap

replications for the standard errors was also conducted and did not indi-

cate a noticeable improvement. For the trinomial and binomial logit model

the standard errors are computed using the asymptotic distribution of the

ML-estimators. Since there are no known closed form expressions for the

standard deviations of the estimators, the performance of the standard er-

rors is investigated by comparing their Monte Carlo mean with the Monte

Carlo standard deviation of the estimator. In the tables, we call the latter the

"True SD". Strictly speaking, this is of course only correct if the number of

replications is infinitely large. For some replicates, the EM-algorithm did

not converge after 100 iterations. However, we found no evidence that these

estimates were systematically different from the ones that did. The tables

presented below looked very similar when those replications were removed.

3.3.1 One explanatory variable

In this section we study the case with only one explanatory variable, x1.

The parameters of interest to estimate are therefore (α2, α3, β2). Guided by

the empirical study in Caudill et al. (2005) we start by setting (α2, α3, β2) =

(−1.8,−1.5,−0.02). The variable x1 is thought of as the variable AGE in
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Caudill et al. (2005). The standard deviation of AGE is 12.3 and that is what

we use as our starting case after which we also vary this quantity.

Parameter MC mean True SD Estimated SD

α2 = −1.8
α̂EM2 -1.670 0.095 0.084
α̂T2 -1.800 0.100 0.099
α̂B2 -1.664 0.087 0.087

α3 = -1.5
α̂EM3 -1.486 0.101 0.090
α̂T3 -1.505 0.087 0.088

β2 = -0.02
β̂EM2 -0.021 0.009 0.009
β̂T2 -0.020 0.006 0.006
β̂B2 -0.017 0.007 0.007

Table 3.1: Different estimators of α2, α3 and β2 when the true values are α2 = −1.8,
α3 = −1.5 and β2 = −0.02 and sd(x1) = 12.3. Monte Carlo means and standard deviations
of the estimators and the means of the standard errors.

From Table 3.1, we see that, with the exception of α2, the EM-estimator per-

forms almost as well as if all three categories would have been observed when

sd(x1) = 12.3. On the other hand, the mistake of ignoring misclassification,

which is done by β̂B2 is not that consequential. The bootstrapped standard

errors are, on average, slightly underestimating the standard deviation of

α̂EM2 and α̂EM3 .

The benefit of the EM-estimator can, however, be seen in Table 3.2, where

the standard deviation of the explanatory variable is increased with a factor

of 10. The Monte Carlo mean of β̂B2 is then −0.011 compared to the true

value −0.020. The EM-estimator, β̂EM2 , has a Monte Carlo mean of −0.021.

The estimation uncertainty is also, as expected, much smaller for the case

with a large standard deviation in the explanatory variable. The estimation

uncertainty, manifested in the Monte Carlo standard deviations (True SD), is
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of course larger than if we had observed all three categories.

As can be seen by comparing Table 3.1 in Table 3.2, and in all the remaining

simulation experiments in the paper, α̂EM2 is less biased when the variance of

the explanatory variable(s) is larger.

Parameter MC mean True SD Estimated SD

α2 = −1.8
α̂EM2 -1.824 0.360 0.353
α̂T2 -1.804 0.122 0.116
α̂B2 -1.700 0.095 0.104

α3 = -1.5
α̂EM3 -1.500 0.173 0.168
α̂T3 -1.503 0.108 0.108

β2 = -0.02
β̂EM2 -0.021 0.003 0.003
β̂T2 -0.020 0.001 0.001
β̂B2 -0.011 0.001 0.001

Table 3.2: Different estimators of α2, α3 and β2 when the true values are α2 = −1.8,
α3 = −1.5 and β2 = −0.02 and sd(x1) = 123. Monte Carlo means and standard deviations
of the estimators and the means of the standard errors.

3.3.2 Two explanatory variables

In order to investigate how the addition of more explanatory variables affects

the results we now let x = (x1, x2)
′ and β2 = (β21, β22)

′ be 2-dimensional

vectors and the terms β2x in equations (3.10)-(3.12) replaced by x′β2. The

choice of parameter values studied is, again, guided by Caudill et al. (2005).

x1 is again thought of as representing the variable AGE and the x2 variable

RECORDS.
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Parameter MC mean True SD Estimated SD

α2 = −1.8
α̂EM2 -1.680 0.214 0.256
α̂T2 -1.806 0.105 0.100
α̂B2 -1.671 0.088 0.089

α3 = -1.5
α̂EM3 -1.483 0.107 0.110
α̂T3 -1.504 0.088 0.089

β2 = -0.02
β̂EM2 -0.022 0.009 0.010
β̂T2 -0.021 0.006 0.006
β̂B2 -0.017 0.007 0.007

β3 = 0.2
β̂EM3 0.207 0.065 0.071
β̂B3 0.202 0.041 0.041
β̂B3 0.168 0.050 0.049

Table 3.3: Different estimators of α2, α3, β2 and β3 when the true values are α2 = −1.8,
α3 = −1.5, β2 = −0.02 and β3 = 0.2, sd(x1) = 12.3, sd(x2) = 1.8 and Corr(x1, x2) = 0.
Monte Carlo means and standard deviations of the estimators and the means of the standard
errors.

As Table 3.3 shows, both the estimators and the standard errors are close

to their respective true values. In the binomial model, the β-coefficients

are biased towards zero due to the misspecification. Also for this case we

investigate a situation with more variation in the explanatory variables. In

Table 3.4, the standard deviations of x1 and x2 are both multiplied by 10.
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Parameter MC mean True SD Estimated SD

α2 = −1.8
α̂EM2 -1.843 0.276 0.288
α̂B2 -1.808 0.140 0.136
α̂B2 -1.630 0.091 0.105

α3 = -1.5
α̂EM3 -1.524 0.193 0.205
α̂T3 -1.507 0.130 0.131

β2 = -0.02
β̂EM2 -0.020 0.003 0.004
β̂B2 -0.020 0.002 0.002
β̂B2 -0.007 0.001 0.001

β3 = 0.2
β̂EM3 0.205 0.031 0.035
β̂B3 0.202 0.014 0.014
β̂B3 0.072 0.006 0.006

Table 3.4: Different estimators of α2, α3, β2 and β3 when the true values are α2 = −1.8,
α3 = −1.5, β2 = −0.02 and β3 = 0.2, sd(x1) = 123, sd(x2) = 18 and Corr(x1, x2) = 0. Monte
Carlo means and standard deviations of the estimators and the means of the standard errors.

We now go back to the case with the original standard deviations of x1 and x2,

12.3 and 1.8, respectively, but impose a correlation of 0.5 between them. The

result is presented in Table 3.5. The difference with Table 3.3 is surprisingly

small an we therefore investigated this by increasing the correlation to 0.9.

This is presented in Table 3.6, which shows that the standard deviation of

the estimators for β2 and β3 is larger.
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Parameter MC mean True SD Estimated SD

α2 = −1.8
α̂EM2 -1.670 0.115 0.112
α̂T2 -1.804 0.104 0.100
α̂B2 -1.664 0.087 0.088

α3 = -1.5
α̂EM3 -1.483 0.101 0.096
α̂T3 -1.503 0.087 0.088

β2 = -0.02
β̂EM2 1 -0.021 0.009 0.011
β̂T2 -0.020 0.006 0.007
β̂B2 -0.017 0.008 0.008

β3 = 0.2
β̂EM3 0.207 0.071 0.075
β̂T3 0.203 0.046 0.047
β̂B3 0.170 0.056 0.056

Table 3.5: Different estimators of α2, α3, β2 and β3 when the true values are α2 = −1.8,
α3 = −1.5, β2 = −0.02 and β3 = 0.2, sd(x1) = 12.3, sd(x2) = 1.8 and Corr(x1, x2) = 0.5.
Monte Carlo means and standard deviations of the estimators and the means of the standard
errors.
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Parameter MC mean True SD Estimated SD

α2 = −1.8
α̂EM2 -1.667 0.085 0.064
α̂T2 -1.803 0.102 0.099
α̂B2 -1.662 0.084 0.087

α3 = -1.5
α̂EM3 -1.485 0.097 0.089
α̂T3 -1.504 0.084 0.088

β2 = -0.02
β̂EM2 -0.021 0.020 0.020
β̂T2 -0.021 0.014 0.013
β̂B2 -0.018 0.016 0.016

β3 = 0.2
β̂EM3 0.206 0.134 0.135
β̂T3 0.203 0.094 0.091
β̂B3 0.173 0.113 0.111

Table 3.6: Different estimators of α2, α3, β2 and β3 when the true values are α2 = −1.8,
α3 = −1.5, β2 = −0.02 and β3 = 0.2, sd(x1) = 12.3, sd(x2) = 1.8 and Corr(x1, x2) = 0.9.
Monte Carlo means and standard deviations of the estimators and the means of the standard
errors.

To summarize the simulation study, for the most part, the EM-estimator

estimates the parameters of the investigated data generating processes (DGP)

well even though some observations are misclassified; with the exception of

the EM-estimator of α2, there are no indications that the parameter estimators

are biased. In one experiment, identical to Table 3.1 but for the value of α2

which was −3.0 instead of −1.8, the EM-estimator seem to systematically

converge to value close to α3 (−1.5) with the consequence that α̂EM2 was

severely biased towards zero. This might be due to convergence to a local

optimum, an hypothesis strengthened by a convergence close to the true

value (−3.0), when the true values were used as starting values.

Bootstrapped standard errors also work well for the β-values in the investi-

gated DGPs. However, the standard errors for the α-estimators underesti-
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mate the true standard deviations of the estimators when the variances of the

explanatory variables are small. When the variances are large, the standard

errors seem to overestimate the standard deviations of the estimators.

3.4 Conclusions

In this paper we investigate, by means of a Monte Carlo study, how well

the EM-estimator of the model by Caudill et al. (2005) performs. We study

different levels of variation in the explanatory variables in order to evaluate

what is required to estimate the parameters well. In order to investigate

realistic cases, we have chosen parameter values of the models guided by

the study of Caudill et al. (2005) but simplified so that we study models with

one or two explanatory variables only. In addition to investigating the point

estimators of the parameter values we also study bootstrapped standard

errors.

For the investigated models and parameter values, most point estimators

work well, on average. The exception to this is the EM-estimator of α2, which

determines the difference between the correctly and incorrectly classified

fraudulent observations. The estimator worked well when the variance of

the explanatory variables was large. Overall, the bootstrapped standard

errors also perform adequately as estimators of the standard deviations

of the estimators. There is one exception also to this, though. When the

variation in the explanatory variables is small, the standard deviation for

α̂EM2 is underestimated and when the variance is large, it is overestimated.

We compare the estimators with two benchmarks. The first requires more

data, namely that all three categories are observed. This trinomial model
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serves as an upper limit for how well the EM-estimator, which uses less

information, could perform. The second benchmark is a binomial logit

model where the fact that some observations are misclassified is ignored.

The trinomial model, combined with observations of all three categories,

as expected, captures the parameter values more precisely than the EM-

estimator. The only interest in the results for the estimator of the binomial

model is to show the effect of ignoring a part of the model (analogous

to omitted variable bias in a linear regression). With small variance in the

explanatory variables the bias is surprisingly small for the binomial estimator

(for the cases when they can be seen as estimators of parameters in the

trinomial model). This bias is exacerbated when the variance is increased.
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Chapter 4

Fraud Concerns and Support for

Economic Relief Programs

Ingar K. Haaland and Andreas Olden*

Abstract

Using a probability-based sample of the Norwegian population, we test

whether an informational treatment about fewer audits by the Norwegian Tax

Administration during the peak of the COVID-19 crisis affects support for an

economic relief program designed to save jobs and prevent bankruptcies. The

information treatment significantly reduces support for the economic relief

program. The underlying mechanisms are lower trust in the tax administra-

tion and more pessimism about its ability to detect misuse of the program.

(JEL D83, H25, H26)
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4.1 Introduction

The COVID-19 pandemic has resulted in a global economic crisis. Govern-

ments around the world have responded to the crisis with extraordinary

economic relief programs. For instance, the US passed a historic USD 2

trillion economic relief package in late March 2020. At the same time, tax

administrations have responded to the pandemic by suspending or reduc-

ing their audit activities, especially for on-site audits (OECD, 2020). This

response is in line with recommendations from the OECD, which suggests a

temporary change in auditing policies to ease the burden on taxpayers and

reduce disease transmission risks in the case of on-site audits.

While a temporary reduction in audit activities during an economic and

public health crisis involves obvious risks related to increased fraud, a second

concern is that such a reduction might negatively affect trust in the tax

administration. Governments in democratic countries need public support

to roll out economic relief programs. If voters are concerned about fraud

and misuse of public funds, reducing audit activities when economic relief

programs are most needed might unintentionally undermine public support

for the programs. In this paper, we examine how information about fewer

audits affects trust in the tax administration and support for economic relief

programs through an online survey experiment conducted in Norway during

the peak of the COVID-19 crisis.

We ran our experiment with a large, probability-based sample of the Norwe-

gian population. We first give our respondents some background information

about Norway’s most important COVID-19 relief package, the , which was

administered by the Norwegian Tax Administration. After Norway imple-
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mented strong infection control measures in March 2020, the Norwegian Tax

Administration reduced its audit activity by conducting fewer physical au-

dits. We provide this information to a random subsample of our respondents

to test how information about reduced audit activities affects support for

economic relief programs. We also measure post-treatment beliefs about the

detection probability for firms trying to abuse the program and trust in the

tax administration.

The main results of the paper are that information about fewer audits reduces

trust in the tax administration and weakens support for economic relief pro-

grams. More specifically, treated respondents are 9.6 percentage points less

likely than control group respondents to express trust in the tax adminis-

tration’s handling of the . This effect corresponds to a 14 percent reduction

in trust compared to the control group mean of 67.6 percent. We also find

that treated respondents believe that the tax administration is 4.6 percentage

points less likely to catch firms trying to abuse the Business Compensation

Scheme compared to control group respondents. This effect corresponds to a

ten percent decrease from the control group mean of 45 percent. As a result

of lower trust in the tax administration and more pessimism about its ability

to detect fraud, treated respondents reduce their support for the Business

Compensation Scheme by 5.6 percentage points compared to control group

respondents. This corresponds to a seven percent reduction compared to the

baseline support of 80 percent among control group respondents. These find-

ings highlight the importance of maintaining normal audit levels during an

economic crisis to preserve public trust in the system and maintain support

for economic relief packages.

Our findings contribute to the literature on how taxpayers respond to in-
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formation about audit activities (Blumenthal et al., 2001; Bott et al., 2019;

De Neve et al., 2021; Doerrenberg and Schmitz, 2015; Kleven et al., 2011;

Perez-Truglia and Troiano, 2018). This literature has shown that information

about audits can affect tax compliance. We contribute to this literature by

showing that information about audits also affects trust in the tax adminis-

tration and policy preferences.2 More generally, we contribute to the political

economy literature using information provision experiments to study beliefs

and public policy preferences (Alesina et al., 2018; Cruces et al., 2013; Fehr

et al., 2019; Grigorieff et al., 2020; Haaland and Roth, 2021; Karadja et al.,

2017; Kuziemko et al., 2015; Lergetporer et al., 2018; Roth et al., 2021).3 This

literature has mostly found muted impacts of information on public policy

preferences. One reason for this could be that voters are not open to per-

suasion on ideologically charged topics such as redistribution or affirmative

action (Haaland and Roth, 2021; Kuziemko et al., 2015). We contribute to this

literature by showing that policy preferences are elastic to information on a

topic characterized by low political polarization.4 This paper proceeds as fol-

lows. Section 4.2 describes the sample and experimental design. Section 4.3

describes the results. Section 4.4 concludes.
2This finding also relates to a theoretical literature on how tax evasion affects policy

preferences (Borck, 2009; Roine, 2006; Traxler, 2009).
3For a recent review of information provision experiments in economics, see Haaland et

al. (2021).
4For instance, in March 2020, the US Senate approved a historic $2 trillion COVID-19

stimulus bill in a unanimous 96–0 vote.
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4.2 Sample and experimental design

4.2.1 Sample

We recruited respondents using Norstat, Norway’s largest market research

company. Norstat administers a large online probability-based panel of the

Norwegian population where all 81,000 panelists are actively recruited to

join the panel, mostly via telephone. All participants need to verify their

phone number and answer a questionnaire on demographics before they are

allowed to join the panel. The panel is constructed to be representative of

the Norwegian population. Norstat maintains several procedures to secure

high-quality survey responses. First, there are clear restrictions on how

often panelists can take part in surveys. Each panelist typically completes

one to two surveys per month. Second, panelists who consistently speed

through surveys are excluded from the panel. Third, Norstat has a system

for identifying duplicate accounts, making it very unlikely that someone

completes the survey twice.

The survey was fielded by Norstat between May 7 and May 20. Out of

4,840 respondents invited into the survey, 1,482 respondents started the

survey. 29 respondents were screened out due to full quotas, 1 person

was screened out for other reasons, and 52 respondents dropped out of the

survey (of which 34 respondents were assigned a treatment). There was no

differential attrition by treatment assignment. The final sample consisted

of 1400 respondents, which corresponds to our pre-specified sample size.

Norstat provides survey weights that makes our sample representative of

the Norwegian household population on gender, age, region. As shown
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in Table 2, our unweighted sample is already quite representative of the

general Norwegian on these dimensions. Our sample is less representative

on education as our respondents are more likely than the general population

to have a college degree.

4.2.2 Experimental design

We first ask pre-treatment questions about gender, age, region, and education.

Thereafter, we provide all respondents with background information about a

government relief program, the . Half of our respondents are then exposed

to an information treatment that the tax administration is doing fewer audits

during the coronavirus crisis. Finally, we measure support for the Business

Compensation Scheme and elicit post-treatment beliefs about trust in the tax

administration, beliefs about fraud attempts, and beliefs about the detection

probability.

Section .B of the provides an English translation of the survey instruments

while Section .C provides screenshots of the original survey in Norwegian.5

On May 18, we submitted a pre-analysis plan to the AsPredicted registry.

While the survey was already in the field when we submitted the pre-analysis

plan, the data collection was fully administered by Norstat and we did not

obtain access to the data before the collection ended on May 20. The pre-

analysis plan is included in Section .D of the and is also available on the

following link: http://aspredicted.org/blind.php?x=qa65g2.

5The survey instruments were translated into English by professional translators work-
ing in the language section of the Norwegian Tax Administration.
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Introductory text about the Business Compensation Scheme

The Business Compensation Scheme was the Norwegian government’s lead-

ing initiative to mitigate the negative effects of the COVID-19 crisis on the

economy. It was initiated in April 2020 and allowed private enterprises that

experienced a revenue fall of at least 30 percent to apply for government

subsidies to cover up to 90 percent of their fixed costs. The stated aim of

the scheme was to prevent unnecessary bankruptcies and safeguard Nor-

wegian jobs during the coronavirus crisis.6 The scheme was approved by

the Norwegian parliament for the three-month period March–April 2020. It

was estimated to cost the government 20 billion NOK (or approximately 2

billion USD) per month. In late May, the Business Compensation Scheme was

extended for another three-month period, but with less generous subsidies,

and then discontinued in August 2020.

The Business Compensation Scheme was the most important initiative of

the Norwegian government to mitigate the negative economic impact of the

coronavirus crisis, and it was heavily debated in May 2020 when the survey

was fielded. However, it is unclear how much the average citizen knew

about the scheme. We therefore presented the following text (translated from

Norwegian) to respondents in both the treatment and control group to make

them familiar with the context:

Recently, the Norwegian Government launched the Business Com-

pensation Scheme, often referred to as the cash benefit scheme for

businesses. The Business Compensation Scheme was established

to provide financial aid to enterprises that have been severely im-

6More information about the Business Compensation Scheme is available on the Tax Ad-
ministration’s website: https://www.skatteetaten.no/kompensasjonsordning/.
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pacted financially by the coronavirus crisis. The aid is provided

through subsidies that cover up to 90 percent of the enterprises’

fixed costs, for example their rent.

The purpose of the Business Compensation Scheme is to avoid un-

necessary bankruptcies and redundancies during the coronavirus

crisis. An estimate shows that the scheme will cost the state

around NOK 20 billion per month.

It has been pointed out by the media that the Business Compensa-

tion Scheme may be abused by enterprises reporting too high fixed

costs to the tax authorities.

The Norwegian Tax Administration has been charged with adminis-

tration of the Business Compensation Scheme on the state’s behalf.

The Norwegian Tax Administration is also responsible for ensur-

ing that the scheme is not misused.

Information treatment: Reduced control activity by the tax administration

Immediately following the short introductory text about the , we inform

respondents in the treatment group that the tax administration had reduced

its control activity during the coronavirus crisis. This fact received public

attention in late April 2020 when Norway’s largest business newspaper ran

a critical story about fewer on-site audits performed by the Norwegian Tax

Administration during the COVID-19 crisis.7 We provide this information to

our respondents with the following text (translated from Norwegian):

7“Færre kontroller av svindel og dagpengejuks,” Dagens Næringsliv, April 19, 2020.
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The media has also revealed that the Norwegian Tax Administration

has carried out fewer on-site audits during the coronavirus crisis

because the Tax Administration’s employees were working from

home and because of infection control measures.

The information treatment was naturally embedded in the introductory

text about the Business Compensation Scheme shown to all respondents

(see Section .C.2 and Section .C.3 of the for screenshots of the introductory

text as presented to respondents in the control and the treatment group,

respectively).

The purpose of the information treatment was to give treated respondents

a signal about lower control activity by the tax administration during the

coronavirus crisis. A common concern about information experiments is that

the information provision might induce experimenter demand effects—a

bias that occurs if respondents adjust their behavior to align with perceived

researcher expectations.8 To mitigate concerns about demand effects, we

naturally integrated the information treatment in the introductory text about

the Business Compensation Scheme and framed the information treatment

as additional finding revealed by the media. Importantly, respondents in

both the treatment and control group were primed on the fact that there was

scope to abuse the Business Compensation Scheme.

8Recent work suggests that experimenter demand effects are unlikely to be a concern in
survey experiments, even for strongly framed treatments (de Quidt et al., 2018; Mummolo
and Peterson, 2019).
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Measuring support for the Business Compensation Scheme

To assess how the information treatment affects policy preferences, we ask

respondents the following question: “Are you in favor of or opposed to the

Business Compensation Scheme?” Respondents report their answer on a

five-point scale from (1) “Strongly opposed to the Business Compensation

Scheme” to (5) “Strongly in favor of the Business Compensation Scheme.”

Mechanism questions

After the main question about support for the , we ask respondents three

additional questions to assess mechanisms and check whether the treatment

successfully changed beliefs and trust in the tax administration.

Trust in the tax administration We first assess whether the treatment af-

fects trust in the tax administration with the following question: “How low

or how high is your trust in the Norwegian Tax Administration to manage

the Business Compensation Scheme in an effective and sensible way? ” Re-

spondents report their answer on a five-point scale from (1) “Very low trust”

to (5) “Very high trust.”

Beliefs about fraud attempts We next assess whether the treatment affects

beliefs about fraud attempts with the following question: “What percentage

of the enterprises applying for a subsidy do you think will try to abuse

the scheme by reporting too high fixed costs to the Tax Administration?”

Respondents report their answer by moving a slider between 0 and 100

percent with intervals of ten percentage points (Section .C.4 of the provides
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a screenshot of the slider).

Beliefs about the detection probability We finally assess whether the treat-

ment affects beliefs about the detection probability with the following ques-

tion: “What percentage of the enterprises that are trying to abuse the scheme

do you think will be detected by the Tax Administration’s checks and audits?”

Respondents again report their answer by moving a slider between 0 and

100 percent with intervals of ten percentage points.

4.3 Results

4.3.1 Descriptive evidence on beliefs and policy preferences

We first focus on control group respondents to provide descriptive evidence

on the association between support for the Business Compensation Scheme

and beliefs about fraud attempts and the detection probability. As shown in

Figure 2a, control group respondents are very supportive of the : 80 percent

are either in favor or strongly in favor of the scheme and only four percent

are either opposed or strongly opposed to the scheme. Furthermore, beliefs

about fraud attempts (Figure 2c) and beliefs about the detection probability

(Figure 2d) are both quite heterogeneous.

Figure 4.1 shows that beliefs about the detection probability and about fraud

attempts are both very predictive of support for the . For instance, respon-

dents who support or strongly support the Business Compensation Scheme

think the detection probability for abuse of the Business Compensation

Scheme is 12.5 percentage points higher than respondents who do not sup-
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port the scheme. Similarly, respondents who support or strongly support the

Business Compensation Scheme think that fraud attempts are 15.9 percentage

points less likely than respondents who do not support the scheme. These

correlations are robust to including demographic and political party controls

in a regression framework (as shown in Table 3 of the ).9 But, naturally, due to

concerns about omitted variable bias and reverse causality, these correlations

are only suggestive and cannot be given a causal interpretation.

4.3.2 Treatment effects

To examine treatment effects, we estimate the following OLS equation:

yi = α0 + α1Ti +α2xi + εi

where yi is the outcome of interest; Ti is an indicator for whether subject

i received the information treatment; xi is a vector of controls; and εi is

an individual-specific error term. We use robust standard errors for all

specifications (HC1; MacKinnon and White, 1985).

Table 4.1 presents the main regression results on our post-treatment outcomes.

To assess support for the , we create an indicator variable that takes the value

one for respondents who are either in favor or strongly in favor of the scheme,

and zero otherwise. We also create an indicator value one for respondents

who report “very high trust” or “somewhat high trust” in the Norwegian

Tax Administration.10 We do not transform responses to the post-treatment

beliefs questions that were elicited on a 0–100 percent scale as responses to

9Figure 3 of the shows similarly strong correlations between support for the Business
Compensation Scheme and trust in the tax administration.

10Table 4 presents an alternative specification where we instead z-score these two vari-
ables.
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these questions already have an intuitive interpretation.

Beliefs about the detection probability Column 1 of Table 4.1 shows that

the treatment significantly affects beliefs about the detection probability.

Specifically, treated respondents think that the tax administration is 4.6

percentage points less likely to catch firms that abuses the Business Compen-

sation Scheme (). The treatment effect corresponds to a ten percent decrease

from the control group mean of 45 percent. This result is robust to inclu-

sion of demographic and political controls (column 2) as well as population

weights (column 3). These results demonstrate that treated respondents

updated their beliefs from the information provided and concluded that

fewer on-site audits would make it easier for firms to abuse the Business

Compensation Scheme without being detected by the tax administration.

Beliefs about fraud attempts Since the propensity for fraud could depend

on the detection probability, treated respondents might infer that firms

should be more likely to abuse the Business Compensation Scheme when it

is known that the tax administration conducts fewer audits. Columns 4–6

of Table 4.1 show that this is not the case: treated respondents are no more

likely than control group respondents to think that firms will abuse the .

Thus, our respondent’s beliefs are not in line with the standard Allingham

and Sandmo (1972) model of tax evasion in which firms would respond to

fewer audits with more fraud attempts.

Trust in the tax administration Columns 7–10 of Table 4.1 show that the

treatment significantly reduced trust in the tax administration. As shown in

column 7, treated respondents are 9.6 percentage points less likely than non-
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treated respondents to trust the tax administration to manage the Business

Compensation Scheme in an ‘effective and sensible way’ (). This effect

corresponds to a 14 percent reduction in trust compared to the control group

mean of 67.6 percent, or 18.5 percent of a standard deviation if we use a

z-scored outcome measure (as reported in Table 4). The result is robust to

the inclusion of controls and survey weights (columns 2–3). While previous

studies often see control activities and trust as separate means to achieve

high tax compliance (Kirchler et al., 2008), this result demonstrates that trust

is directly affected by control activities.

Support for the Business Compensation Scheme Columns 10–12 of Ta-

ble 4.1 show that the treatment significantly affects support for the . Specifi-

cally, treated respondents are 5.6 percentage points less likely to support the

Business Compensation Scheme (). This corresponds to a 7 percent reduction

in support compared to the control group mean of 80 percent, or 9.7 percent

of a standard deviation if we use a z-scored outcome measure (as reported

in Table 4).11 This result is robust to the inclusion of controls and survey

weights (columns 11–12).

4.3.3 Discussion

Our main result is that treated respondents are 5.6 percentage points less

likely than non-treated respondents to support the . Is this a small or large

effect size? If we assume an exclusion restriction in which the information
11As shown in Figure 2a, the treatment mainly affects attitudes by making some people

who “favor” the scheme become “neutral.” This translates into a 0.069 change on the five-
point scale ranging from (1) “strongly oppose“ to (5) “strongly favor.” This effect size thus
masks an important shift in attitudes from a political economy perspective, making the
binary outcome our preferred specification.
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treatment only affects policy preferences through changes in beliefs about

the detection probability, we could conclude that the elasticity between

beliefs and preferences is close to one given a “first stage” on beliefs of

4.6 percentage points. However, the exclusion restriction is unlikely to be

strictly satisfied in our setting. For instance, we also see 9.6 percentage

points decrease in trust toward the tax administration. This could have an

independent effect on support for the , violating the exclusion restriction.

The main point is that compared to how strongly the treatment affected

beliefs about the detection probability and trust in the tax administration,

the effect size on support for the Business Compensation Scheme is sizable.

In line with the descriptive evidence from Section 4.3.1, concerns about the

tax administration’s detection capacity seem important for understanding

public support for economic relief programs.

The effect size of 5.6 percentage points is also rather large compared to many

previous information experiments studying policy preferences, especially

when taking into account that our information treatment was short and

neutrally framed. For instance, in the context of policy preferences on redis-

tribution, information experiments studying the role of mobility perceptions

or beliefs about income inequality have found almost no impact of infor-

mation on policy preferences despite sizable treatment effect on underlying

beliefs (Alesina et al., 2018; Kuziemko et al., 2015). One explanation for why

our information treatment had a sizable impact on policy views could be

that support for economic relief programs is less driven by ideology than

support for redistribution. In fact, we observe no differences in support for

the Business Compensation Scheme between left-wing and right-wing vot-

ers, which indeed suggests that ideology is not very important in explaining

support for economic relief programs.
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4.4 Concluding remarks

This paper presents evidence that information about fewer audits to detect

abuse of a large-scale economic relief program reduces public support for

the program. The results are consistent with treated respondents expecting

a lower detection probability for firms trying to abuse the program and

displaying less trust in the tax administration.

During an economic crisis, governments often want to reduce audit activ-

ities to ease the administrative burden on businesses. In fact, during the

COIVD-19 pandemic, many tax administrations were publicly announcing

that they were reducing audit activities to ease the administrative burden on

businesses.12 Furthermore, during the peak of the pandemic, tax adminis-

trations around the world were also encouraged to reduce physical audits

for public health reasons. However, as our results indicate, an unintended

consequence of reduced audit activities is lower trust in the tax administra-

tion. An important lesson for policy makers is thus to be aware that fewer

audits, while possibly justified on economic and public health grounds, can

negatively affect public trust in the system.

Furthermore, during an economic crisis, governments also want to pass

economic relief packages to save jobs and prevent unnecessary bankruptcies.

Our results demonstrate the importance of maintaining normal audit levels

during a crisis to secure public support for economic relief programs. This

finding is especially relevant for countries in which the media is likely to

report about reduced control activities, as was the case in Norway during

12See e.g. IRS’s “People First” program, www.irs.gov/newsroom/irs-unveils-new-
people-first-initiative-covid-19-effort-temporarily-adjusts-suspends-key-compliance-
program (accessed December 2, 2020).
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the peak of the COVID-19 pandemic when the media featured critical stories

about fewer on-site audits performed by the Norwegian Tax Administration.

An important question for future research is whether policy makers can

adopt a more balanced communication strategy to preserve trust in the

system despite conducting fewer on-site audits, e.g. by promising to intensify

audit activities post-crisis or compensate for fewer on-site audits with less

burdensome digital controls.
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Figures and tables

Figure 4.1: The association between beliefs and support for the

(a) Beliefs about misreporting
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(b) Beliefs about detection probability
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Notes: This figure uses data from control group respondents. The horizontal axis features
responses to the question “Are you in favor of or opposed to the Business Compensation
Scheme?”. The vertical axis of panel a) features responses to the question “What percent-
age of the enterprises applying for a subsidy do you think will try to abuse the scheme
by reporting too high fixed costs to the Tax Administration?” The vertical axis of panel
b) features responses to the question “What percentage of the enterprises that are trying
to abuse the scheme do you think will be detected by the Tax Administration’s checks
and audits?”. The horizontal black lines indicate median values while the boxes display
the interquartile ranges (i.e., the upper and lower part of the boxes corresponds to the
25th and 75th percentile, respectively). The upper and lower whiskers include all values
up to 1.5 times the inter-quartile range. Finally, values outside the whiskers are outliers
represented by individual dots.
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For online publication only:
Information about Fewer Audits Reduces Support

for Economic Relief Programs

Ingar Haaland and Andreas Olden

Table 2 provides summary statistics , comparing the general Norwegian pop-

ulation with our (unweighted) Norstat sample on some key demographics.

Table 3 provides descriptive evidence on the association between support for

the and beliefs about fraud attempts and the detection probability. Table 4

shows treatment effects on policy preferences and trust in the tax administra-

tion using z-scored outcome measures. Figure 2 shows the distribution of

responses to our main outcome questions by treatment status. Figure 3 shows

correlations between the support for the and trust in the tax administration.

Section .B provides instructions translated into English. Section .C provides

screenshots of the original survey in Norwegian. Section .D provides a copy

of the pre-analysis plan.
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.A Appendix tables and figures

Table 2: Summary statistics: General population versus Norstat sample

General population Norstat

Male 0.502 0.489
Age (in years) 47.236 46.562
Income 567480 510185.185
College degree 0.346 0.601

Observations 1400

Note: This table compares summary statistics of the general adult popula-
tion in Norway (recovered from https://www.ssb.no/statbank/)
and our unweighted Norstat sample (column 2). To calculate average
income in our survey, we transformed the income brackets into a con-
tinuous variable using the midpoint of the answer choice given by the
respondents. “College” is a dummy for having a college degree.

112

https://www.ssb.no/statbank/


Table 3: The association between support for the and beliefs about detection probability
and fraud attempts

Detection probability Misreporting

(1) (2) (3) (4)
Support: Economic relief 0.125*** 0.110*** -0.159*** -0.148***

(0.025) (0.026) (0.021) (0.022)
N 668 668 670 670
Demographic and political controls No Yes No Yes
Mean 0.35 0.35 0.40 0.40

Note: The table shows OLS regression results using control group respon-
dent only. In columns 1–2, the dependent variable is beliefs about the
detection probability for abuse of the . In columns 3–4, the dependent
variable is beliefs about the percentage of firms trying to misuse the .
“Support: Economic relief” is an indicator taking the value one for re-
spondents who support for the . Controls are listed in Table 4.1.

* p < 0.1, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses.

Table 4: Treatment effects with z-scored outcomes

Trust: Tax Administration Support: Business Comp. Scheme

(1) (2) (3) (4) (5) (6)
Treatment -0.185*** -0.171*** -0.164*** -0.097* -0.077 -0.070

(0.054) (0.054) (0.056) (0.055) (0.053) (0.057)
N 1400 1400 1400 1400 1400 1400
Controls No Yes Yes No Yes Yes
Weights No No Yes No No Yes

Note: The table shows OLS regression results on trust in the Norwegian Tax
Administration (columns 1–3) and support for the (columns 4–6). Both depen-
dent variables were elicited using five-point Likert scales and have then been
z-scored using the mean and standard deviation of control group respondents.
“Treatment” takes the value one for respondents who received information
about fewer audits. Controls are listed in Table 4.1. Regressions in columns 3
and 6 include probability weights for gender, age, and geography.

* p < 0.1, ** p < 0.05, *** p < 0.01. Robust standard errors in parentheses.
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Figure 2: Distribution of responses

(a) Support: Business Compensation Scheme
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Notes: The figure shows the distribution of responses to the main outcome questions, by
treatment status.

Figure 3: The association between trust in the tax administration and support for the
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Notes: This figure uses data from control group respondents. The horizontal axis features
responses to the question “Are you in favor of or opposed to the Business Compensation
Scheme?” and the vertical axis features responses to the question “How low or how high
is your trust in the Norwegian Tax Administration to manage the in an effective and
sensible way?”
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.B English translation of experimental instructions

.B.1 Pre-treatment background questions

• Are you ... [Male; Female]

• How old are you? [Numeric]

• Where do you live? [Numeric; Postcal code]

• What is the highest degree or level of school you have completed?

[Primary and lower secondary school; Upper secondary school; Univer-

sity/college up to and including 3 years (bachelor’s degree or similar);

University/college up to and including 4 years; University/college

over 4 years (master’s degree or similar and higher)]

.B.2 Introduction

Recently, the Norwegian Government launched the Business Compensation

Scheme, often referred to as the cash benefit scheme for businesses. The

Business Compensation Scheme was established to provide financial aid to

enterprises that have been severely impacted financially by the coronavirus

crisis. The aid is provided through subsidies that cover up to 90 percent of

the enterprises’ fixed costs, for example their rent.

The purpose of the Business Compensation Scheme is to avoid unneces-

sary bankruptcies and redundancies during the coronavirus crisis. An esti-

mate shows that the scheme will cost the state around NOK 20 billion per

month.
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It has been pointed out by the media that the Business Compensation Scheme

may be abused by enterprises reporting too high fixed costs to the tax au-

thorities.

The Norwegian Tax Administration has been charged with administration of

the Business Compensation Scheme on the state’s behalf. The Norwegian

Tax Administration is also responsible for ensuring that the scheme is not

misused.

[The following paragraph was only shown to respondents in the treatment group:

The media has also revealed that the Norwegian Tax Administration has

carried out fewer on-site audits during the coronavirus crisis because the

Tax Administration’s employees were working from home and because of

infection control measures.]

.B.3 Outcome questions

Support for the Business Compensation Scheme

Are you in favor of or opposed to the Business Compensation Scheme?

• Strongly opposed to the Business Compensation Scheme

• Opposed to the Business Compensation Scheme

• Neither in favor nor opposed to the Business Compensation Scheme

• In favor of Business Compensation Scheme

• Strongly in favor of the Business Compensation Scheme
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Trust in the Norwegian Tax Administration

How low or how high is your trust in the Norwegian Tax Administration

to manage the Business Compensation Scheme in an effective and sensible

way?

• Very low trust

• Somewhat low trust

• Neither low nor high trust

• Somewhat high trust

• Very high trust

Beliefs about tax fraud

What percentage of the enterprises applying for a subsidy do you think

will try to abuse the scheme by reporting too high fixed costs to the Tax

Administration? [Slider from 0 to 100 with intervals of ten percentage points;

respondents also had a “I do not wish to answer” option]

Beliefs about the detection probability

What percentage of the enterprises that are trying to abuse the scheme do

you think will be detected by the Tax Administration’s checks and audits?

[Slider from 0 to 100 with intervals of ten percentage points; respondents

also had a “I do not wish to answer” option]
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.B.4 Post-treatment background questions

• What is your personal gross annual income, i.e. income before tax? [0

to 199,999; 200,000 to 399,999: 400,000 to 599,999; 600,000 to 799,999;

800,000 to 999,000; 1 million or more; I do not know/ I cannot remember;

I do not wish to answer]

• How would you describe your situation? If more than one option

is correct, choose the one you think fits best. [I am a student; Full-

time employee; Part-time employee; I have my own business; I am

in military service; Maternity/paternity leave; I am a pensioner; I am

looking for work; I am a homemaker; I have been laid off; I am a benefit

recipient; Other; I do not wish to answer]

• Which sector do you work in? [Private; Public; Other; only shown if

respondent is in paid employment]

• If a parliamentary election was held tomorrow, which political party

would you vote for? [Ap; H; FrP; Sp; SV; V; KrF; MDG; Rødt; Folkeak-

sjonen nei til bompenger; Other; I would not vote; I do not wish to

answer; I am not sure; I am not entitled to vote; order randomized for all

the political parties]

.B.5 Comments and concluding remarks

Open-ended question for comments and feedback

If you have any comments to this survey, please write your comment in

the field below. We would especially like to hear from you if anything was
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unclear or if there was anything special you reacted to during the survey.

Concluding remarks – sent to all participants after answering all ques-

tions

Thank you for taking the time to participate in this survey. Your answers are

important. Most of the Tax Administration’s audits are performed digitally,

but we did have a period of fewer on-site audits as a result of the Covid-19

outbreak. The Tax Administration will increase the number of audits and

checks from now on, including for circumstances arising during the Covid-19

lockdown.

.C Screenshots of the experiment in Norwegian

.C.1 Pre-treatment questions
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.C.2 Main outcome screen: Control group

120



.C.3 Main outcome screen: Treatment group
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.C.4 Post-treatment beliefs and trust in government
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.C.5 Additional demographics and political views
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.C.6 Comments and debrief
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.D Pre-analysis plan

CONFIDENTIAL - FOR PEER-REVIEW ONLY

Support for Economic Relief and Beliefs about Tax Enforcement Capacity (#41206)
Created: 05/18/2020 04:59 AM (PT)

Shared:   05/22/2020 02:38 AM (PT)

This pre-registration is not yet public. This anonymized copy (without author names) was created by the author(s) to use during peer-review.
A non-anonymized version (containing author names) will become publicly available only if an author makes it public. Until that happens the contents of
this pre-registration are confidential.

1) Have any data been collected for this study already?

It's complicated. We have already collected some data but explain in Question 8 why readers may consider this a valid pre-registration nevertheless.

2) What's the main question being asked or hypothesis being tested in this study?

We test whether beliefs about the tax administration's capacity to detect tax fraud affect public support for an economic relief bill (the "Business

Compensation Scheme") for Norwegian enterprises with a significant drop in revenue due to the coronavirus situation.

3) Describe the key dependent variable(s) specifying how they will be measured.

The key dependent variable is support for the Business Compensation Scheme. It is measured on a 5-point scale from 1: "Strongly against the scheme" to 5:

"Strongly in favor of the scheme" (translation from Norwegian). We will z-score the variable using the mean and standard deviation from control group

respondents. We will also create a dummy that takes the value one for respondents who are either in favor (value 4 on the 5-point scale) or strongly in

favor (value 5 on the 5-point scale) of the scheme.

We also assess treatment effects on the following three mechanism questions:

1) Trust in how well the Norwegian Tax Administration handles the Business Compensation Scheme (measured on a 5-point scale from 1: Very low trust to

5: Very high trust)

2) Beliefs about prevalence of fraud attempts among businesses applying to the scheme (measured on an 11- point scale from 0% to 100%)

3) Beliefs about how many fraud attempts the Norwegian Tax Administration is able to detect (measured on an 11-point scale from 0% of cases to 100% of

cases)

4) How many and which conditions will participants be assigned to?

Two conditions.

The treatment group is informed that Norwegian Tax Authority has completed fewer physical controls during COVID-19 pandemic.

The control group is not informed about this.

5) Specify exactly which analyses you will conduct to examine the main question/hypothesis.

The main analysis will be a linear regression of support for the Business Compensation Scheme on a treatment indicator taking the value one for

respondents in the treatment group and zero otherwise. We include controls for gender, age, education, income, employment status and sector of

employment, and political party preferences.

6) Describe exactly how outliers will be defined and handled, and your precise rule(s) for excluding observations.

We will not exclude any respondents.

7) How many observations will be collected or what will determine sample size? No need to justify decision, but be precise about exactly how the

number will be determined.

We have ordered a sample of 1400 respondents from the data collection agency (Norstat).

8) Anything else you would like to pre-register? (e.g., secondary analyses, variables collected for exploratory purposes, unusual analyses planned?)

Norstat has already started to collect the data, but we do not get access to the data before the data collection is finished. This pre-registration was

submitted before the data collection was finished and thus before we got access to the data.

Available at https://aspredicted.org/blind.php?x=qa65g2 
Version of AsPredicted Questions: 2.00
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