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Abstract

This thesis introduces the application of real-time micro behaviour data in inflation

nowcasts. Our study analyses if ARIMA models extended with Google search data

improves the prediction of divisions of inflation compared to the high-performing simple

AR(1) process. This analysis addresses the issue of official inflation data containing a

lag of ten days. Real-time micro behaviour data can contain valuable information, which

provides policymakers with a new tool to predict inflation in the present and near future.

First, each division of inflation is assigned corresponding Google Indicators before in-sample

model selection is performed using the Box-Jenkins Methodology. Then, comparisons

against ARIMA baselines are conducted to evaluate if Google search data improve model

selection. Further, out-of-sample predictions are performed for the improved divisions

from the preceding step. Finally, the nowcast performance for each division is compared

against the simple AR(1) process in terms of prediction error and ability to identify trends

and turning points.

This thesis documents that Google search data improves model selection for six of twelve

divisions of inflation. These divisions consist of goods and are volatile compared to

the remaining six. Furthermore, four of six extended ARIMA models outperform the

simple AR(1) process in prediction error for the out-of-sample nowcasts. At the same

time, all divisions are improved in predicting trends and turning points. These findings

suggest that real-time micro behaviour data, represented by Google Trends, improve model

selection and nowcasts of some divisions compared to AR(1). However, when compared

to replicated and baseline ARIMA models, the only value of Google search data is in

model selection. The improved performance is attributed to the properties of ARIMA. To

conclude, real-time data on micro behaviour are of value in model selection in inflation

nowcasts.

Keywords – Google Trends, Inflation, Nowcast, Macroeconomic Modeling
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1 Introduction

Accurate and timely forecasts of macroeconomics indicators are imperative for central

banks and governments to implement prompt and effective policy decisions. One of the

most important indicators is the Consumer Price Index (CPI) which measures the inflation

level by indicating the rise in consumer prices of commodities and services (SSB, 2022).

CPI provides an essential foundation for the decision-making of monetary policy, fiscal

policy, and national economic accounting. Improper or inaccurate forecasts of CPI can

consequently lead to an impediment to economic growth. This thesis aims to investigate

if inflation nowcasts can benefit from incorporating real-time data on micro behaviour

represented by Google Trends.

Norwegian core inflation data are branched into twelve divisions of different goods

and services (SSB, 2022). The classification criteria are based on the end purpose

of the consumption, known as COICOP.1 This composition of consumer prices facilitates

understanding of where changes in inflation originate from, thus enabling the identification

of which variables drive the change. One approach to such analysis is to incorporate

customised data on micro behaviour related to specific divisions of CPI as explanatory

variables.

Inflation data has historically been incomplete as it is released with a lag. This lag creates

difficulties in understanding the real-time changes in inflation (Giannone et al., 2006).

For example, data regarding inflation in Norway are usually released ten days into the

following month (SSB, 2022). This delay, together with incomplete models, may lead to a

recession if inappropriate policies are implemented in the meantime.

Historically, the top-performing models have not utilised real-time data to predict inflation.

One such model is the simple autoregressive process of order 1 (AR(1)) (Chan, 2011). This

model uses lagged values of inflation to predict the future. The strength and weakness

of this model have been its simple nature. On the one hand, predicting based on lagged

observations explains something about recent developments. On the other hand, it is

not a guarantee of what the future holds. This thesis investigates whether incorporating

real-time data on micro behaviour improves the predictive ability of the AR(1).

1Classification of Individual Consumption by Purpose
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In economics, the prediction of the present, near future, and the recent past state is

known as nowcasting (Stock & Watson, 2008). The real-time data used in nowcasting may

provide information about the present which can support decision-makers in making more

effective and precise policies. Nowcasting originates from meteorology, which has long

been used, while its application in economics has proliferated in recent years (Bańbura

et al., 2013). For example, GDP is an indicator that has been nowcast numerous times in

Norway. However, efforts to nowcast inflation are of limited attempts. This thesis aims to

supplement the scarce literature on nowcasting inflation by utilising real-time search data

in Norway.

Google Trends is a public tool that supplies data on online search behaviour. The user-

generated data can reflect users’ opinions and public sentiment on economic issues (Choi

& Varian, 2012). For instance, if the public wants to acquire knowledge on some topic,

they usually use a search engine to extract information represented by some keywords.

If consumers notice that housing prices increase rapidly, they may search for some

combination of words such as “housing price” or "rise in housing prices". An increase

in the relative number of searches related to these terms may represent the consumer

sentiment on price development at any given moment. Moreover, Google Trends allows for

filtering keywords by specific categories. This filtering facilitates analysing developments

within specific areas.

The issue of models predicting based on lagged inflation values may be solved by

incorporating real-time data representing micro behaviour. Furthermore, as Google

Trends allows for isolating keywords for specific categories, we pursue a method that

connects search data to divisions of inflation. This method facilitates granular predictions.

Thus, the following research question is proposed:

Can micro behaviour data represented by Google search queries predict divisions of

inflation in real-time more precisely than the simple AR(1) process?

The research question is answered through the three sub-questions presented below:

Can Google search queries improve in-sample model selection for divisions of inflation

relative to baseline models from 2011 to 2020?
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Can Google search queries reduce out-of-sample prediction error to CPI ex-post through

2021 compared to the AR(1) model?

Can Google search queries improve the out-of-sample ability to predict short-term changes

in inflation through 2021 compared to the AR(1) model?

This thesis follows a sequential process to arrive at the research question. In the first step,

we conduct a preliminary test of content by constructing a set of AR(1) models for each

division of inflation. These represent the baseline AR(1) models. We then extend our

baseline models by adding Google Indicators to investigate if Google search queries are

information value-adding. We aim to identify if these extended models reduce the RMSE

compared to their respective baselines.

The next step extends the analysis by using the acknowledged Box-Jenkins methodology

to identify ARIMA models for each division of inflation. Models are ranked and selected

by the estimator of prediction error they yield through the in-sample period from January

2011 to December 2020.

Lastly, based on Step 2, we proceed with the divisions where extended models were

identified as a better fit for prediction than their respective baselines. Subsequently,

we perform an out-of-sample one-month rolling nowcast through 2021 to determine the

predictive ability of Google data. In addition, we compare our extended ARIMA models

to AR(1) models before benchmarking both against CPI ex-post.

The thesis is divided into a broad structure of eight chapters. Chapter 2 discusses why

accurate forecasts of inflation are essential for decision-makers and how real-time data

can improve current models for predicting inflation. In addition, the chapter reviews the

existing body of literature on predicting inflation, focusing mainly on papers employing

Google search data. In Chapter 3, we describe the collected data. In addition, the selection

process and which search terms were selected as Google Indicators are presented. Chapters

4 and 5 review the models and methodology used to predict inflation, while Chapters 6

and 7 present and discuss the nowcasts’ results. Finally, Chapter 8 concludes this paper.
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2 Background

2.1 Relevance

Low and stable inflation is the primary target of Norges Bank (Olsen, 2022). Sustained

high inflation comes at a great cost for society. The value of money becomes uncertain,

and households and firms find it increasingly cumbersome to plan. Thus, ensuring stability

in consumer prices is at the core of Norges Bank’s social mission.

Nonetheless, central banks appreciate a certain level of inflation, as increasing prices

contribute to flexibility in the economy. This is the foundation of Norges Bank’s flexible

inflation targeting. Today, the aim is for the increase in annual consumer prices to remain

close to 2% over time.2 Nevertheless, Norges Bank is not unequivocally concerned with

navigating inflation towards its long-term target. Credibility and confidence that the

central bank is determined to achieve low and stable inflation over time offer Norges Bank

flexibility in allowing for fluctuations around the target at a low socio-economic cost.

The purpose of indicators for underlying inflation is to control for transitory volatility

in consumer prices (Norges Bank, 2022). Some price components of the broad index,

such as prices of energy products, are prone to large fluctuations from one period to the

next. Thus, price volatility for such components creates noise to the underlying trend. As

such, Norges Bank uses a range of indicators to provide measurements of the real-time

underlying trend in consumer prices (see Figure 2.1).

Figure 2.1: Norges Bank’s indicators for consumer prices

2On 2nd March 2018, Norges Bank announced their new target of 2%. The central bank had operated
with a target of 2.5% +/-1 pp for 17 years before aligning the target with its trading partners.
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In particular, Norges Bank closely monitors the Consumer Price Index adjusted for tax

changes and excluding energy products (CPI-ATE). This indicator of consumer prices is a

measurement of underlying growth in CPI, known as core inflation. The inflation target

of Norges Bank relates specifically to this indicator.

Accurate and timely information is of great importance in implementing policies that

support the central bank’s objectives. Nowcasting provides a tool for tracking inflation

in real-time. In addition, it facilitates understanding the underlying forces that may

endanger price stability while they are ongoing. Thus, it can support a central bank in

identifying when to act and what actions to take to offset these forces with timely and

effective policies (Modugno, 2013).

Extending this toolbox with real-time micro behaviour data allows policymakers to study

current inflation at more granular levels. To date, nowcasting inflation with Google Trends

is something that has not been done in Norway. This master thesis aims to fill this void by

exploring the predictive ability of Google search data for real-time predictions of inflation

divisions.

2.2 Literature Review

This chapter outlines the related literature to this thesis. It is divided into three main

parts. First, literature on predicting inflation is outlined before previous research on

nowcasting is discussed. Further, existing literature related to nowcasting inflation is

presented. Finally, criticism of using Google Trends for nowcasting is discussed to conclude

this section.

2.2.1 Prediction of Inflation

Forecasting the future rate of inflation has long been of interest in the academic world as this

macroeconomic phenomenon has historically been important for the economic development

of countries (Stock & Watson, 2008). Standard forecasting models apply macroeconomic

indicators as independent variables to predict future CPI changes. Economic growth,

investment, money supply, and resident income have generally been used in such models.

In addition to these indicators, the past information of the dependent and independent

variables is included. Historically, autoregressive models (AR), autoregressive distributed
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lag models (ADL), autoregressive integrated moving average models (ARIMA), error

correction models (ECM), and vector autoregressive models (VAR) are the most used time

series models for prediction (Li, Shang, Shouyang, & Ma, 2015). In addition, econometric,

artificial intelligence, and regime-switching models have been used to forecast inflation

(Ang, Bekaert, & Wei, 2007; Hamilton, 1996; Rousseau & Wachtel, 2002). Later, these

have been combined into an integrated model that uses different techniques to improve

the forecasts (Choudhary & Haider, 2012; Lai, Hsieh, & Chang, 2005; Nakamura, 2005;

Svensson, 2000).

The models mentioned above generally use data that are not real-time. The time series

models are generally forecast using the time series of CPI itself or statistically correlated

economic indicators to predict inflation (Li, Shang, Shouyang, & Ma, 2015). They

all rely on published statistical data and rarely use real-time data which considers

consumer behaviour. Data representing micro behaviour and consumer sentiment should

be incorporated to improve inflation forecasts.

2.2.2 Nowcasting Using Google Trends

Google search data reflect public opinion in real-time for specific terms (Li, Shang,

Shouyang, & Ma, 2015). Furthermore, it is constructed through a time sequence; thus, it

is easy to measure and manipulate compared to other data generated on the internet. As

a result of the properties of Google Trends, a growing literature has provided evidence of

this data’s usefulness in forecasting the economy’s current state. For instance, Ettredge

et al. (2005), Kholodilin et al. (2009), Choi & Varian (2009) (2012), Guzmán (2011),

Carrière-Swallow & Labbé (2013), Chen et al. (2015), Narita & Yin (2018), Ferrara &

Simoni (2019), and Woloszko (2020) have utilised Google search data to track and nowcast

various economic variables and activities.

Other papers have researched the connection between Google Trends and unemployment.

D’Amuri et al. (2017), Fondeur & Karamé (2013), and Baker & Fradkin (2017) have all

researched the topic, while Pisu, Costa, & Hwang (2020) nowcasted the state of digitisation.

One of the most prominent topics of nowcasting using Google Trends is housing prices.

Askitas & Zimmermann (2009) and Wu & Brynjolfsson (2015) have provided theoretical

work in this area. More recently, Abay et al. (2020) and Doerr & Gambacorta (2020) used
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Google Trends data to assess the impact of the Covid-19 crisis.

One of the key issues when creating nowcasting models using Google Trends is the choice

of keywords. Two different approaches have been applied in the existing literature. The

first method is illustrated in Da et al. (2011), where specific keywords were theoretically

linked to the dependent variable. Goel et al. (2010) pursue another approach where

Google Categories are used as the basis for choosing keywords to ensure that the search

queries optimally describe the dependent variable of interest.

Results from existing literature on using Google Trends data as a proxy for consumer

sentiment are promising. This fact creates an option for the survey-based sentiment data,

which have traditionally been used in creating and forecasting leading macroeconomic

indicators. Vosen & Schmidt (2011) illustrate in their paper that Google Trends

outperforms the Conference Board Consumer Confidence Index and the University of

Michigan Consumer Sentiment Index in predicting private consumption in the United

States. Another study that confirms the same result is Carrière-Swallow & Labbé (2013),

where an index of consumer interest in purchasing automobiles was developed. This index

outperformed the benchmark, IMACEC. These results confirm that Google Trends can

represent public sentiment and that using this data to capture micro-behaviour to predict

real-time changes is feasible.

2.2.3 Nowcasting Inflation Using Google Trends

Regarding the nowcasting methodology, we use two papers as key literature; Forecasting

Inflation by Stock & Watson (2008) and Predicting the Present with Google Trends (2012)

by Varian & Choi. This thesis relates closely to these papers. Varian & Choi supplement

AR(1) processes with Google indicators to analyse if prediction error (RMSE) is reduced.

Furthermore, we apply the same approach for nowcasting inflation as Stock and Watson.

This approach uses an in-sample period to estimate and select models as a basis for

predicting and an out-of-sample period to evaluate the performance of the nowcasts.

These papers are recognised and peer-reviewed, and we use these as a basis for our thesis.

Our research is closely related to the empirical work done by Seabold & Coppola (2015)

and Li, Shang, Shouyang, & Ma (2015) on how internet search keyword data can be

added to predicting inflation. For example, Seabold & Coppola (2015) created an index
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of Google search queries related to inflation in Central America and estimated one-step-

ahead forecasts for several price indices for consumer goods. Further, they compare the

performances of the nowcasts to models which historically have performed well.

Li, Shang, Shouyang, & Ma (2015) nowcast inflation in China by using Google Trends in

MIDAS models.3 Both papers show that models extended with Google Indicators can

improve nowcasts of inflation compared to AR(1) and ARIMA models. Therefore, we will

use a similar framework as these two models in nowcasting inflation.

We supplement the scarce literature by nowcasting inflation for all divisions. Existing

literature is limited to nowcasting the aggregated level of inflation or some specific divisions.

In addition, our method for choosing keywords is distinct from previous research. We use

a combination of the approach of Da et al. (2011), Goel et al., and Li, Shang, Shouyang,

& Ma (2015). This approach ensures that our keyword and Google category selection

coincide with each division of inflation.

2.2.4 Criticism of the Use of Google Search Queries for Prediction

Google Trends are often subject to limitations as their primary purpose is, in general, not

scientific analysis (Woloszko, 2020). For example, in the Google Trends data, structural

breaks in January 2011 and January 2016 are caused by changes in the data collection

process. In addition, the number of users has rapidly increased since the introduction

of the tool in 2004. This increase leads to the relative search intensities of most queries

decreasing over time as the time series become less volatile. All these caveats require

specific action and statistical processing to avoid affecting the validity of the research.

Another criticism of using Google search queries is that keywords may have alternate

meanings. Therefore, it is difficult to separate which meaning of the keyword the search

activity relates to (Samanta, 2019). For instance, "price" can also mean "award" in

Norwegian. This double-meaning will lead to the model overestimating the actual search

volume of the series.

There have been instances of forecasting models using Google Trends not being valid

across time. Lazer et al. (2014) argue that models based on Big Data and Google Trends

can go from being valid and high performing to producing substandard results. The
3Mixed-Data Sampling
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reasoning behind this drastic decline in forecasting performance is attributed to the ability

of the Google algorithm to associate keywords correctly. The paper further points out

that the algorithm may incorrectly include multiple keywords in topics and categories

which do not relate to the independent variable.

Lastly, Lazer et al. (2014) point out that unusual attention regarding some keywords may

affect the search activity, especially for search queries with low search volumes. News

articles mentioning the keywords in question might increase the search activity extensively,

which does not represent the actual change in users’ sentiment towards the keyword in

question.
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3 Data

This chapter is dedicated to describing the data collected. First, we present the relevant

data, namely the consumer price index and Google Trends. Next, we discuss the properties

of the data before presenting the selection criteria for selection of keywords. Finally, the

collected data are listed. The perspective taken in this thesis ranges from January 2011 to

December 2021. This period is split into two samples. Throughout the thesis, the former

will be referred to as the in-sample subset, starting January 2011 and ending December

2020. The latter is the out-of-sample subset, ranging from January 2021 to December

2021.

3.1 Consumer Price Index

The Consumer Price Index (CPI) is a measurement that describes the development in

consumer prices for goods and services (SSB, 2022). Specifically, this broad indicator

describes the development in the price of a weighted average market basket of consumer

items purchased by firms and households. This thesis emphasises the twelve-month growth

rate (YOY) of consumer prices in this thesis.

Norges Bank is arguably the institution with the greatest desire to measure and predict

inflation at any given moment (see Section 2.1). However, the central Norwegian office

for official government statistics, Statistics Norway (SSB), measures and publishes the

consumer prices in Norway. The data are published monthly, at monthly frequencies, ten

days trailing to the month in question. Thus, data on consumer prices exhibit a lag.

Statistics Norway measures consumer prices across five indicators (see Table 3.1). These

indicators either include prices of all items or exclude certain types of goods or services

that may distort the picture of underlying inflation. The most common items to exclude

are taxes, energy products, and electricity. It is beyond the scope of this thesis to go into

details about all indicators, as the purpose is to improve decision-making for policymakers.

Thus, our focus is narrowed to CPI-ATE.
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Table 3.1: CPI five-level hierarchy of consumption groups

CPI All-item CPI-AT CPI-ATE CPI-AE CPI-AEL

Level 1 Divisions Divisions Divisions

Level 2 Groups

Level 3 Sub-groups 1

Level 4 Sub-groups 2

Level 5 Items and items groups

Further, CPI indicators are deconstructed in up to five consumption groups. Only the

broad CPI indicator is deconstructed into all five levels (see Table 3.1). The indicator of

interest, CPI-ATE, is available at the division level. This availability facilitates analysing

changes in inflation on a more granular level and for specific goods and services. For the

remainder of the thesis, the division level of core inflation will be the focus.

3.1.1 Composition of CPI

The index for core inflation is composed of twelve divisions. These divisions are formally

known as the European Classification of Individual Consumption According to Purpose

(COICOP). Such classification aims to lay down a framework of homogeneous categories of

goods and services considered a function or purpose of household expenditures (Statistical

Office of the European Communities, 2010). The objective is to classify transactions

to individuals’ and households’ real consumption. In the context of inflation, COICOP

establishes weights and aggregated price levels for each division (SOEC, 2010). The

divisions of core inflation are listed below (see Table 3.2).

Some of the 12 divisions of core inflation consist solely of goods, while others consist

of services or a combination of both (see Table 3.2). Goods are further classified as

non-durable, semi-durable, or durable. This classification of the different divisions allows

us to investigate if there are some categories of inflation and types of consumption that

benefit more than others from including search data to nowcast inflation.
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Table 3.2: Classification of CPI divisions. Dark blue indicates majority of consumption
type for the division. Light blue the minority.

Goods

Division Durable Semi-durable Non-durable Services

01 Food and non-alcoholic beverages

02 Alcoholic beverages and tobacco

03 Clothing and footwear

04 Housing, water, electricity, gas and other fuels

05 Furnishings, household equipment and routine maintenance

06 Health

07 Transport

08 Communications

09 Recreation and culture

10 Education

11 Restaurants and hotels

12 Miscellaneous goods and services

3.1.2 Volatility

Divisions vary in the items they measure and therefore differ in volatility over time (see

Figure 3.1). The illustration below makes a distinction between the full sample period

(2011 – 2021), in-sample period (2011 – 2020), and out-of-sample period (2021). It

is apparent that some divisions are persistently volatile in-sample and remain volatile

out-of-sample. Other divisions tend to be considerably less volatile out-of-sample. Overall,

divisions appear to have low volatility out-of-sample.

Figure 3.1: Volatility of divisions of inflation full sample, in-sample and out-of-sample
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Ten of the twelve divisions stand out for various reasons. First, COICOP 03, 05, 08,

and 10 drop drastically from one sample period to the next. The three former were the

most volatile in-sample. Second, COICOP 07 and 11 appear as the only divisions that

increase in volatility out-of-sample. Both tend to be more volatile than through the

entire in-sample period. Third, COICOP 02, 04, 06, 11, and 12 show no more than slight

tendencies of volatility through all three sample periods. It is beyond the scope of this

thesis to go into detail about the cause of this variation.

3.1.3 Data Collected

Data on inflation were collected from Statistics Norway. We extract twelve monthly data

sets for all divisions (see Table 3.2). These are a series of each division of core inflation

from January 2011 to December 2021.

3.2 Google Trends

3.2.1 General Description

Google Trends was launched in 2006 to provide free access to data that reflect user interest

by comparing the search volume of keywords across time (Combes & Bortoli, 2016). The

data is presented in queries or a set of search terms linked semantically. Every search

query is scaled from 0 to 100 to the search volume for the chosen period and is available

at daily, weekly, monthly, or yearly frequencies.4 For instance, if the monthly frequency

is applied, then the statistic will present the popularity of the keyword for each month

to the month with the highest search volume. Conversely, the value is set to zero if the

keyword has a relatively insignificant search volume for one period.

Google Trends eliminates duplicated searches before it is published. Therefore, if a person

searches for a word repeatedly over a short period, it will only be registered as one search.

This feature strengthens the validity of Google Trends as individuals cannot manipulate

the data. Thus, Google Trends presents representative data of interests and sentiment.

4The availability of frequencies depends on the duration of the window. Monthly frequencies are
available from 2004, weekly frequencies for the past five years, daily frequencies for the past 90 days,
hourly frequencies for the past seven days, and minutely frequencies for the past 24 hours. Note that the
availability of frequencies has no retroactive effect, i.e., hourly frequencies are only available for the past
seven days from the current time and not for the first seven days of 2004.
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A complimentary tool to Google Trends is Google Adwords, which presents statistics

on keywords. This tool facilitates investigating the statistical properties of keywords to

ensure validity in the search queries from Google Trends. One limitation of Google Trends

is that the absolute number of searches is unavailable. Google Adwords solves this issue

as the absolute number of searches for specific keywords are provided.

3.2.2 Normalisation

The Google data are pre-treated. This treatment means that the absolute number of

searches for keywords is not made available to the public (Combes & Bortoli, 2016). As

the Google search engine processes billions of searches daily, generating the entire data

set would be too large of a task to accomplish quickly.

To circumvent this problem, Google indexes the data. This process is formally known as

normalisation, which makes it possible to get and process a data set generally representative

of all Google searches within minutes of an event. The data are normalised, so the maximum

of the search query always equals 100. First, each data point is divided by the total

number of searches for the period and location (see Equation 3.1):

Normalised value =
Actual search term volume

Total search volume
(3.1)

Second, residual numbers are scaled on a range from 0 to 100 by dividing the normalised

value by the highest normalised value (see Equation 3.2):

Scale = Google Index =
Normalised value

Highest normalised value
∗ 100 (3.2)

As a result, the data from Google Trends represents relative popularity. This normalisation

solves the issue where the location with the highest search volume would consistently be

ranked the highest. If the values were absolute, areas with high density would dominate

less dense areas, which does not indicate anything about the underlying trend. The core

of Google Trends is to identify the propensity of individuals to search for different terms

and topics on Google on a regular basis.

Lastly, normalisation presents some challenges as each query of the same keyword is
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different (Woloszko, 2020). The time series might be revised from one date to the next

as only samples of the absolute number of searches are made available. The longer time

between the two points of extraction, the more significant the discrepancy is between the

two series. Thus, direct comparison between two supposedly identical series should be

cautiously approached. This discrepancy may threaten the data’s validity as it is not

stable across time.

To circumvent the issue of different time series, we have to take some considerations. First,

the variation in the samples of terms with a higher number of searches does not vary

much (Medeiros & Pires, 2021). For instance, the keyword “price” is relatively stable for

every sample. The number of absolute searches can be checked by using Google Adwords.

However, downloaded queries should be collected in multiple samples and averaged across

every term. We collect data sets for each Google Indicator from multiple days and average

them across time.

3.2.3 Keywords, Topics, and Categories

Google Trends has two keyword alternatives: search terms and topics. Search terms are

specific to the inserted keywords, while topics capture related search terms to the inserted

keyword. Thus, topics are a collection of multiple keywords.

Further, Google Trends provides a filter for categories. The filter applies to both search

terms and topics. In total, there are 1,200 categories. This wide range of categories is due

to the probabilistic algorithm applied, which allocates individual keywords into multiple

categories (Woloszko, 2020). Moreover, each category is a composite of a 5-level hierarchy.

Therefore, filtering a search term or Topic by category returns the result for the keywords

compatible with the selected category.

For instance, searching for “inflation” with no category returns generic searches on inflation.

However, by using the category “Autos & Vehicles”, the output is limited to inflation

related to autos and vehicles.

Benefits and Challenges of Keywords, Topics, and Categories

The topic feature makes it possible to capture the overall interest in keywords. This

feature has several benefits. First, it enables the user of Google Trends to capture other

searches that include the keyword in question. Second, topics control for errors such as
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misspellings, as it includes multiple spellings of a keyword. Third, it addresses the issue

of ambiguous keywords such as "Apple", which is both a company and a fruit.

The category feature ensures that keywords’ meaning is consistent across time. For

instance, searching for "DNB" may have reflected the demand for a loan in the early

years of 2000. However, in the past ten years, most Norwegians have started to use online

banking services. Thus, the intention of searching for "DNB" might have changed. In

comparison, the meaning of categories and topics do seem more stable to analyse across

time compared to keywords.

Despite the benefits of topics and categories, there are limitations. Google does not

provide any information on how topics or keywords are constructed. As a result, the

selected Topic or filtered category may not represent the user’s intended purpose, as one

cannot verify which keywords are allocated to these groups.

3.3 Choice of Google Search Data

Google search data are subject to limitations as the primary purpose is not for scientific

analysis. Consequently, some considerations and transformations must be taken when

applying this data. This section describes the collected data and which considerations have

been made. First, we describe the time series length before discussing which frequency

should be applied. Further, we discuss in depth which keywords and Google Categories

we have selected and why these can be applied to predict inflation.

3.3.1 Length of Time Series

To ensure that we collect a time series appropriate for nowcasting, we will perform several

assessments of the Google Trends data. We consider internet penetration, Google’s search

engine market share, significant events, structural breaks, and the number of observations.

Based on these considerations, we will determine if we can use Google Trends to predict

inflation and which period will be applied in our models.

Internet Penetration in Norway

Norway has been at the forefront of adopting technology, and internet users have increased

rapidly since 2000 (see Figure 3.2). At the start of the millennium, about 50% of the



3.3 Choice of Google Search Data 17

Norwegian population had access to and used the internet. This number increased to

about 90% around 2010 and stabilised around 95% few years later. This stability makes

the time series less prone to trends and ensures a high number of observations.

Figure 3.2: Number of internet users in Norway from 2000 to 2021

Search Engine Market Share

Google is Norway’s most used search engine, with a 97% market share in 2021 (Statista,

2021). The market share of Google has been stable and dominant since 2009 (see Figure

3.3). Combined with the internet penetration, the search volume from Norway is large

and stable for the Google search engine. As a result, we can assume this data represent

public sentiment since 2010.

Figure 3.3: Market share of search engines in Norway from 2009 to 2022
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Specific Events

When choosing the time series length, we want to include events that can provide useful

information and increase our predictions’ precision. For example, during the time in

which Google Trends is available, three major economic crises have affected inflation in

Norway (see Figure 3.4). These are the financial crises in 2008-2009, the oil price shock in

2014, and the Covid-19 pandemic in 2020-2021 (Lie, 2021; SSB, 2021; The Norwegian

Central Bank, 2015). These are all of interest for our analysis.

Figure 3.4: Significant events for CPI-ATE from 2004 to 2022

Structural Breaks

Google adjusted its data collection process, which induced breaks in January 2011 and

January 2016 (see Figure 3.5). Both of these breaks are briefly documented on the website

of Google Trends. In 2011, the "process for geographic localisation" was adjusted, while

in 2016, the “data collection system” was “improved” according to them (Woloszko, 2020).

The existing literature does not address these breaks as issues. However, Woloszko (2020)

takes a different stance. The paper argues that these breaks can lead to the occurrence of

outliers affecting the validity of the whole data set. As a result, we want to exclude these

breaks.
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Figure 3.5: Structural breaks in Google Trends data and significant events for CPI-ATE
from 2004 to 2022

Number of Observations

When choosing data originating from search engines, it is essential to evaluate if the

number of searches is large enough in absolute terms to create a representative sample

(Hyndman & Athanasopoulos, 2018). The rule of thumb for forecasting with ARIMA

models is that at least 50 observations should be included (Box & Tiao, 1975). However,

it is preferable to have more than 100 observations. Therefore, we want to include more

than 100 monthly observations, which implies a time series ranging back to at least 2015.

Chosen Period

For the reasons stated above, we downloaded Google search data from January 2011 to

December 2021. As such, the Google data will include one structural break.

3.3.2 Frequency

Google search data are available at daily to yearly frequencies (see Section 3.2.1). Choosing

a higher frequency would yield a better description of real-time micro behaviour. However,

the data are not all systematically available at a higher frequency than the frequency we

wish to predict. This unavailability complicates the use of higher frequency data than

monthly. In addition, monthly frequencies are sufficient for the purpose of this thesis. We
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are more concerned with investigating if there is value in adding real-time micro behaviour

search queries. This monthly data can close the ten-day gap of official inflation data to

improve nowcast performance. As a result, we apply monthly frequencies.

3.3.3 Choice of Keyword

The purpose of Google search data is not for statistical analysis (Woloszko, 2020). This

feature of the data calls for careful consideration when selecting keywords. Therefore, it

is necessary to minimise the ambiguity and variation in the data by including keywords

that we know with great certainty are directly linked with the phenomenon we are trying

to predict. As a result, we have chosen keywords based on five criteria. These are listed

and described in Table 3.3 below.

Table 3.3: Keyword selection method

Criteria Explanation

Empirical relevance
Only keywords that have, through empirical research, shown to be

linked to inflation and to improve forecasts of inflation are considered.

Theoretical relevance
Downloaded keywords have a theoretical and empirical link to

inflation to ensure validity in our analysis.

Quality of data

Keywords that have an unstable number of searches are eliminated.

These searches contain zero values and large volatility over short

periods on Google Trends.

Number of searches
>1000 average searches each month to ensure that our analysis has a

sufficient number of observations. Evaluated by using Google Adwords.

Consistency
The meaning of the keywords should be stable across time to ensure it

represents the same phenomenon for the whole period.

Only two keywords have been applied in existing research that has proved to be of

consistent utility when nowcasting inflation utilising Google search data (Li, Shang,

Shouyang, & Ma, 2015; Samantha, 2019). These keywords are “price” and "inflation".

In addition, multiple semantically linked extensions and versions of these two keywords
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have empirically shown to improve nowcasts of inflation. For instance, “rising prices”

and “increase in price” are two examples. Therefore, we start our keyword selection by

considering these two keywords.

Keyword "Inflation"

Variations of the keyword “inflation” have proved to increase the predictive ability of

models (Samanta, 2019). In Norway, the number of searches for “inflation” are both

small and volatile (see Figure 5.1). Filtering this search term for categories illustrates

that the search term is unsuited for our purposes as it includes multiple periods with an

insignificant number of searches.

Figure 3.6: Google search query for keyword Topic “inflation”, full sample period by
category "Autos & Vehicles"

Keyword "Price"

Li, Shang, Shouyang, & Ma (2015) illustrate in their paper that keywords and search terms

that contain the word “price” can be added to forecasting models to improve the precision

of forecasts of inflation. Samanta (2019) illustrates the same result for nowcasting inflation

in India, where she concludes that “price” has a solid ability to track inflation and is

strongly correlated with inflation rates. Hence, “price” has been shown to have some utility

in similar nowcasting models as the one we are creating. The economic intuition behind

including “price” as a keyword is that people using this keyword in their queries may be

interested in searching for information on the price of an item before purchasing the good.
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Therefore, an increase in the relative number of searches for this term likely illustrates an

increase in demand. Increasing demand that rises faster than supply increases inflation

(Dubay, 2022).

The number of absolute monthly searches for “price” is higher than 1,000 (see Appendix

A1.1). Simultaneously, the time series are stable and do not contain any zero values

between 2011 and 2022 for any Google Category. None of these criteria prohibits “price”

from being added to the nowcast model.

The keyword “price” circumvents the problem of changing meaning of keywords (Woloszko,

2020). The meaning of price is constant for the whole period, and the word’s meaning will

likely not change in the future. This increases the robustness of the model as it explains

the same phenomenon across time.

However, “price” is a homonym as it is spelt the same way in Norwegian as the word

“award”. This double-meaning may reduce the robustness of the model as searches for the

“award” are likely not linked to inflation and will create noise in our data. Consequently, it

is preferable to work with Google Categories rather than on specific terms (Goel, Hofman,

Lahaie, Pennock, & Watts, 2010). Google Categories allow us to specify within which

domains we want to analyse the search volume for the word “price”. This feature solves

the issues with homonyms. In addition, it circumvents the issue of the choice of multiple

keywords, which is subject to subjectivity in addition to being a manual task.

As a result of our analysis, we choose to include only the keyword “price” in our model.

To compensate for the lack of keywords, we use the feature, Topic, to capture all related

search terms. Using this feature means that all searches which contain the word “price” is

included. For instance, “rise in prices”. At the same time, we gather time series of the

word “price” for all divisions of inflation by using the category feature of Google Trends.

The intention behind this is that we can analyse if Google Trends have a larger effect on

some specific divisions of inflation.

3.3.4 Choice of Google Categories

In order to analyse more granular levels of inflation, we link each division of inflation

(COICOP) to its corresponding Google Category (see Table 3.4). We analyse each

division’s weights and contents to ensure our Google categories represent the same goods
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and services as the inflation divisions.

Some of the corresponding categories consist of multiple sub-categories, which constitute

roughly the same weight (see Appendix A2.1). For instance, division 2 - alcoholic beverages

and tobacco, consist of both “alcoholic beverages” and “tobacco", where they respectively

constitute 63% and 37%. Therefore, to make sure that the Google Indicator will capture

most of the variation in the inflation in the divisions, we identified two Google Categories

which we added to create the indicator. These two categories are: "alcoholic beverages"

and "tobacco products".

Table 3.4: Divisions of Inflation (COICOP) and their corresponding Google Category

Google Categories

Division Primary Secondary

01 Food and non-alcoholic beverages Cooking & Recipes Non-Alcoholic Beverages

02 Alcoholic beverages and tobacco Alcoholic Beverages Tobacco Products

03 Clothing and footwear Apparel

05 Housing, water, electricity, gas and other fuels Real Estate

05 Furnishings, household equipment and routine maintenance Home & Garden

06 Health Health

07 Transport Autos & Vehicles Transportation & Logistics

08 Communications Internet & Telecom

09 Recreation and culture Hobbies & Leisure

10 Education Education

11 Restaurants and hotels Restaurants Hotels & Accommodations

12 Miscellaneous goods and services Beauty & Fitness Social Services

The choice of categories is based on a comparative analysis of each inflation subgroup’s

components and the existing Google Categories (SSB, 2022; Trasborg, 2017). The

components of the Google Categories are identified and compared with the components of

the divisions of inflation. This comparison is performed to identify if the sub-levels of the

Google Categories contain the same items as the divisions of inflation. To limit the number

of Google Indicators added to the analysis and to prohibit overlapping categories, we

only include Google Categories at the first or second hierarchical level of the classification

(see Appendix A3.1). Another reason for only using categories from these hierarchical

levels is to increase the number of searches captured by each category. This increases the

number of observations. In addition, none of the Google Categories stemmed from the

same primary category. This consideration ensures that none of the categories contains
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the same inflation component.

The use of Google Categories is beneficial as it allows us to predict and analyse a more

granular level of inflation which can be used to understand what division of inflation has

the most benefit from adding Google search data. In extension, it makes it possible to

analyse and predict specific components of inflation.

3.3.5 Data Collected

We download seventeen time series for each listed Google Category in Table 3.4. The

time series consists solely of the topic “price” from Google Trends. Further, the data are

averaged in order to circumvent some of the implications from normalisation.
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4 Models

This chapter explains the statistical models and methods applied in the thesis. The first

section presents the autoregressive model used to investigate if Google search queries

contain information that improves predictive ability. Subsequently, we present the model

used for nowcasting inflation. This includes introducing the basic properties of an

autoregressive integrated moving average model and how it predicts future values. Lastly,

we describe the estimator of performance evaluation.

4.1 Autoregressive Models

An autoregressive process (AR) is a tool to predict future values of any variable of interest

using past values of the same variable (Hyndman & Athanasopoulos, 2018). The term

autoregressive specifies that the model regresses the dependent variable linearly on its

lagged values. The lagged values are used as predictors, where the number of lags decides

the order of the model. For example, a process with one lag is a first-order AR model,

while a process with two lags is an AR model of second order.

The simplicity of the autoregressive process stems from the fact that lagged values alone

explain changes in the dependent variable. However, the error term captures random

signals with equal intensity at different frequencies, known as white noise. The model is

simple but often performs adequately compared to more advanced models (Chan, 2011).

In general, an autoregressive process of order p is expressed as follows:

yt = c+

p∑
i=1

ϕiyt−i + ϵt (4.1)

Where yt is the dependent variable of interest, c is a constant, ϕ is the coefficient for each

lagged value i, and ϵt is white noise.

One of the simplest yet insightful models in forecasting is the AR(1) process. Equation

4.2 summarises the autoregressive process described above, with a lag order of 1. For this

model, the dependent variable is solely regressed on itself one period ago, the first lag.
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yt = c+ ϕ1yt−1 + ϵt (4.2)

The first step to answering the research question of the thesis relies on this model.

4.2 ARIMA Models

An Autoregressive Integrated Moving Average (ARIMA) model uses historical variations

in an individual time series to provide forecasts (Wooldridge, 2015). It comprises an

autoregressive (AR) and a moving average (MA) element. The AR component, as described

above, is a time series function of lagged values. The MA term, on the other hand, is a

combination of random disturbances that captures the average change in the series over

time (Hyndman & Athanasopoulos, 2018). It is one of the most widely used forecasting

approaches for univariate time series.5 The framework can be applied to different time

series dynamics by combining AR and MA models with a factor for differencing, as

stationarity is required. This requirement means that the properties of the time series do

not change across time (Box & Jenkins, 1970).

Consider a general ARIMA for a given stochastic time series process yt:

y∗t = ∆dyt (4.3)

y∗t = c+

p∑
i=1

ϕiyt−i +

q∑
j=1

θjϵt−j (4.4)

where d is the number of differentiations required to achieve stationarity and c is an

intercept term. p is the number of past values of yt, and ϕ is the coefficient for these past

values. In the last term of this model, ϵt is the contemporaneous error term assumed to

be identically and independently distributed (IID), while q is the number of past error

terms, and ψ is their related coefficient.

By choosing specific values for p and q, we arrive at the constituent models from the

ARIMA framework. For instance, for a given d, when the p > 0 and q = 0, we arrive at
5A univariate time series to a time series that consists of single (scalar) observations recorded

sequentially over equal time increments.
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an autoregressive model where the time series is modelled by solely using past values. On

the other hand, to arrive at a moving average model where the series is modelled by using

values of the error term, the model has to be of the order p = 0 and q > 0. However, the

combination of p > 0 and q > 0 gives us an ARIMA model. In this instance, the series is

modelled by using both past values of itself and previous error terms.

4.2.1 ARIMAX

ARIMA processes with exogenous variables are a multivariate model denoted ARIMAX

(Rachev, 2007).

This process is expressed as follows:

y∗t = c+
r∑

i=1

βixi,t +

p∑
i=1

ϕiyt−i +

q∑
j=1

θjϵt−j (4.5)

with r different exogenous variables, x1,t, x2,t, ... , xr,t affecting yt. βi is the coefficient for

the exogenous variables xi.

4.2.2 SARIMAX

Seasonality violates ARIMA models’ assumption of stationarity. This seasonality can

be controlled for by using a seasonal ARIMA model or SARIMA. Below is the general

equation for this model, including an exogenous variable:

y∗t = c+
r∑

i=1

βixi,t +

p∑
i=1

ϕiyt−i +

q∑
j=1

θjϵt−j +
P∑
i=1

Φiyt−si +

Q∑
j=1

Θjϵt−sj (4.6)

The seasonal model fits an additional set of autoregressive and moving average components

on lags, which is offset by some number of lags s. This is the frequency of the seasonality.

4.3 Forecast Performance

To evaluate the performance of the forecast, we use the root-mean-square-error (RMSE).

This metric squares the errors before averaging, putting a relatively high significance on
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large errors. Large errors are undesirable in forecasting (Bjørnland, 2015). As a result,

RMSE is a popular and fitting metric for evaluating the performance of forecasts.

RMSE provides a score that indicates the fit of the forecast. If a score of zero is achieved,

then the model is a perfect fit as the goal of the forecast is to minimise the RMSE. The

estimator is expressed as follows:

RMSE =

√∑
(y − ŷ)2

n
(4.7)

where y is the observed values, ŷ is the predicted values of y, and n is the number of

periods.
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5 Forecasting Methodology

This chapter is dedicated to describing the forecasting methodology. Our point of

departure is the simple autoregressive model of order one. First, we perform a preliminary

investigation by adding the Google Indicators to each AR(1)-model to identify if search

queries represented by Google contain valuable information that improves the predictive

power of the baseline model. The analysis is then extended to identify the most accurate

model for predicting inflation, with and without Google Indicators. This identification

is conducted within the acknowledged Box-Jenkins methodology. Lastly, the predictive

ability of the most accurate models is subject to assessment in a one-month ahead

out-of-sample nowcast.

5.1 AR (1)-Test of Content

The preliminary analysis consists of twelve AR(1) processes as baseline models, representing

each division of CPI (see Table 3.4). Each one of these AR(1) processes is then

supplemented with representative Google Indicators in order to analyse if the prediction

error (RMSE) is reduced (Varian & Choi, 2009).

We do this for two reasons. First, the existing literature on Google search queries performs

this preliminary test to check if the search queries represented by Google contain any

information of interest (see Section 2.2). Second, the existing literature on inflation

modelling suggests that AR(1) models will likely outperform any known model when

forecasting inflation (Chan, 2010). Therefore, if the RMSE is reduced, then Google Trends

data contain valuable information for predicting inflation.

The AR(1) models are expressed as follows:

Baseline AR(1) = πb
t = c+ ϕiyt−1 + ϵt (5.1)

Extended AR(1) (single) = πs
t = c+ ϕiyt−1 + ωiGIit + ϵt (5.2)
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Extended AR(1) (dual) = πd
t = c+ ϕiyt−1 + ωiGIit + ωjGIjt + ϵt (5.3)

where πz
t is the inflation rate for model z at time t. c is a constant, ϕ1 is the coefficient

for the lagged value of order 1, while ϵt is the error term at time t. Further, ωit and ωjt

are the coefficients for the Google Indicators, GIit and GIjt, at time t.

5.2 The Box-Jenkins Method for Model Selection

The Box-Jenkins method applies ARMA and ARIMA models to forecast time series based

on lagged values (Hyndman & Athanasopoulos, 2018). The framework separates into

three phases (see Figure 5.1).

Figure 5.1: Box-Jenkins methodology for model selection

The identification phase commences by collecting and examining the relevant data. Initially,

the data are inspected graphically. The inspection is then extended to a statistical

approach that aims to decompose the statistical properties of the data. Irregularities such

as non-stationarity will require treatment.

Once the stochastic process of stationarity is ensured, the data is subject to model

construction. Alternative estimators for out-of-sample prediction error will be

supplemented to assert an appropriate and unbiased identification process.

The framework then proceeds to examine the diagnostics of the identified models. This
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thesis will focus on residual tests to ensure random distribution in the data. Once the

data is independently distributed, the thesis will focus on out-of-sample forecasts. In

the Box-Jenkins framework, this forecasting process is considered circular rather than

sequential. The fourth and fifth steps feedback to the third to ensure the robustness of

the selected models. The final procedure is a pseudo out-of-sample comparison between

the predicted values and an omitted validation set. This comparison is made to evaluate

the predictive ability of the models constructed in-sample.

5.2.1 Phase I: Identification

The introductory phase comprises two steps; data preparation and selection of the

appropriate models. The former aims to identify and deal with non-stationarity in the

dependent variable to determine the necessity of differentiating (d) the time series. The

latter involves analysing the ACF and PACF plots to determine the lag order of the

autoregressive component (p) and the order of the moving average component (q). This

phase summarises the complete ARIMA(p,d,q) process.

Data Preparation

In line with the Box-Jenkins methodology, the time series must be stationary for the

forecast to be valid. The data will be subject to differentiating if the time series violates

stationarity as it is impossible to draw inference on the model’s predictive ability before

this is achieved (Wooldridge, 2015). Thus, providing valid and unbiased predictions

becomes contingent on the stationarity of the data.

Stationarity infers that the statistical properties of the time series do not change with time.

A time series is considered stationary if it meets three defined conditions (Wooldridge,

2015). First, the mean of the time series is constant over time. Second, the variance is

constant over time. Third, the autocovariance must be constant over time. The third

condition infers that the time series exhibits no trend component.

These conditions are expressed as follows:

1. Constant mean (µ) for all t: E(yt) = µ

2. Constant variance (σ) for all t: V ar(yt) = σ2

3. Constant autocovariance: Cov(yt, yt−s) = µ
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Overlooking stationarity has severe implications for the forecasting procedure. A

nonstationary time series allows only for studying one period individually, as each period

of the time series will be for a particular episode. Thus, unless differentiated, it could

lead to spurious results. This spuriosity makes nonstationary time series unreliable and of

negligible practical value for forecasting purposes.

One approach to formally detect the presence of nonstationary is an augmented Dickey-

Fuller test (ADF). Specifically, the ADF test investigates if the time series in question

exhibits the presence of a unit root to determine whether the time series is stationary or

nonstationary (Wooldridge, 2015). Thus, the ADF test aims to identify the (d) and (D)

in the general ARIMA(p,d,q)x(P,D,Q).

Model Selection

Once stationarity is dealt with, and the degree of differentiation is identified, the Box-

Jenkins framework aims to identify the appropriate AR(p) and MA(q) components. This

selection is conducted through a thorough analysis of the partial autocorrelation function

(PACF) and the autocorrelation function (ACF). However, there is no formal test for

identifying the lag order (p) or the order of moving average (q). Identification develops

into a subjective exercise when p and q simultaneously are non-zero. Thus the experience

and training of the forecaster become increasingly relevant. Several models can be unveiled

as plausible alternatives for the time series in situations like these. However, to ensure

a better statistical fit, using the least number of parameters in an ARIMA model is

recommended to achieve a sufficient representation (Box, Gwilym, & Reinsel, 2008).

Further, general practices urge the forecaster to issue carefulness when selecting ARIMA

models. For example, one common pitfall is that the forecaster over-specifies the model in

what is known as data mining. Data mining implies pattern recognitions and improved

explanatory power based on in-sample selection criteria. One such pitfall can be model

selection based on RMSE as the single criteria, which has the potential to produce

questionable out-of-sample predictions. Thus, any in-sample selection criteria exhibit a

bias that is not likely to hold for the out-of-sample prediction.

To circumvent biased in-sample estimators, the selection procedure is extended to

incorporate estimators of prediction errors that penalise in-sample residual variance.

Estimators with such capabilities consider the degrees of freedom for the model in question.
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In line with the broad literature on the field, this thesis rests on two commonly applied

criteria, namely the Akaike’s Information Criterion (AIC) and Bayesian Information

Criterion (BIC).

The AIC and BIC have the same objective and share several attributes. Ultimately, these

estimators of prediction error aim to minimise the in-sample residual sum of squares.

Moreover, both estimators carry a penalty term for the total number of parameters

estimated. The model of better fit based on the two criteria is the one that yields the

lowest estimator of prediction error.

The Akaike’s Information Criterion (AIC) is expressed as follows:

AIC = log

(∑
ϵ̂i

2

N

)
+

2k

N
(5.4)

Whilst the Bayesian Information Criterion (BIC) is expressed as follows:

BIC = log

(∑
ϵ̂i

2

N

)
+
k log(N)

N
(5.5)

Where
∑
ϵ̂i

2 is the residual sum of squares, N is the number of observations, and k

represents the number of coefficients estimated.

It is possible to draw some conclusions about the distinctions between the AIC and BIC

based on Equations 5.4 and 5.5. For observations (N ) larger than 7; the BIC estimator

tends to penalise models more severely than the AIC. Mathematically, this occurs when

log N > 2. For this reason, the BIC is more meticulous than the AIC when selecting

the models. However, applying both estimators when identifying ARIMA models is

recommended, as they, in some cases, are complements rather than substitutes.

For our purposes, as explained above, the estimators ensure more robust models when

performing out-of-sample predictions. However, both estimators have some inconsistencies.

First, as there are no guidelines for testing, comparison between models is strictly based

on the estimated values alone. Second, comparing these estimators is recommended for

similar ARIMA models only. Lastly, output values tend to be of marginal difference in

several cases.
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The absence of statistical tests to compare the two estimators makes the comparison

somewhat subjective. On the one hand, Makridakis et al. (1998) favour the BIC due to

the overparameterisation of the AIC.6 On the other hand, Bjørnland (2015) argue that

the AIC is preferred for choosing forecasting models, while BIC is preferred for drawing

inference. Thus, there is some ambiguity in the selection criteria. Throughout this thesis,

we limit the scope of the ARIMA models to p = 4 and q = 4, as the models can become

too extensive.

Auto.arima

This thesis processes a large amount of data. To limit the consequence of human error, we

support our model selection procedure with the auto.arima function R package forecast.7

The function provides an order of identification for each series. It is beyond the scope of

this thesis to discuss the detail of the automatic model identification procedure. Instead,

we refer to the literature by Hyndman & Khandakar (2008) for further details of the

procedure.

5.2.2 Phase II: Estimation and Testing

Estimation

Once a provisional model has been identified, we apply statistical software to generate

estimates for the parameters, including a test for significance for each parameter in the

model (Linden, Adams, & Roberts, 2003). If any of the parameters are insignificant, we

eliminate them to improve the model’s fit.

Diagnostics

The final step in Phase II is a diagnosis to ensure that the selected models fulfil the

requirements for a univariate time series. The time series are subject to a test of whether

the residuals are white noise. If the selected models are an appropriate fit, the ACF plot

should show no significant autocorrelations among the residuals. However, if there are

significant autocorrelations, it will require the re-identification of models.

In this thesis, the preferred assessment tool is a formal portmanteau test known as the

Ljung-Box Q-test.8 The Ljung-Box test is a statistical test that confers whether any

6Overparameterised in the sense of too many AR and MA terms in the specified ARIMA model.
7Arguments in the auto.arima()-function are set to default.
8In statistical hypothesis testing, A portmanteau test is a type of statistical hypothesis test in which
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group of autocorrelations of a time series are different from zero (Box & Pierce, 1970). In

specific, it is a test of the following hypothesis that assess any linear dependencies:

H0: The time series is either random, white noise or i.i.d

HA: The time series is non-random (serial correlation)

The hypothesis test is based on the autocorrelation plot of the time series. For example,

in a white noise series, 95 per cent of the spikes in the ACF will be observed within the

critical values.

Statistically, the hypothesis is tested with the test statistic Q in Equation 5.6:

Q = n(n+ 2)
h∑

k=1

(
r2k

n− k

)
(5.6)

Where n is the number of observations, h is the number of lags considered, and rk is the

accumulated sample autocorrelations of the residuals.

If the test null hypothesis is true, then none of the autocorrelation coefficients proves to

differ from zero statistically. This holds for all lags up until h. Thus, the data are random,

and the residuals are white noise. On the opposite, the null hypothesis is rejected, and

the model shows a lack of fit if Q > χ2
1−α,h−m, where χ2

1−α,h−m is the value found in the

chi-square distribution for significance level α and h-m degrees of freedom where m is the

number of parameters in the model.

A Q-statistics within the extreme 5% of the right-hand tail is considered non-white noise

(Hyndman R. J., 2014). As for the number of lags to include, there is no standard

practice. However, different approaches have been recommended, whereby one argues 15

lags (Makridakis, 1998), while others argue 20 to 24 (Pindyck & Rubinfeld, 1998). For

the purposes of the thesis, this distinction seems to be of marginal difference, with an

identical outcome.

the null hypothesis is well specified, but the alternative hypothesis is more loosely specified.
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5.2.3 Phase III: Application

Nowcasting

Once the foundation is laid, it is time to generate the out-of-sample nowcasts. The

procedure is to predict divisions of inflation h-steps ahead, where h denotes the number of

periods we are going to forecast. Moreover, our approach is static, which means that all

models are subject to re-estimation once new data is available (Stock & Watson, 2008). As

such, we ensure that all available information is reflected in the model at any given time

(see Figure 5.2). Finally, this process is repeated until the end of the out-of-sample period.

Thus, for each division of inflation, the exercise will yield twelve h = 1 predictions.

Figure 5.2: The figure shows the pseudo out-of-sample monthly nowcast method.

The in-sample period is used to estimate the extended ARIMA models with Google

Indicators and the benchmark non-extended AR(1). This sample starts in January 2011

and ends December 2020. For the out-of-sample period, the window ranges from the

first month of 2021 up to and including December 2021. We have chosen this window

to constantly have the latest data included in our model to increase the number of

observations and to use the newest information, increasing our nowcasts’ precision.

Robustness of Models

To further investigate if Google search data can outperform the AR(1), we compare

extended models to their respective baselines across two dimensions. First, we compare
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the models in terms of prediction error. The RMSE measures this metric (see Section

4.3). The prediction error of the extended model is measured by the deviation between

the predicted values and CPI ex-post.

Second, we compare the extended and baseline models’ ability to identify trends and

turning points. This comparison aims to evaluate if Google search queries improve the

ability to identify short-term changes in inflation. Specifically, the models are compared

in terms of the number of months they can predict the trends and turning points of CPI

ex-post.

In conclusion, these two dimensions will provide a framework for assessing the predictive

ability of ARIMA models extended with Google search data.

Three-Step Approach of Analysis

This thesis is designed to perform pseudo-out-of-sample predictions. In particular, we

perform static one-month ahead rolling predictions out-of-sample. These nowcast results

are the benchmark against a validation set of recorded CPI. To arrive at this stage, we

follow a three-step approach (see Figure 5.3):

Figure 5.3: Three-step process for out-of-sample nowcast

First, we conduct a preliminary test of content by constructing a set of AR(1) models

for each division of inflation. These represent the AR(1) baselines. We then extend our

baseline models by adding Google Indicators to investigate if Google search queries are

information value-adding. We aim to identify if these extended models reduce the RMSE

compared to their respective baselines.
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The next step extends the analysis by using the Box-Jenkins methodology described in

this chapter to identify ARIMA models for each division of inflation. Models are ranked

and selected by the estimator of prediction error they yield through the in-sample period

from January 2011 to December 2020.

Based on Step 2, the final step proceeds with the divisions where extended models were

identified as a better fit for prediction than their respective baselines. Subsequently,

we perform an out-of-sample one-month rolling nowcast through 2021 to determine the

predictive ability of Google data. In addition, we compare our extended ARIMA models

to AR(1) models before benchmarking both against CPI ex-post.
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6 Results

In this section, we present the results from the three steps of the thesis (see Figure 5.3).

In the first step, we conduct a preliminary test to investigate the information value-

added of the Google search data. Step 2 proceeds by using the acknowledge Box-Jenkins

methodology to identify ARIMA models for each division of inflation. Lastly, based on

Step 2, we perform an out-of-sample one-month rolling nowcast through 2021 to determine

the predictive ability of Google data. In addition, we compare our extended ARIMA

models to AR(1) models for the same divisions of CPI before benchmarking both against

CPI ex-post.

6.1 Step 1: In-Sample AR (1)-Test of Content

In this section, we add the selected Google Indicators to AR(1) processes of the baselines to

construct the extended models. Further, we compare the root-mean-square error (RMSE)

of the extended model to the baseline model to investigate if Google Indicators can reduce

standard deviations of residuals.

Table 6.1: RMSE and change in RMSE of AR(1) models after adding Google Indicators

RMSE

Division Baseline Extended 1 % change Extended 2 % change Extended 3 % change

COICOP 01 1.15069 1.15060 -0.008% 1.13960 -0.964% 1.13816 -1.089%

COICOP 02 0.38230 0.38194 -0.092% 0.37771 -1.200% 0.37670 -1.464%

COICOP 03 1.91881 1.91033 -0.442%

COICOP 04 0.15882 0.15278 -3.801%

COICOP 05 1.23015 1.22253 -0.620%

COICOP 06 0.50631 0.50622 -0.018%

COICOP 07 1.17643 1.16168 -1.254% 1.16087 -1.323% 1.15937 -1.450%

COICOP 08 1.09531 1.09248 -0.259%

COICOP 09 0.48526 0.48469 -0.118%

COICOP 10 0.69617 0.69108 -0.730%

COICOP 11 0.39572 0.39529 -0.109% 0.39572 0.000% 0.39524 -0.122%

COICOP 12 0.30281 0.30265 -0.052% 0.30279 -0.006% 0.30264 -0.056%

The results from the preliminary test of content are illustrated in Table 6.1. It is evident

that there is some information of interest in the Google search queries as all but one
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extended model reduces the RMSE of the baselines. In particular, COICOP 01, 02, 04

and 07 are notably improved by adding Google Indicators, while COICOP 06, 08, 09, 11

and 12 experience only minor improvements in terms of RMSE. In general, the results

indicate valuable information in adding Google search data.

6.2 Step 2: In-Sample Model Selection

The results from the in-sample predictions between January 2011 and December 2020 are

presented in Table 6.2. In total, the performances of extended models compared to their

respective baselines are mixed. Extended models yield lower estimators of prediction error

for six of the twelve CPI divisions. The AIC estimator ranks extended models as a better

fit in four cases, whereas the BIC estimator draws the same conclusion for five of the six

improved divisions. We find this result interesting as the BIC estimator by construction

penalises multivariate models more than the AIC. For the scope of this paper, this has no

implications.

Further, the estimators of prediction error are unanimous in ranking extended models as

preferred in three of the six improved cases. These are the divisions measuring prices of

food and non-alcoholic beverages (COICOP 01), clothing and footwear (COICOP 03), and

housing, water, electricity, gas and other fuels (COICOP 04). We observe no improvement

for the five divisions containing dual-category models.

Table 6.2: Model ranking ranked by (AIC) and BIC estimators

COICOP 01 - Food and non-alcoholic beverages

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (0,1,1)x(0,0,1) Extended 1 335.67 1. (0,1,1)x(0,0,1) Extended 1 346.79

2. (0,1,1)x(0,0,1) Baseline 338.93 2. (0,1,1)x(0,0,1) Baseline 347.27

3. (1,0,1)x(0,0,1) Extended dual 338.98 3. (0,1,1)x(0,0,1) Extended 2 351.11

4. (0,1,1)x(0,0,1) Extended 2 339.99 4. (1,0,1)x(0,0,1) Extended dual 358.49

5. (1,0,0)x(0,0,0) AR(1) 380.97 5. (1,0,0)x(0,0,0) AR(1) 389.33
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COICOP 02 - Alcoholic beverages and tobacco

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (2,1,2)x(0,0,1) Baseline 76.85 1. (2,1,2)x(0,0,1) Baseline 93.53

2. (2,1,2)x(0,0,1) Extended 2 77.90 2. (2,1,2)x(0,0,1) Extended 2 97.35

3. (1,0,0)x(0,0,1) Extended dual 86.75 3. (1,0,1)x(0,0,1) Extended 1 101.13

4. (1,0,1)x(0,0,1) Extended 1 87.19 4. (1,0,0)x(0,0,1) Extended dual 103.47

5. (1,0,0)x(0,0,0) AR(1) 117.32 5. (1,0,0)x(0,0,0) AR(1) 125.69

COICOP 03 - Clothing and footwear

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (4,1,2)x(0,0,1) Extended 1 447.55 1. (4,1,2)x(0,0,1) Extended 1 472.56

2. (3,0,1)x(2,0,0) Baseline 474.34 2. (3,0,1)x(2,0,0) Baseline 493.86

3. (1,0,0)x(0,0,0) AR(1) 503.82 3. (1,0,0)x(0,0,0) AR(1) 512.18

COICOP 04 - Housing, water, electricity, gas, and other fuels

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (1,1,0)x(0,0,1) Extended 1 -115.23 1. (1,1,0)x(0,0,1) Extended 1 -101.33

2. (1,1,0)x(0,0,1) Baseline -109.14 2. (1,1,0)x(0,0,1) Baseline -98.03

3. (1,0,0)x(0,0,0) AR(1) -92.44 3. (1,0,0)x(0,0,0) AR(1) -84.08

COICOP 05 - Furnishings, household, and routine maintenance

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (0,1,2)x(1,0,1) Baseline 340.19 1. (0,1,2)x(0,0,1) Extended 1 354.64

2. (0,1,2)x(0,0,1) Extended 1 340.74 2. (0,1,2)x(1,0,1) Baseline 356.86

3. (1,0,0)x(0,0,0) AR(1) 398.10 3. (1,0,0)x(0,0,0) AR(1) 406.46
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COICOP 06 - Health

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (1,0,3)x(0,0,1) Baseline 137.89 1. (1,0,1)x(0,0,1) Extended 1 156.64

2. (1,0,1)x(0,0,2) Extended 1 139.92 2. (1,0,3)x(0,0,1) Baseline 157.41

3. (1,0,0)x(0,0,0) AR(1) 184.27 3. (1,0,0)x(0,0,0) AR(1) 192.63

COICOP 07 - Transport

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (1,0,1)x(0,0,1) Extended 1 328.63 1. (0,1,1)x(0,0,1) Baseline 344.77

2. (2,0,0)x(2,0,0) Extended 2 331.45 2. (1,0,1)x(0,0,1) Extended 1 345.36

3. (2,0,1)x(2,0,0) Extended dual 332.02 3. (2,0,0)x(2,0,0) Extended 2 350.97

4. (0,1,1)x(0,0,1) Baseline 336.43 4. (2,0,1)x(2,0,0) Extended dual 357.10

5. (1,0,0)x(0,0,0) AR(1) 385.83 5. (1,0,0)x(0,0,0) AR(1) 394.19

COICOP 08 - Communications

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (0,1,0)x(0,0,2) Baseline 307.89 1. (0,1,0)x(0,0,2) Baseline 319.01

2. (0,1,0)x(2,0,1) Extended 1 309.02 2. (0,1,0)x(2,0,1) Extended 1 325.69

3. (1,0,0)x(0,0,0) AR(1) 370.63 3. (1,0,0)x(0,0,0) AR(1) 378.99
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COICOP 09 - Recreation and culture

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (0,0,1)x(0,01) Baseline 138.71 1. (0,0,1)x(0,01) Baseline 147.04

2. (0,0,1)x(0,01) Extended 1 140.69 2. (0,0,1)x(0,01) Extended 1 151.80

3. (1,0,0)x(0,0,0) AR(1) 175.55 3. (1,0,0)x(0,0,0) AR(1) 183.91

COICOP 10 - Education

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (1,0,0)x(0,0,0) AR(1) 261.70 1. (1,0,0)x(0,0,0) AR(1) 270.06

2. (1,0,0)x(0,0,0) Baseline 261.70 2. (1,0,0)x(0,0,0) Baseline 270.06

3. (1,0,0)x(0,0,0) Extended 1 262.74 3. (1,0,0)x(0,0,0) Extended 1 273.89

COICOP 11 - Restaurants and hotels

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (2,0,0)x(0,0,1) Baseline 77.53 1. (2,0,0)x(0,0,1) Baseline 91.47

2. (2,0,0)x(0,0,1) Extended 2 77.26 2. (2,0,0)x(0,0,1) Extended 2 93.98

3. (2,0,0)x(0,0,1) Extended dual 79.19 3. (2,0,0)x(0,0,1) Extended 1 96.17

4. (2,0,0)x(0,0,1) Extended 1 79.44 4. (2,0,0)x(0,0,1) Extended dual 98.70

5. (1,0,0)x(0,0,0) AR(1) 124.66 5. (1,0,0)x(0,0,0) AR(1) 133.03

COICOP 12 - Miscellaneous goods and services

AIC BIC

Rank ARIMA Model Estimator Rank ARIMA Model Estimator

1. (0,1,1)x(2,0,0) Baseline 26.88 1. (0,1,1)x(2,0,0) Baseline 38.00

2. (0,1,1)x(2,0,0) Extended 2 27.77 2. (0,1,1)x(2,0,0) Extended 2 41.66

3. (1,0,1)x(2,0,0) Extended 1 32.85 3. (1,0,1)x(2,0,0) Extended 1 52.36

4. (1,0,1)x(2,0,0) Extended dual 33.73 4. (1,0,1)x(2,0,0) Extended dual 56.03

5. (1,0,0)x(0,0,0) AR(1) 61.86 5. (1,0,0)x(0,0,0) AR(1) 70.22
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6.2.1 Notable Performances

Table 6.3 clarifies the percentage improvement for each of the improved extended divisions,

relative to baselines, for both estimators of prediction error. Two divisions stand out

with the most significant improvement, namely clothing and footwear (COICOP 03) and

housing, water, electricity, gas and other fuels (COICOP 04). Both divisions replicate the

considerable AIC improvements when using BIC as the estimator of prediction error.

Further, we note that the extended model for the transport division (COICOP 07)

demonstrates a relatively great improvement. All extended models for this division

outperform the baseline model for the AIC estimator (see Table 6). While the extended

models fail to replicate this for the BIC estimator, the baseline proves to be no more than

marginally better than the best-extended model. This difference is of little importance

regarding which model is the best fit between the extended and baseline models.

The remaining three improved divisions, namely Food and non-alcoholic beverages

(COICOP01), Furnishings, household equipment and routine maintenance (COICOP

05), and Health (COICOP 06), all are improved relative to their baselines. However, the

reduction in AIC and BIC is minor, and we cannot conclude that including Google search

data improves model selection for these divisions.
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Table 6.3: Improvement in prediction error for top-performing extended ARIMA model
compared to baseline

Relative to Baseline

Division AIC BIC

01 Food and non-alcoholic beverages -1.0% -0.1%

02 Alcoholic beverages tobacco 1.4% 4.1%

03 Clothing and footwear -5.6% -4.3%

04 Housing, water electricity, gas and other fuels -5.6% -3.4%

05 Furnishings, household equipment and routine maintenance 0.2% -0.6%

06 Health 1.5% -0.5%

07 Transport -2.3% 0.2%

08 Communications 0.4% 2.1%

09 Recreation and hotels 1.4% 3.2%

10 Education 0.4% 1.4%

11 Restaurants and hotels 0.3% 2.7%

12 Miscellaneous goods and services 3.3% 9.6%

6.2.2 Summary

Six of twelve divisions improved in terms of lower prediction error by adding Google

Indicators. These are COICOP 01, 03, 04, 05, 06 and 07. These extended models

outperformed their respective baselines for the in-sample period and are improved by

including Google Indicators compared to the remaining six divisions. We use the results

from the in-sample estimation as a selection criterion for the preceding step. As a result,

we will nowcast inflation for each improved extended model out-of-sample.

6.3 Step 3: Out-of-Sample Nowcast

This thesis’s scope is limited to nowcasting the six improved divisions of CPI, based on

the results from Step 2. We perform nowcasts for extended ARIMA models and AR(1)

models. Each division is assessed on nowcasting performance in terms of prediction error

measured by RMSE. In addition, we assess each model’s ability to predict the short-term

changes in inflation in each period. This assessment is done by analysing the models’
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abilities to identify trends and turning points.

6.3.1 Performance: Prediction Error

We perform out-of-sample predictions for extended ARIMA and AR(1) models. The

predicted values of the models are benchmarked against a validation set (CPI ex-post).

Thus, the reported estimates of prediction error (RMSE) measure the real deviation. For

four of six divisions, the extended model outperforms AR(1) in terms of RMSE (see Table

6.4). The extended models for COICOP 01, 04, 05, and 07 yields an average RMSE

of 89.69, 15.93, 135.67, and 114.39 basis points, respectively. This represents a 4.70%,

26.30%, 15.27% and 9.43% improvement.

Table 6.4: RMSE nowcasted divisions of inflation

RMSE

Division Extended ARIMA AR(1) Relative change

01 Food and non-alcoholic beverages 86.69 94.11 4.70%

03 Clothing and footwear 190.61 156.71 -21.64%

04 Housing, water, electricity, gas and other fuels 15.93 21.61 26.30%

05 Furnishing, household equipment and routine maintenance 135.67 160.12 15.27%

06 Health 294.08 278.95 -5.43%

07 Transport 114.39 126.31 9.43%

When comparing the monthly prediction error of the extended ARIMA and the AR(1) to

CPI ex-post, we see that none of the models performs systematically better every month

(see Figure 6.1). However, COICOP 01, 04, 05, and 07 have a lower deviation from actual

inflation compared to AR(1) for no less than eight months. On average, the extended

models have a mean deviation of 115 basis points from actual inflation compared to 118

basis points for the AR(1) models.

In addition, there does not seem to be an over- or under prediction of inflation for the

divisions except COICOP 01. For this division, the predicted values of AR and ARIMA

overestimates the inflation for most months.
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Figure 6.1: Prediction error (in pp) from CPI ex-post to extended ARIMA and AR(1).
Improved divisions out-of-sample.

(a) COICOP 01 (b) COICOP 03

(c) COICOP 04 (d) COICOP 05

(e) COICOP 06 (f) COICOP 07
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6.3.2 Performance: Trends and Turning Points

Plotting the extended ARIMA and the AR(1) against CPI ex-post facilitates analysing the

ability of models to capture short-term developments such as trends and turning points

(see Figure 6.2). Moreover, AR(1) models struggle to predict changes. Comparatively,

the extended models struggle with similar issues to a smaller extent. Extended models

identify trends and turning points more frequently than AR(1).

Extended models outperform their AR(1) benchmarks for all divisions in predicting the

correct trend (see Table 6.5). The extended models predict the correct trend in 67% of all

months, compared to 52% for the AR(1). Moreover, if we do the same exercise for the

models that outperformed the AR(1) in terms of RMSE out-of-sample, compared to the

ones that did not, these models predict trends more correctly. The former predicts the

correct trend in 73% of all months compared to 57% for the AR(1), while the latter only

provides similar results in 55% compared to 41% of all months.

Table 6.5: Correctly predicted trends and turning points extended ARIMA and AR(1)
out-of-sample

Trends Turning Points

Division Extended ARIMA AR(1) Extended ARIMA AR(1)

Improved in terms of RMSE from 6.3.1

01 Food and non-alcoholic beverages 82% 73% 60% 30%

04 Housing, water, electricity, gas and other fuels 73% 55% 50% 20%

05 Furnishings, household equipment and routine maintenance 55% 36% 20% 0%

07 Transport 82% 64% 60% 40%

Average 73% 57% 48% 23%

Unimproved in terms of RMSE from 6.3.1

03 Clothing and footwear 45% 18% 10% 10%

06 Health 64% 64% 40% 40%

Average 55% 41% 25% 25%

Total, all models 67% 52% 40% 23%

Another feature to consider when assessing the ability to identify the short-term

developments is whether the models predict correct turning points. For extended models,

40% of the turning points coincide with the CPI ex-post (see Figure 6.2). In comparison,

the AR(1) models predict correctly only 23% of the time. When looking at the four

divisions improved by adding Google Indicators, the numbers are 48% compared to 23%.

Primarily, the nowcasted series for COICOP 01 and 07 performs well compared to other
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divisions. Both divisions correctly predict trends and turning points 82% and 60% of the

time, respectively. The extended models outperform the AR(1) for all divisions in terms

of identifying short-term changes.
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Figure 6.2: Nowcasted values for extended ARIMA and AR(1) and CPI ex-post out-of-
sample

(a) COICOP 01 (b) COICOP 03

(c) COICOP 04 (d) COICOP 05

(e) COICOP 06 (f) COICOP 07
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6.4 Summary

Google search queries lower prediction error for all divisions of inflation when included for

AR(1) models in Step 1. In addition, for six of twelve divisions, ARIMA models extended

with Google Indicators are selected based on in-sample prediction error compared to

baseline models in Step 2. When predicting out-of-sample in Step 3, the number of

improved divisions is reduced to four, where only COICOP 01, 04, 05 and 07 outperform

the AR(1) in terms of RMSE. Further, extended models predict the correct trends and

turning points more often than the AR(1) model for six of six divisions.
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7 Discussion

In this chapter, we summarise the main findings presented in Chapter 6 to answer our

research question presented in Chapter 1. This is answered through three sub-questions

presented below. Finally, in Section 7.4, we summarise our findings to answer the main

research question:

Can micro behaviour data represented by Google search queries predict divisions of

inflation in real-time more precisely than the simple AR(1) process?

7.1 Sub-Question I: In-Sample Model Selection

Can Google search queries improve in-sample model selection for divisions of inflation

relative to baseline models from 2011 to 2020?

To answer this sub-question, we analyse the results from the in-sample model selection in

Step 2 (see Section 6.2). The major findings are discussed below.

7.1.1 In-Sample Division Analysis

Our major finding is that adding Google search queries to baseline models improve in-

sample model selection for six of twelve divisions of inflation. For improved divisions, the

positive impact of Google data appears to be greater than the negative impact on the

divisions that did not improve. Despite the clear line of separation between improved and

unimproved divisions, the distinction between the attributes of their divisions appears to

be less clear. In general, divisions consisting of goods are improved more than divisions of

services. For the remainder of this sub-question, we discuss the features of the underlying

inflation data of the two groups and the impact of their respective Google Indicators.

Improved Divisions

The first common feature we observe for improved divisions is their strong association

with goods (see Table 7.1). Of the six improved divisions, only two consist primarily of

services, namely housing, water, electricity, gas and other fuels (COICOP 04) and health

(COICOP 06). On the other hand, goods are slightly more fragmented as they are further

categorised by their durability. In this analysis, we separate between three degrees of
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durability: durable, semi-durable and non-durable goods.

Table 7.1: Classification of improved CPI divisions. Dark blue indicates majority of
consumption type for the division. Light blue the minority.

Goods

Division Durable Semi-durable Non-durable Services

01 Food and non-alcoholic beverages

03 Clothing and footwear

04 Housing, water, electricity, gas and other fuels

05 Furnishings, household equipment and routine maintenance

06 Health

07 Transport

Durable Goods

Google search data improved all divisions of durable goods, namely furnishing, household

equipment and routine maintenance (COICOP 05) and transport (COICOP 07). Both

divisions have some elements of semi-durable or non-durable goods; however, these are

all minor. We propose some plausible reasons why Google search data can improve all

divisions of durable goods.

To start with, search behaviour can either represent an intent to purchase goods online or

to browse the internet to acquire knowledge about the goods in question (Carrière-Swallow

& Labbé, 2013). Durable goods are typically larger investments; therefore, it is more

plausible to assume that the Google search data will represent the dimension of acquiring

knowledge. Thus, if Google searches are a tool to plan large investments, one can argue

that CPI will exhibit a lag compared to the indicator. Moreover, durable goods have

historically been more volatile. Both divisions exhibit higher volatility than the average of

all divisions. The improved ability to select models for these divisions may be attributed

to their volatile nature.

Semi-Durable Goods

The only division comprised of semi-durable goods to be improved by Google search data

is clothing and footwear (COICOP 03). Regarding improvement, COICOP 03 experienced

the most significant enhancement from Google data (see Table 6.3). This result may have

several explanations. For example, category compatibility of the division, the relevance of

Google searches, and volatility of the underlying inflation data may explain this result.
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First, the division is a composite of strictly semi-durable goods with a specific purpose,

making the division more compatible with the relevant Google Category (Apparel). Second,

the improvement for this division may be attributed to the quality of the Google Indicator.

The uprise and acceleration in e-commerce is a vital contributor to the rapidly increasing

number of searches related to apparel (Algolia, 2020). For a division like clothing and

footwear, where many purchases are made online, tracking online search behaviour seems

to be a positive supplement for the computation of CPI. Thus, if search data on retailers,

garments or brands represent a desire to purchase the very moment the search is conducted,

then the Google Indicator may be leading to CPI for the clothing and footwear division.

Lastly, the improvement for this division may be attributed to the volatility of the

underlying inflation data. Historically, clothing and footwear have been a volatile division.

In that sense, any additional information may be of value.

Non-Durable Goods

Similarly to semi-durable goods, Google search data are only able to improve model

selection for one division, namely food and non-alcoholic beverages (COICOP 01). However,

the improvement of this division may be attributed to less apparent reasons due to its

ambiguous construction.

First, the division comprises two distinct components, "food” and “non-alcoholic beverages".

These components represent separate categories in Google Trends. The compatible Google

Category to the first component is selected in the model selection, namely “Cooking and

recipes”. Nonetheless, "food” accounts for 87% of this division. As such, the indicator

may capture the most considerable variation of COICOP 01. Second, the selected Google

Category does not necessarily represent the demand for foods or groceries, as most

purchases are made in physical stores. At best, two arguments can be made to support

the selected category. First, demand for food-related activities may unveil demand for

groceries. Moreover, Google searches of such characters may be directly linked to demand

for groceries through online food delivery suppliers such as Oda (Kolonial) or Adams

Matkasse. Nonetheless, isolating the cause of the improvement is difficult due to the

construction of the division.

Another explanation for the improvement is that the volatility of the underlying inflation

data is above the average of the twelve divisions. This finding supports our hypothesis
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that Google data improve model selection for more volatile divisions.

Services

In general, Google search data fail to improve model selection for divisions associated with

services. However, as stated in the introduction to this section, there are two exceptions:

housing, water, electricity, gas and other fuels (COICOP 04) and health (COICOP 06).

First, we note that the construction of these divisions deviates from the majority of other

improved models. For instance, COICOP 04 captures rental prices for housing which is

arguably a service. However, a considerable fraction of this division measures the price of

non-durable goods such as the supply of electricity, gas and fuels. Meanwhile, our selected

Google indicator for this division is categorised as "Real Estate", which is arguably a

durable good. This difference in durability illustrates the ambiguous nature of service

divisions and the carefulness that must be issued when drawing conclusions about which

divisions have been improved by Google Indicators. This ambiguity in construction also

applies to a majority of unimproved service divisions.

Moreover, the service divisions that did not improve are more volatile. This feature of

service divisions weakens one of the hypotheses put forward in this section. By cross-

examining the results from the model selection with the volatility of each division, it is

clear that this hypothesis does not hold. This result leads us to two possible explanations.

On the one hand, our hypothesis of Google data adding more value in model selection

for volatile series is invalid. On the other hand, Google search data is useful in model

selection. However only suitable for volatile divisions associated with goods.

7.1.2 Summary

In total, adding Google search queries to baseline models improves in-sample model

selection for six of twelve divisions of inflation. Further, we find that models that

outperformed their baseline by adding Google search queries are either strictly or partly

classified as goods. However, due to how these divisions are constructed, some divisions

will contain both categories of consumption groups. As we analyse the data at a division

level, the intra-division composition prohibits us from concluding if the improved effect

of adding Google Indicators is attributed to the goods or services component. However,

as none of the improved divisions is solely composed of services, we can conclude that



56 7.2 Sub-Question II: Out-of-Sample Prediction Error Analysis

Google Indicators have a relatively lower impact in selecting models for services. In terms

of improving model selection based on volatility, the results are inconclusive.

7.2 Sub-Question II: Out-of-Sample Prediction Error

Analysis

Can Google search queries reduce out-of-sample prediction error to CPI ex-post through

2021 compared to the AR(1) model?

To answer this sub-question, we analyse the results from the out-of-sample predictions

in Step 3. To validate our results, we compare the performance of the extended ARIMA

to the replicated model of the same order and its baseline ARIMA. This comparison is

conducted to verify if the performance of the extended ARIMA is attributed to the Google

search data or the properties of ARIMA. The major findings are discussed below.

7.2.1 Extended ARIMA vs AR(1)

Results from the nowcasts show that extended ARIMA models outperform AR(1) models

in terms of prediction error for the out-of-sample period (see Table 6.4). This result

applies to four of six divisions. Adding Google Indicators reduces RMSE for COICOP

01, 04, 05, and 07, which are divisions consisting mainly of goods. The divisions are

also more volatile out-of-sample. For COICOP 03 and 06, the AR(1) model achieves

lower RMSE than the extended. This finding contradicts Step 2, where adding Google

Indicators suggested the opposite.

Consistent with the findings in Section 7.1, predicting changes in inflation for goods has

more value in adding Google search queries than for services. The four extended ARIMA

models that outperformed the AR(1) baselines mainly or partly consisted of goods.

The second finding is that for COICOP 03 – Clothing and Footwear, the AR(1) model

outperforms the extended model in terms of RMSE. We would expect the opposite result

as adding Google Indicators to this division in Step 2 lowered estimators of prediction

error the most for all divisions. One possible explanation for this surprising finding is

that the volatility of CPI ex-post for the in-sample period is significantly higher than for

the out-of-sample period (see Figure 3.1). The volatility is 2.9 percentage points for the
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in-sample period, compared to 0.9 percentage points for the out-of-sample period. This

difference is likely due to the Covid-19 pandemic.

As lockdown measures were implemented, stores had to shut down, and demand dropped.

In response to this, clothing stores used heavy discounting as a tactic to stimulate demand,

leading to a rapid decline in prices (Econsultancy, 2021). These discounts were maintained

until lockdown measures were removed. The out-of-sample period does not include the

initial decline in inflation originating from these discounts. However, it contains the period

where inflation was relatively stable. Right after our out-of-sample period ends, we see

a sharp increase in inflation with greater price volatility as restrictions were lifted. It

appears that the volatility out-of-sample is not in line with the full-sample volatility.

This unrepresentative out-of-sample period has two main implications. First, as the AR(1)

model uses the lagged values to nowcast inflation, the out-of-sample series for COICOP

03 will likely yield an accurate prediction from such model. As the volatility drastically

declines, our estimated models from Step 2 are not the best fit for nowcasting this division

out-of-sample. Second, this instability between sample periods indicates that Google

search data reduce prediction error to a greater extent for more volatile periods. Thus,

Google data is less valuable out-of-sample when volatility decreases.

Abrupt changes originating from new information, which affects inflation, are accounted

for by adding Google search queries. In addition, the search queries are likely to reflect

the current changes in inflation as it indicates changes in demand for specific products in

real-time. In contrast, AR(1) only uses lagged values and do not incorporate real-time

micro behaviour that may lead to changes in inflation.

7.2.2 Extended vs Replicated ARIMA Models

To ensure if the improved performance of the extended models is a result of adding Google

search queries, not the features of the ARIMA models, we replicate an ARIMA of the same

order. This model is of identical order as the extended ARIMA for each month; however, it

does not include Google Indicators. Subsequently, we compare the nowcast performances.

If there are no significant differences in RMSE, then the improved performance compared

to the AR(1) model is likely attributed to the features of the ARIMA model, not the

Google indicators.
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The replicated models outperform the extended models in four of six divisions in terms of

RMSE (see Appendix A6; Figure 7.1). Extended models only achieve marginally lower

RMSE for COICOP 03 – Clothing and COICOP 04 - Household. In contrast to the

findings from previous sections, the results show that Google search queries increase the

prediction error when included. This result goes against the hypothesis that Google search

queries can improve nowcasting performance in terms of reduced prediction error. These

results are in contrast to similar research (Li, Shang, Shouyang, & Ma, 2015; Samantha,

2019).

7.2.3 Baseline vs Replicated ARIMA Models

As a final analysis, we assess if the Google Indicators contribute to selecting the optimal

ARIMA models. This analysis is performed by reintroducing the baseline ARIMA model

from Step 2. We compare the RMSE for the replicated ARIMA against the ARIMA

baseline. If the replicas outperform their respective baselines, this indicates that Google

search queries provide value in improving the model selection. In particular, it contributes

to selecting orders of ARIMA, which improves predictive ability.

Replicated models outperform the baselines for five of six improved divisions in terms

of RMSE (see Appendix A6; Figure 7.1). The only exception is COICOP 06, where the

baseline model has a marginally lower RMSE. Consequently, there seems to be a value in

including Google search queries in the model selection for the ARIMA, as our findings

indicate lower forecasting error.
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Figure 7.1: Prediction error (in pp) from CPI ex-post to extended ARIMA, replicated
ARIMA, and baseline. Improved divisions out-of-sample.

(a) COICOP 01 (b) COICOP 03

(c) COICOP 04 (d) COICOP 05

(e) COICOP 06 (f) COICOP 07
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7.2.4 Summary

Extended models reduce the prediction error compared to the AR(1) through 2021 for

out-of-sample nowcasts. This finding applies to four of six divisions. These are divisions

consisting mainly or partly of goods, which illustrates a volatile time series of inflation.

However, the improvement originates from the properties of ARIMA models, not the

Google search queries. The only value of adding Google search queries is in reducing

RMSE is in the model selection.

7.3 Sub-Question III: Out-of-Sample Trend and Turning

Point Analysis

Can Google search queries improve the out-of-sample ability to predict short-term changes

in inflation through 2021 compared to the AR(1) model?

7.3.1 Extended ARIMA vs AR(1)

Our first finding is that extended models consistently predict trends and turning points

more correctly than AR(1) for all divisions. Consequently, the extended model outperforms

the AR(1) in identifying short-term changes in inflation. Adding Google search data

appears to capture micro behaviour in real-time, which the AR(1) does not.

One such example is illustrated in Figure 7.2. The extended ARIMA identifies the turning

point in COICOP 07 – Transport, in February 2021, where the rise in inflation turned

and started to increase at a lower rate. However, AR(1) fails to capture this turning point

before the following month. Figure 7.2 depicts the relative number of Google searches for

“Price” in the category “Autos & Vehicles” for February 2021. This peak might represent

a change in micro behaviour as fewer conducted price related searches for vehicles after

this month. As a result, it may represent lower demand and a drop in the inflation of

vehicles (COICOP 07).
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Figure 7.2: Nowcasted values COICOP 07 extended ARIMA and AR(1) and CPI ex-post
(left). Google Trends search query for keyword “price” filtered by Google Category “Autos
Vehicles” in 2021 (right)

(a) COICOP 07 (b) Google Trends

This feature of the extended models can help solve the issue of official inflation data

being released with a lag of ten days. One of the drawbacks of this lag is that abrupt

changes are not identified, and decision-makers may implement policies on incomplete

data. By rapidly identifying the change in trend, more precise and effective decisions can

be implemented. Including Google search data can close the gap of the ten days between

the release of Google data and the official data.

7.3.2 Extended vs Replicated ARIMA Models

To validate if the performance of extended models originates from Google search data or

the properties of ARIMA, they are compared to corresponding replicas. Extended models

perform marginally better in predicting correct trends and turning points (see Figure

7.3). For five of six models, they predict the same number of correct trends and turnings

points. The differences are COICOP 01 for trends and COICOP 03 for turning points (see

Appendix A6). For COICOP 01, the extended model predicts 60% of the turning points

compared to 50% for the replica. While for COICOP 03, the extended model predicts

the correct trend in 45% of all cases, against 36% for the replica. These differences are

minor, and there seems to be little evidence of Google search queries improving nowcasts

of inflation in terms of identifying short-term changes.



62 7.3 Sub-Question III: Out-of-Sample Trend and Turning Point Analysis

Figure 7.3: Nowcasted values for extended ARIMA, replicated ARIMA, baseline, and
CPI ex-post out-of-sample

(a) COICOP 01 (b) COICOP 03

(c) COICOP 04 (d) COICOP 05

(e) COICOP 06 (f) COICOP 07
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7.3.3 Baseline vs Replicated ARIMA Models

When analysing if Google search queries improve the model selection of optimal ARIMA

orders, we see that the baseline and the replica marginally differ in performance (see

Appendix A6). The baseline model performs similarly for three of six divisions in terms

of predicting correct trends and turning points. Moreover, the baseline outperforms

its counterpart model for the remaining three divisions. These results invalidate the

conclusion from Section 7.3.1 regarding Google search data improving models’ ability

to identify short-term changes for the out-of-sample period of 2021. Including Google

Indicators reduces the performance of ARIMA models. The properties of ARIMA models

are the determining factor in detecting short-term changes better than AR(1).

7.3.4 Summary

Extended models consistently outperform AR(1) in identifying trends and turning points

through 2021 for out-of-sample nowcasts. This result applies to all six divisions. However,

the improvement originates from the properties of ARIMA models rather than the Google

search queries. There does not seem to be a value in incorporating real-time micro

behaviour data, represented by Google Trends, in predicting short-term inflation changes.

7.4 Research Question

Can micro behaviour data represented by Google search queries predict divisions of

inflation in real-time more precisely than the simple AR(1) process?

From the sub-questions above, we observe that ARIMA models extended with Google

search queries outperform the simple AR(1) process for real-time predictions of inflation

in Norway through 2021. From Section 7.1, we observe an improved predictive ability in

prediction error for models incorporating Google data in six of twelve divisions in-sample.

Further, when we use this result to predict divisions of inflation out-of-sample in Section

7.2, prediction errors are reduced for four of six divisions. Moreover, Section 7.3 concludes

that extended models improve all divisions in predicting short-term changes. However, the

value of adding Google search data appears to be in the model selection. The improved

performance is attributed to the properties of ARIMA rather than the predictive ability
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of Google Indicators.

7.5 Limitations

7.5.1 Quality of Data

Google data has multiple technical and theoretical challenges, which limits this thesis.

The first limitation is the poor quality of data between 2004 and 2011. The data from

this period is unstable for two reasons. First, the search volume is low and volatile.

Second, the structural break in 2011 may cause issues combining the data before and

after. Without these issues, we could have included more observations and investigated

changes in inflation from 2004 to date. For instance, analysing changes during and after

the financial crisis in 2008 would have been of interest as there were abrupt changes in

inflation (Gjedrem, 2009).

Several CPI divisions are not split into exclusive categories of goods and services. This

makes it challenging to identify how much goods or services benefit from adding Google

data. Further analysis of lower-level hierarchical divisions of inflation and Google categories

should be conducted to solve this issue. However, it is challenging to identify Google

categories that correspond to lower-level inflation divisions and have a sufficiently stable

and representative time series. Lower hierarchical levels of Google categories are susceptible

to low and volatile search volumes. This issue originates from the nature of how Google

categories are constructed. The further down the hierarchy, the fewer search queries and

keywords are captured in each category. Thus, we cannot use lower-level divisions and

categories of CPI and Google categories to conduct this analysis.

Another limitation is that our in-sample and out-of-sample periods differ in terms of

statistical properties. For instance, the variance of the two periods is significantly different.

This difference is likely due to our out-of-sample period containing the Covid-19 pandemic.

The service sector experienced a considerable reduction in activity, which may have

affected the price of goods. As a result, the estimated models from the in-sample period

are unlikely to yield the optimal model for predicting out-of-sample. This can explain

why the results from the in-sample model selection in Step 1 and Step 2 differ from the

results from the out-of-sample predictions in Step 3.
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7.5.2 Micro Behaviour Data

We have assumed that Google search queries reflect the public opinion on inflation.

However, there might be other motivations behind each search query. For instance, our

intuition behind including “price” as a keyword is that when individuals search for price

changes, they are interested in buying a product. This propensity should then increase

demand and then again inflation. Instead, another motivation might be a curiosity about

price changes and not increased demand for the product. It is hard to confirm the intention

behind every search as we would need insight into the thought process of each individual

when the search was conducted. Therefore, it is uncertain if there is a direct link between

each specific keyword and inflation. There might be spurious relationships as our included

variables might not truly measure inflation.

When using web queries, we do not capture the behaviour of all individuals and firms.

Individuals also gather information by going directly to websites instead of using search

engines. For instance, when interested in the price of Nike Air Jordan shoes, individuals

might go directly to the website of Nike. Google Trends does not capture such search

behaviour, which could create bias in our data.

7.5.3 Features of Google Trends

Another limitation is the choice of keywords. Our method for selecting keywords is based

on five subjective criteria. This approach has no solid theoretical or empirical foundation

as the research in this area is limited. We have assessed the reliability and validity of each

Google search query to make up for this limitation. However, we recognise that keywords

better fit to explain changes in inflation may have been excluded due to our selection

process.

The construction process of Google topics and categories is not publicly available for

scrutiny, making it difficult to verify that the divisions of inflation and Google categories

overlap. Thus, we cannot be sure that the Google categories added to the models coincide

with respective divisions. Further, we cannot be sure that the data explain the variation in

inflation. Even though we analysed the sub-levels of Google categories and matched them

to sub-levels of divisions of CPI, the allocation process of keywords and search queries
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is not available. Consequently, we cannot be sure which keywords are in each Google

category. This lack of validation may lead to weakly correlated divisions and Google

Indicators.

7.5.4 Applied Models

We have limited our research design to models which require included time series to

be of the same frequencies. Unfortunately, this limitation prohibits us from using daily

or weekly Google search data, as official inflation data from Norway is unavailable at

corresponding frequencies. However, some models allow for using mixed frequencies, which

could be applied (See Section 2.2).

Even though ARIMA models have proven to forecast adequately, it has received critique

for lacking autonomy related to changes in policy. In general, the ARIMA models

perform inadequately when forecasting a turning point unless it happens near the long-run

equilibrium of the time series (Lucas, 1976).

In step 3, we excluded six divisions of inflation from being nowcasted. We cannot be sure

that even though they did not improve by adding Google Indicators in step 2, they would

perform subpar to the AR(1) in step 3. As a result, we might have excluded interesting

findings as a result of our scope.

7.6 Future Research

This thesis evaluates the predictive power of Google data by assessing prediction and the

ability to predict trends and turnings points. Real-time data were applied to close the

ten-day gap to which inflation data are subject. However, nowcasts of inflation might be

of utility for more extended time horizons and other forecasting purposes. Thus, metrics

such as variance and skewness, among others, of the nowcasts might be of interest. These

other metrics of forecast errors are beyond the scope of this thesis; however, it creates a

foundation for further research.

As mentioned in the limitations, AR and ARIMA models prohibit us from using higher

frequencies than monthly observations. However, future research into inflation nowcasts

using weekly Google data through mixed frequency models might be of academic interest.
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For instance, Li, Shang, Shouyang, & Ma (2015) find in their paper that weekly Google

data improve the forecast performance of inflation.

Another area which can be of interest for future research is to look at different forecast

horizons. We have limited our thesis to look at short-term changes performing one-month

rolling predictions through 2021. Evaluating if the performance of forecasting models

predicting inflation using Google search queries improves for either quarterly, 6-month, or

yearly horizons may be an exciting area.

To some extent, our thesis investigates if Google search queries might be of more value in

predicting goods rather than services. We briefly make a few observations based on our

results. However, these findings do not imply causality. The study of what classification

of consumption and divisions of inflation benefits most by adding Google search queries is

outside this study’s scope. Further research requires more specific research on different

classifications of consumption—for instance, goods of different durability.

Google Trends does have the feature of limiting the search queries to specific regions in

each country. This feature facilitates studying regional changes in inflation. Such models

may be useful in detecting regional macroeconomic shocks for different divisions. One

such study could be to see if Google search queries managed to identify the price shock in

housing prices in the Rogaland region in 2015, which was a result of the oil price shock.

Currently, official data is not released for different regions. Google search data could fill

this gap in predictions.

Another extension to our thesis could be related to specific events, such as abrupt changes

during times of crisis. For instance, inflation is rapidly rising due to over-stimulative fiscal

and monetary policies as a response to the Covid-19 pandemic. Thus, analysing if models

using Google search data manage to identify spikes in inflation might be of great utility.

Beyond Google Trends, there are other real-time data sources which could be applied

in nowcasting. Such an example is Google Mobility data which shows the movement of

people for specific locations. This data could be combined with Google Trends to increase

the precision of forecast for specific regions or locations.
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8 Conclusion

In this thesis, we have examined the feasibility of applying micro behaviour data,

represented by Google search queries, to nowcast inflation in Norway. We answered

this question by analysing the predictive potential of Google search data across three

dimensions. These dimensions are model selection, prediction error and ability to identify

short-term changes.

First, we examined the value-added information of Google search data in a preliminary

test of content. Then, we analysed which divisions of inflation historically reduced the

prediction error the most when adding Google search queries through the Box-Jenkins

methodology. Lastly, one-month rolling nowcasts for 2021 were performed for the divisions

that were improved in the preceding step. The predictive performances of the extended

models were then compared to the simple AR(1) process to analyse prediction errors and

the ability to identify short-term changes.

This thesis finds that ARIMA models extended with Google search queries outperformed

their benchmarks across all three dimensions. However, these improvements were

not uniformly found for all divisions. In general, divisions consisting of goods and

demonstrating high volatility benefit most from adding Google search queries. These

findings are consistent with model selection, prediction error, and short-term changes,

indicating that the inclusion of micro behaviour data captures real-time changes in inflation

in contrast to the AR(1) model.

Google data captures real-time changes and micro behaviour. Thus, it has the potential to

solve the issue of lagged official data on inflation. Incorporating this new data dimension

provides policymakers with an additional tool to conduct increasingly more accurate

predictions in real-time.

Despite outperforming the AR(1), the extended model is inferior compared to a replicated

ARIMA of the same order and its ARIMA baseline. This finding indicates that the

improved predictive ability is attributed to the properties of ARIMA rather than Google

search data. However, the replicated model outperforms its baseline in terms of prediction

error. Consequently, Google search data is of value in model selection. This way, real-time

and micro behaviour data is of value. Thus, further research should focus on using higher
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frequency Google search data to capture real-time changes to a greater extent than in

this thesis.
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Appendix

A1 Google Adwords

Figure A1.1: Google Adword – Search Volume Keyword “Price”
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A2 Divisions of Inflation and Their Respective Weights

Table A2.1: Division Weights: COICOP 01 - 04

Relative weight

COICOP Division Index of CPI-ATE of division

00 CPI-ATE All-Item Index 1 000 100%

01 Food and non-alcoholic beverages 128.6 13% 100%

01.1 Food 112.3 87%

01.2 Non-alcoholic beverages 16.3 13%

02 Alcoholic beverages and tobacco 42 4% 100%

02.1 Alcoholic beverages 26.4 63%

02.2 Tobacco 15.6 37%

03 Clothing and footwear 50.9 5% 100%

03.1 Clothing 43.6 86%

03.2 Footwear 7.2 14%

04 Housing, water, electricity, gas and other fuels 246.2 25% 100%

04.1 Actual rentals for housing 44.9 18%

04.2 Imputed rentals for housing 138.5 56%

04.3 Maintenance and repair of the dwelling 1.5 1%

04.5 Water supply and miscellaneous services relating to dwelling 17.5 7%

04.6 Electricity, gas and other fuels 43.8 18%
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Table A2.2: Division Weights: COICOP 05 - 08

Relative weight

COICOP Division Index of CPI-ATE of division

00 CPI-ATE All-Item Index 1 000 100%

05 Furnishings, household equipment and routine maintenance 68.9 7% 100%

05.1 Furniture and furnishing, carpets and other floor coverings 25.2 38%

05.2 Household textiles 8.5 12%

05.3 Household appliances 10.5 15%

05.4 Glassware, tableware and household utensils 7.7 11%

05.5 Tools and equipment for house and garden 10.4 15%

05.6 Goods and services for routine household maintenance 6.5 9%

06 Health 33.9 3% 100%

06.1 Medical products, appliances and equipment 15.9 49%

06.2 Out-patient services 17.2 51%

07 Transport 149.7 15% 100%

07.1 Purchase of vehicles 68.2 46%

07.2 Operation of personal transport 56.2 38%

07.3 Transport services 25.3 16%

08.1 Postal services 0.7 3%

08.2 Telephone equipment 5.8 24%

08.3 Telephone services 17.3 73%

08 Communications 23.7 2% 100%

08.1 Postal services 0.7 3%

08.2 Telephone equipment 5.8 24%

08.3 Telephone services 17.3 73%
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Table A2.3: Division Weights: COICOP 09 - 12

Relative weight

COICOP Division Index of CPI-ATE of division

00 CPI-ATE All-Item Index 1 000 100%

09 Recreation and culture 107.9 11% 100%

09.1 Audio-visual, photographic and information processing equipment 22.4 21%

09.2 Other major durables for recreation and culture 7.4 6%

09.3 Other recreational items and equipment, gardens and pets 23.3 22%

09.4 Recreational and cultural services 28.7 27%

09.5 Newspapers, books and stationery 18.3 17%

09.6 Package holidays 7.7 7%

10 Education 4.9 0% 100%

11 Restaurants and hotels 56.2 6% 100%

11.1 Restaurant services 48.3 86%

11.2 Accommodation services 7.9 14%

12 Miscellaneous goods and services 87.2 9% 100%

12.1 Personal care 30.5 35%

12.2

12.3 Personal effects n.e.c. 4.1 4%

12.4 Social protection 16.6 19%

12.5 Insurance 15.5 18%

12.6 Financial services n.e.c. 12.9 15%

12.7 Other services n.e.c. 7.6 9%
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A3 Selected Google Categories by Hierarchical Level

Table A3.1: Selected Google Categories by Hierarchical Level

COICOP Category 1 Level 1 Category 2 Level 2

01 Cooking & Recipes 2 Non-Alcoholic Beverages 2

02 Alcoholic Beverages 2 Tobacco Products 2

03 Apparel 2

04 Real Estate 1

05 Home & Garden 1

06 Health 1

07 Autos & Vehicles 1 Transportation & Logistics 2

08 Internet & Telecom 1

09 Hobbies & Leisure 1

10 Education 2

11 Hotels & Accommodations 2 Restaurants 2

12 Beauty & Fitness 1 Social Services 2
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A4 Plots: COICOP vs Google Indicator

A4.1 COICOP 01 – Food and Non-alcoholic Beverages

(a) GI: Cooking & recipes

(b) GI: Non-alcoholic beverages
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A4.2 COICOP 02 – Alcoholic Beverages and Tobacco

(a) GI: Alcoholic beverages

(b) GI: Tobacco
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A4.3 COICOP 03 – Clothing and Footwear

Figure A4.3: GI: Apparel
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A4.4 COICOP 04 – Housing, Water, Electricity, Gas and Other

Fuels

Figure A4.4: GI: Real Estate
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A4.5 COICOP 05 – Furnishings, Household, and Routine

Maintenance

Figure A4.5: GI: Home & garden
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A4.6 COICOP 06 – Health

Figure A4.6: GI: Health
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A4.7 COICOP 07 – Transport

(a) GI: Autos & vehicles

(b) GI: Transportation & logistics
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A4.8 COICOP 08 - Communications

Figure A4.8: GI: Internet & telecom
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A4.9 COICOP 09 – Recreation and Culture

Figure A4.9: GI: Hobbies & leisure
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A4.10 COICOP 10 – Education

Figure A4.10: GI: Education
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A4.11 COICOP 11 – Restaurants and Hotels

(a) GI: Restaurants

(b) GI: Hotels & accommodations
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A4.12 COICOP 12 – Miscellaneous Goods and Services

(a) GI: Beauty & fitness

(b) GI: Social sercives
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A5 Nowcast Benchmarks

Table A5.1: Point Nowcast 2021: COICOP 01 – Food and Non-alcoholic Beverages

CPI Ex-Post Extended ARIMA AR(1) Replicated ARIMA Baseline ARIMA

COICOP 01 Model Nowcast Model Nowcast Model Nowcast Model Nowcast

Jan 2021 2.6 (0,1,1)x(0,0,1) 3.0 (1,0,0)x(0,0,0) 2.8 (0,0,1)x(0,0,1) 2.5 (0,1,1)x(0,0,1) 2.5

Feb 2021 2,0 (0,1,1)x(0,0,1) 2.4 (1,0,0)x(0,0,0) 2.3 (0,0,1)x(0,0,1) 2.4 (0,1,1)x(0,0,1) 2.4

Mar 2021 1.6 (0,1,1)x(0,0,1) 1.7 (1,0,0)x(0,0,0) 1.9 (0,0,1)x(0,0,1) 1.7 (0,1,1)x(0,0,1) 1.7

Apr 2021 -0.2 (1,0,1)x(0,0,1) 0.6 (1,0,0)x(0,0,0) 1.6 (1,0,1)x(0,0,1) 0.7 (0,1,1)x(0,0,1) 0.8

May 2021 0.0 (1,0,1)x(0,0,1) 0.8 (1,0,0)x(0,0,0) 0.3 (1,0,1)x(0,0,1) 0.6 (0,1,1)x(0,0,1) 0.7

Jun 2021 0.1 (1,0,1)x(0,0,1) 1.4 (1,0,0)x(0,0,0) 0.4 (1,0,1)x(0,0,1) 1.1 (0,1,1)x(0,0,1) 1.2

Jul 2021 -0.8 (1,0,1)x(0,0,1) 0.2 (1,0,0)x(0,0,0) 0.5 (1,0,1)x(0,0,1) 0.4 (0,1,1)x(0,0,1) 0.4

Aug 2021 -0.8 (1,0,1)x(0,0,1) -1.3 (1,0,0)x(0,0,0) -0.2 (1,0,1)x(0,0,1) -1.0 (0,1,1)x(0,0,1) -1.0

Sep 2021 -1.8 (1,0,1)x(0,0,1) -1.0 (1,0,0)x(0,0,0) -0.2 (1,0,1)x(0,0,1) -0.8 (0,1,1)x(0,0,1) -0.8

Oct 2021 -1.9 (1,0,1)x(0,0,1) -1.6 (1,0,0)x(0,0,0) -1.0 (1,0,1)x(0,0,1) -1.4 (0,1,1)x(0,0,1) -1.5

Nov 2021 -1.5 (1,0,1)x(0,0,1) -1.2 (1,0,0)x(0,0,0) -1.1 (1,0,1)x(0,0,1) -1.1 (1,0,1)x(0,0,1) -1.1

Dec 2021 0.4 (1,0,1)x(0,0,1) -1.7 (1,0,0)x(0,0,0) -0.8 (1,0,1)x(0,0,1) -1.0 (1,0,1)x(0,0,1) -1.0
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Table A5.2: Point Nowcast 2021: COICOP 03 – Clothing and Footwear

CPI Ex-Post Extended ARIMA AR(1) Replicated ARIMA Baseline Model

COICOP 03 Model Nowcast Model Nowcast Model Nowcast Model Nowcast

Jan 2021 -0.6 (2,1,2)x(1,0,1) -3.1 (1,0,0)x(0,0,0) -2.3 (2,1,2)x(1,0,1) -2.8 (3,0,1)x(2,0,0) -4.5

Feb 2021 0.3 (2,1,2)x(2,0,0) 0.9 (1,0,0)x(0,0,0) -0.6 (2,1,2)x(2,0,0) 0.9 (1,0,2)x(2,0,0) 0.9

Mar 2021 2.0 (2,1,2)x(2,0,0) -0.6 (1,0,0)x(0,0,0) 0.1 (2,1,2)x(2,0,0) -0.8 (1,0,2)x(2,0,0) -0.3

Apr 2021 -2.5 (2,1,1)x(2,0,0) 1.6 (1,0,0)x(0,0,0) 1.4 (2,1,2)x(2,0,0) 1.6 (1,0,0)x(2,0,0) 2.1

May 2021 -1.7 (2,1,3)x(1,0,1) -0.8 (1,0,0)x(0,0,0) -2.1 (2,1,3)x(1,0,1) -2.4 (1,0,0)x(0,0,1) -1.9

Jun 2021 -2.9 (2,1,3)x(1,0,1) -2.4 (1,0,0)x(0,0,0) -1.5 (2,1,3)x(1,0,1) -1.7 (1,0,0)x(0,0,1) -2.5

Jul 2021 -1.2 (1,0,0)x(2,0,0) -4.0 (1,0,0)x(0,0,0) -2.4 (1,0,0)x(2,0,0) -4.1 (1,0,2)x(0,0,1) -4.9

Aug 2021 -1.4 (1,0,2)x(0,0,1) -0.3 (1,0,0)x(0,0,0) -1.1 (1,0,2)x(0,0,1) -0.4 (1,0,2)x(0,0,1) -0.2

Sep 2021 0.1 (1,0,0)x(0,0,2) 1.3 (1,0,0)x(0,0,0) -1.2 (1,0,0)x(0,0,2) 1.3 (1,0,2)x(0,0,1) 0.8

Oct 2021 -1.2 (1,0,2)x(1,0,1) -0.1 (1,0,0)x(0,0,0) -0.1 (1,0,2)x(1,0,1) -0.2 (1,0,2)x(1,0,1) 0.0

Nov 2021 -0.8 (1,0,0)x(0,0,2) -0.6 (1,0,0)x(0,0,0) -1.1 (1,0,0)x(0,0,2) -0.6 (1,0,2)x(1,0,1) -0.4

Dec 2021 -1.2 (1,0,0)x(0,0,2) -1.2 (1,0,0)x(0,0,0) -0.8 (1,0,0)x(0,0,2) -1.1 (1,0,2)x(1,0,1) -0.9
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Table A5.3: Point Nowcast 2021: COICOP 04 – Housing, Water, Electricity, Gas and
Other Fuels

CPI Ex-Post Extended ARIMA AR(1) Replicated ARIMA Baseline ARIMA

COICOP 04 Model Nowcast Model Nowcast Model Nowcast Model Nowcast

Jan 2021 1.0 (1,1,0)x(0,0,1) 1.1 (1,0,0)x(0,0,0) 1.2 (1,1,0)x(0,0,1) 1.2 (1,1,0)x(0,0,1)* 1.2

Feb 2021 0.8 (1,1,0)x(0,0,1) 1.1 (1,0,0)x(0,0,0) 1.0 (1,1,0)x(0,0,1) 1.1 (1,1,0)x(0,0,2)* 1.0

Mar 2021 0.9 (0,1,0)x(0,0,1) 0.8 (1,0,0)x(0,0,0) 0.8 (0,1,0)x(0,0,1) 0.9 (0,1,0)x(0,0,2)* 0.8

Apr 2021 0.9 (0,1,0)x(0,0,1) 0.9 (1,0,0)x(0,0,0) 0.9 (0,1,0)x(0,0,1) 0.9 (0,1,0)x(0,0,2)* 0.9

May 2021 1.3 (0,1,0)x(0,0,1) 1.0 (1,0,0)x(0,0,0) 0.8 (0,1,0)x(0,0,1) 1.0 (0,1,0)x(0,0,2)* 1.0

Jun 2021 1.3 (1,1,0)x(0,0,1) 1.2 (1,0,0)x(0,0,0) 1.3 (1,1,0)x(0,0,1) 1.2 (1,1,0)x(0,0,1)* 1.2

Jul 2021 1.6 (1,1,0)x(0,0,1) 1-3 (1,0,0)x(0,0,0) 1.3 (1,1,0)x(0,0,1) 1.4 (1,1,0)x(0,0,1)* 1.4

Aug 2021 1.3 (1,1,0)x(0,0,1) 1.4 (1,0,0)x(0,0,0) 1.6 (1,1,0)x(0,0,1) 1.4 (1,1,0)x(0,0,1)* 1.4

Sep 2021 1.4 (1,1,0)x(0,0,1) 1.3 (1,0,0)x(0,0,0) 1.3 (1,1,0)x(0,0,1) 1.3 (1,1,0)x(0,0,1)* 1.3

Oct 2021 1.6 (1,1,0)x(0,0,1) 1.5 (1,0,0)x(0,0,0) 1.3 (1,1,0)x(0,0,1) 1.5 (1,1,0)x(0,0,1)* 1.5

Nov 2021 1.6 (1,1,0)x(0,0,1) 1.6 (1,0,0)x(0,0,0) 1.6 (1,1,0)x(0,0,1) 1.6 (1,1,0)x(0,0,1)* 1.6

Dec 2021 1.5 (1,1,0)x(0,0,1) 1.5 (1,0,0)x(0,0,0) 1.6 (1,1,0)x(0,0,1) 1.5 (1,1,0)x(0,0,1)* 1.5
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Table A5.4: Point Nowcast 2021: COICOP 05 – Furnishings, Household, and Routine
Maintenance

CPI Ex-Post Extended ARIMA AR(1) Replicated ARIMA Baseline ARIMA

COICOP 05 Model Nowcast Model Nowcast Model Nowcast Model Nowcast

Jan 2021 6.2 (0,1,2)x(1,0,1) 5.8 (1,0,0)x(0,0,0) 7.5 (0,1,2)x(1,0,1) 5.6 (0,1,2)x(1,0,1)* 5.7

Feb 2021 7.0 (0,1,2)x(1,0,1) 7.5 (1,0,0)x(0,0,0) 5.9 (0,1,2)x(1,0,1) 7.2 (0,1,2)x(1,0,1)* 7.4

Mar 2021 7.6 (0,1,2)x(1,0,1) 7.2 (1,0,0)x(0,0,0) 6.6 (0,1,2)x(1,0,1) 7.0 (0,1,2)x(1,0,1)* 7.2

Apr 2021 5.6 (0,1,2)x(1,0,1) 6.4 (1,0,0)x(0,0,0) 7.2 (0,1,2)x(1,0,1) 5.9 (0,1,2)x(1,0,1)* 6.0

May 2021 2.8 (0,1,2)x(1,0,1) 6.6 (1,0,0)x(0,0,0) 5.3 (0,1,2)x(1,0,1) 6.2 (0,1,2)x(1,0,1)* 6.4

Jun 2021 3.6 (1,1,2)x(0,0,1) 3.1 (1,0,0)x(0,0,0) 2.7 (1,1,2)x(0,0,1) 3.2 (0,1,2)x(0,0,1) 3.3

Jul 2021 3.3 (1,1,2)x(0,0,1) 2.4 (1,0,0)x(0,0,0) 3.5 (1,1,2)x(0,0,1) 2.7 (0,1,2)x(0,0,1) 2.2

Aug 2021 0.3 (1,1,2)x(0,0,1) 1.6 (1,0,0)x(0,0,0) 3.2 (1,1,2)x(0,0,1) 1.8 (1,1,2)x(0,0,1) 1.8

Sep 2021 2.7 (1,1,2)x(0,0,1) 1.1 (1,0,0)x(0,0,0) 0.5 (1,1,2)x(0,0,1) 1.3 (1,1,2)x(0,0,1) 1.3

Oct 2021 1.1 (3,1,1)x(0,0,1) 0.9 (1,0,0)x(0,0,0) 2.7 (3,1,1)x(0,0,1) 0.9 (3,1,1)x(0,0,1) 0.9

Nov 2021 1.8 (3,1,1)x(0,0,1) 2.4 (1,0,0)x(0,0,0) 1.2 (3,1,1)x(0,0,1) 2.4 (3,1,1)x(0,0,1) 2.4

Dec 2021 2.8 (3,1,1)x(0,0,1) 2.0 (1,0,0)x(0,0,0) 1.8 (3,1,1)x(0,0,1) 2.1 (3,1,1)x(0,0,1) 2.1



96 A5 Nowcast Benchmarks

Table A5.5: Point Nowcast 2021: COICOP 06 – Health

CPI Ex-Post Extended ARIMA AR(1) Replicated ARIMA Baseline ARIMA

COICOP 06 Model Nowcast Model Nowcast Model Nowcast Model Nowcast

Jan 2021 2.0 (1,0,1)x(0,0,1) 1.3 (1,0,0)x(0,0,0) 1.8 (1,0,1)x(0,0,1) 1.6 (1,0,3)x(0,0,1) 1.7

Feb 2021 2.7 (1,0,1)x(2,0,0) 1.9 (1,0,0)x(0,0,0) 2.1 (1,0,1)x(2,0,0) 1.9 (1,0,3)x(0,0,1) 1.8

Mar 2021 3.3 (1,0,1)x(2,0,0) 2.5 (1,0,0)x(0,0,0) 2.6 (1,0,1)x(2,0,0) 2.5 (1,0,3)x(0,0,1) 2.5

Apr 2021 3.3 (1,0,1)x(2,0,0) 3.1 (1,0,0)x(0,0,0) 3.1 (1,0,1)x(2,0,0) 3.1 (1,0,3)x(0,0,1) 3.0

May 2021 3.7 (1,0,0)x(2,0,0) 3.3 (1,0,0)x(0,0,0) 3.1 (1,0,1)x(2,0,0) 3.3 (4,0,3)x(0,0,1) 3.5

Jun 2021 3.3 (1,0,1)x(2,0,0) 3.4 (1,0,0)x(0,0,0) 3.5 (1,0,1)x(2,0,0) 3.4 (4,0,3)x(0,0,1) 3.6

Jul 2021 3.2 (1,0,1)x(2,0,0) 3.3 (1,0,0)x(0,0,0) 3.1 (1,0,1)x(2,0,0) 3.3 (1,0,3)x(0,0,1) 3.4

Aug 2021 2.5 (1,0,1)x(2,0,0) 3.6 (1,0,0)x(0,0,0) 3.1 (1,0,1)x(2,0,0) 3.6 (1,0,3)x(0,0,1) 3.2

Sep 2021 3.0 (1,0,0)x(2,0,0) 2.7 (1,0,0)x(0,0,0) 2.5 (1,0,0)x(2,0,0) 2.7 (4,0,3)x(0,0,1) 2.6

Oct 2021 2.6 (1,0,0)x(2,0,0) 2.7 (1,0,0)x(0,0,0) 2.9 (1,0,0)x(2,0,0) 2.7 (4,0,3)x(0,0,1) 2.4

Nov 2021 2.9 (1,0,0)x(2,0,0) 3.0 (1,0,0)x(0,0,0) 2.6 (1,0,0)x(2,0,0) 3.0 (1,0,3)x(0,0,1) 2.7

Dec 2021 3.2 (1,0,0)x(2,0,0) 2.8 (1,0,0)x(0,0,0) 2.8 (1,0,0)x(2,0,0) 2.8 (1,0,3)x(0,0,1) 3.0
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Table A5.6: Point Nowcast 2021: COICOP 07 - Transport

CPI Ex-Post Extended ARIMA AR(1) Replicated ARIMA Baseline ARIMA

COICOP 07 Model Nowcast Model Nowcast Model Nowcast Model Nowcast

Jan 2021 3.2 (1,0,1)x(0,0,1) 3.4 (1,0,0)x(0,0,0) 3.1 (1,0,1)x(0,0,1) 3.2 (0,1,1)x(0,0,1) 3.6

Feb 2021 3.7 (1,0,1)x(0,0,1) 4.2 (1,0,0)x(0,0,0) 2.8 (1,0,1)x(0,0,1) 3.9 (0,1,1)x(0,0,1) 4.2

Mar 2021 3.1 (1,0,1)x(0,0,1) 3.8 (1,0,0)x(0,0,0) 3.1 (1,0,1)x(0,0,1) 3.6 (0,1,1)x(0,0,1) 3.8

Apr 2021 1.4 (1,0,1)x(0,0,1) 3.2 (1,0,0)x(0,0,0) 2.8 (1,0,1)x(0,0,1) 2.2 (0,1,1)x(0,0,1) 2.5

May 2021 0.3 (1,0,1)x(0,0,1) 1.8 (1,0,0)x(0,0,0) 1.9 (1,0,1)x(0,0,1) 1.1 (0,1,1)x(0,0,1) 1.3

Jun 2021 -0.7 (1,0,1)x(0,0,1) 0.4 (1,0,0)x(0,0,0) 1.3 (1,0,1)x(0,0,1) 0.2 (0,1,1)x(0,0,1) 0.3

Jul 2021 -1.7 (1,0,1)x(0,0,1) -0.2 (1,0,0)x(0,0,0) 0.8 (1,0,1)x(0,0,1) -0.5 (0,1,1)x(0,0,1) -0.4

Aug 2021 -0.6 (1,0,1)x(0,0,1) -0.5 (1,0,0)x(0,0,0) 0.1 (1,0,1)x(0,0,1) -0.6 (1,0,1)x(0,0,1) -0.6

Sep 2021 -0.6 (1,0,1)x(0,0,1) 0.0 (1,0,0)x(0,0,0) 0.6 (1,0,1)x(0,0,1) 0.1 (1,0,1)x(0,0,1) 0.1

Oct 2021 -0.5 (1,0,1)x(0,0,1) 0.1 (1,0,0)x(0,0,0) 0.6 (1,0,1)x(0,0,1) -0.1 (1,0,1)x(0,0,1) -0.1

Nov 2021 1.2 (1,0,1)x(0,0,1) -0.2 (1,0,0)x(0,0,0) 0.6 (1,0,1)x(0,0,1) 0.2 (1,0,1)x(0,0,1) 0.2

Dec 2021 2.0 (1,0,1)x(0,0,1) 0.6 (1,0,0)x(0,0,0) 1.6 (1,0,1)x(0,0,1) 0.9 (1,0,1)x(0,0,1) 0.9
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A6 Descriptive Statistics: Out-of-Sample Nowcasts

Table A6.1: Descriptive Statistics: COICOP 01, 03 and 04

CPI ex-post Extended ARIMA Replicated ARIMA Baseline ARIMA AR(1)

COICOP 01 - Food and Non-alcoholic Beverages

Mean Point Estimates -0.02 0.27 0.34 0.35 0.54

SD Point Estimate 1.47 2.64 1.90 1.99 1.72

RMSE 0.90 0.77 0.79 0.94

Correct Trends 0.82 0.82 0.82 0.73

Turning Points 0.60 0.50 0.50 0.30

COICOP 03 - Clothing and Footwear

Mean Point Estimates -0.93 -0.77 -0.86 -0.99 -0.98

SD Point Estimate 0.95 2.96 2.87 4.53 1.16

RMSE 1.91 1.92 2.23 1.57

Correct Trends 0.45 0.36 0.45 0.18

Turning Points 0.10 0.10 0.10 0.10

COICOP 04 - Housing, Water, Electricity, Gas and Other Fuels

Mean Point Estimates 1.27 1.24 1.26 1.23 1.26

SD Point Estimate 0.31 0.07 0.06 0.06 0.09

RMSE 0.16 0.17 0.17 0.22

Correct Trends 0.73 0.73 0.82 0.55

Turning Points 0.50 0.50 0.60 0.20
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Table A6.2: Descriptive Statistics: COICOP 05, 06 and 07

CPI ex-post Extended ARIMA Replicated ARIMA Baseline ARIMA AR(1)

COICOP 05 - Furnishings, Household, and Routine Maintenance

Mean Point Estimates 3.73 3.92 3.84 3.88 4.01

SD Point Estimate 2.35 6.53 5.46 6.02 5.81

RMSE 1.36 1.22 1.29 1.60

Correct Trends 0.55 0.55 0.55 0.36

Turning Points 0.20 0.20 0.20 0.00

COICOP 06 - Health

Mean Point Estimates 2.98 2.80 2.82 2.78 2.76

SD Point Estimate 0.46 0.44 0.37 0.40 1.22

RMSE 2.94 2.93 2.89 2.79

Correct Trends 0.64 0.64 0.82 0.64

Turning Points 0.40 0.40 0.60 0.40

COICOP 07 - Transport

Mean Point Estimates 0.90 1.41 1.19 1.31 1.61

SD Point Estimate 1.80 3.11 2.66 3.05 1.22

RMSE 1.14 0.74 0.83 1.26

Correct Trends 0.82 0.82 0.82 0.64

Turning Points 0.60 0.60 0.60 0.40


