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Abstract

Maximum entropy methods are used to infer the true trip-distribution matrix in cases
where parts of the data are suppressed due to privacy concerns. Large proportions of
the suppressed data are found to be inferred correctly when the marginal totals in the trip-
distribution are known. Entropy-based approaches are further found to outperform a strategy
of ignoring suppressed information in cases with suppressed marginal totals and/or a higher
cut-off value of suppressing cell information. Our methods are demonstrated to reduce the
systematic bias in estimates of the distance deterrence parameter to such small numbers
that it is effectively zero, preventing potentially serious bias in estimates and predictions
resulting from standard spatial interaction models. Another useful contribution is to identify
what scenarios an entropy-maximization approach benefits from incorporating information

on times series and/or information on distances in the transportation network.

1 Introduction

Privacy concerns explain why statistical agencies often introduce limitations in releasing data, of
which cell suppression is the most commonly used approach for tabular data. This applies, for
example, to tabular data on commuting trips between Norwegian census tracts. At this level of
spatial interaction, data are generally suppressed for all combinations of census tracts with less
than three commuters. This limitation in data is not introduced for more aggregated subdivisions
of the geography, for instance, at the municipality level. Particularly for sparsely populated, rural
areas, the cell suppression may involve a considerable number of commuters and potentially
lead to seriously biased estimates, for example, on how variations in distance affect the travel

demand. Data on commuting trips may not be very sensitive on their own. However, a few
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observations in a cell can be linked to information in other databases to be used to identify

individuals and more sensitive attributes.

Based on synthetic data on commuting trips, we discuss several issues related to statistical

disclosure limitations:

* Methods to reconstruct the true matrix, both in cases where we have observations just
for a specific point in time and in cases where we are utilizing time-series information
on commuting trips, as well as information on distances between specific origins and

potential destinations.

* Is the statistical limitation in releasing data, like cell suppression, ignorable for analytical
purposes, or does it influence the results substantially in terms of biased parameter

estimates and predictions?

* Does the common practice of cell suppression represent a reasonable balance between

privacy and accuracy?

Methods to limit disclosure of confidential data are frequently used, representing a challenge for
empirical research. As stated in Abowd and Schmutte (2019), “The threats to privacy inherent in
the “big data” era have affected the policies governing statistical agencies.” According to Abowd
and Schmutte (2016)), economists “have not fully understood how pernicious suppression bias
is.” Carpenter et al. (2022) demonstrate how imperfect replication of suppressed cell information
represents a source of measurement error that may increase standard errors and/or lead to biased
parameter estimates in econometric analysis. Abowd and Schmutte (2016) recommend that
more effort be made to develop other privacy-preserving methods and that a standard should
be developed for citing data and for appropriate documentation and discussion of the relevant

statistical disclosure limitation (SDL).

The primary motivation for this paper is threefold. First, we discuss how to correct adequately for
ordinary cell suppression in problems focusing on the distribution of commuting trips between
different towns in a geography. Second, we discuss the need for the statistical agency to tighten
up the usual practice of cell suppression to preserve a sufficient level of confidentiality. Third,
we discuss how statistical limitations in releasing data affect the results following a standard trip
distribution model. Are the parameter estimates and the model performance sensitive to cell
suppression procedures, or is suppression ignorable in studying commuting? Carpenter et al.
(2022)) provide a recent general discussion of how suppressed cell estimated data sets may bias

statistical inference.

The analysis in this paper is conducted in terms of spatial interaction, represented by the journey-

to-work. Still, we think that the central part of the analysis can be generalized and transferred to
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other problems. The results are potentially helpful for researchers reflecting on how statistical
limitations in releasing data affect their estimation and predictions and suggesting methods to
deal with, for instance, cell suppression. The results are also potentially useful for statistical
agencies in designing rules on how to suppress information for the public in preventing sensitive

data from being disclosed.

Our results are not based on observations from an actual geography. Instead, data are generated
from an agent-based approach. A population of interacting, utility-maximizing agents make labor
and housing market decisions in a geography of 12 towns. From the initiation, the inhabitants are
randomly assigned characteristics according to frequencies observed in Norwegian data. Hence,
the synthetic population in our fictive geography mirrors the Norwegian population in terms of,
for instance, age, getting married, the number of children, divorce rates, being retired, death rates,
etc. An agent-based approach to providing data for the analysis has the advantage that different
aspects concerning confidentiality and trip distributions can be systematically monitored and

examined, for example, to avoid issues related to endogeneity and causality.

Section [2] provides a review of literature discussing different issues concerning statistical disclo-
sure limitation (SDL). This involves the trade-off between privacy and accuracy in estimation
and predictions, alternative methods for maintaining privacy in publicly released data, and
methods to adjust for SDLs. Section [3]introduces the geography and explains how the synthetic
data used for the analysis are generated from an agent-based approach and, as such, are not
exposed to privacy concerns. Section 4{ demonstrates how an entropy-maximizing approach
successfully discloses suppressed information on commuting trips based on data stretching over
the 20-year-long period we consider. As reported in Section [5] incorporating information on
time series in an entropy-maximizing approach significantly discloses suppressed information.
In contrast, distance information does not turn out to be relevant in the case with a cut-off
suppression value of 3. In Section 6] we demonstrate that leaving out information on marginal
totals does not lead to a substantial limitation on the possibility of disclosing suppressed infor-
mation about commuting trips. The experiments further suggest that a procedure with entropy
maximization has the potential of removing a substantial source of bias, also in cases with a
higher cut-off value of cell suppression. As reported in Section [/, we also find that distances
contribute significantly to better fitting in cases with sparse information on the pattern of sup-
pressed information, while time series information no longer contributes. Section[§]demonstrates
that ignoring the commuters represented by the suppressed cells causes biased estimates of the
distance deterrence parameter in a standard doubly constrained gravity model. This bias is, to a
large degree, eliminated when the suppressed information is disclosed by entropy-maximization.

Finally, concluding remarks are provided in Section [9]
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2 Statistical Disclosure Limitation; a Review of Relevant Lit-

erature

The increasing access to microdata has reinforced issues related to privacy and confidentiality.
As pointed out by Matthews and Harel (2011)), data releasing agencies must account for the
fact that privacy is viewed as a fundamental human right by the United Nations. One issue is
that some agents may choose to make malicious use of data, and another is that respondents
may resist providing honest answers if they can be disclosed by outsiders (Matthews and Harel,
2011).

On the other hand, “more powerful computers and advances in algorithms such as machine
learning have led to an explosion in the usefulness of data”, see Jones and Tonetti (2020), who
claim that the “economics of data” and machine learning is a rapidly growing field. Microdata
provides the basis for sound empirical research, for example, in medicine, social issues, and
economics. Hence, confidentiality concerns must be balanced against the utility of reaching new
insight with potentially important policy implications. In an optimization context, the released
data should minimize the loss of information necessary to preserve the privacy of the individuals
in the database. Data publishers should be aware of this trade-off between confidentiality
and potential usefulness in research. Abowd and Schmutte (2019), refer to literature proving
that there is no free lunch, which means that any publishing of useful statistical summaries
gives a loss of privacy. At the same time, suppressing information due to privacy concerns
introduces a measurement error to the data. This may, in particular, influence the analysis
in cases where different categories of workers and industries are introduced for a spatially
disaggregated specification of a geography in a sparsely populated, rural area. Carpenter et al.
(2022)) discuss measurement errors in general and in county-level economic data in particular.
They also demonstrate that the biases due to this kind of measurement error are severe for panel
data estimators, and they point out that there is a trade-off between the bias that can be expected
from using an aggregate representation of a variable and the bias resulting from more suppressed

information if a more disaggregated approach is followed.

Concerning the potential utility of more accurate information, the literature also provides an
interesting perspective based on a political-agency framework. Binswanger and Oechslin (2020)
demonstrate that access to more data may prevent reform attempts and give incentives to preserve
the status quo. The basic idea is that politicians are not always guided by the common interest
but rather, for example, by re-election concerns. In such a scenario, imprecise and inadequate
economic statistics can be used as a strategy of defense for reforms that proved to be failing. With
better access to reliable data, the outcome may be to delay reforms, and more publicly available

information may lead to under-experimentation (Binswanger and Oechslin (2020)).
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2.1 Defining and Measuring Privacy and Accuracy

Consider first different concepts concerning privacy. Willenborg and De Waal (2012) distinguish
between the risk of re-identification, which relates to the identification of an individual, and a
predictive disclosure, which is about identifying values of a sensitive attribute for an individual.
Abowd and Schmutte (2016) denote the first as an identity disclosure, while G. Duncan and
Lambert (1989) distinguish between attribute disclosure and inferential disclosure. The former
relates to obtaining reliable information due to linking attacks. At the same time, the latter occurs
when reliable information is reached even without linking to observations from another database.
The possibility of linking is related to trail disclosure, occurring when “an individual’s location
access pattern can be matched across the shared databases” Airoldi et al., 2011. G. Duncan and
Lambert (1989) discuss population, or model, disclosure, which is about reaching confidential
information about a population using a model based on the released microdata. In more recent
literature (Abowd and Schmutte (2016)), this kind of disclosure is treated probabilistically,
reflecting the ability that the published data can be used to identify individuals or attributes with
a substantially higher probability. As pointed out by Abowd and Schmutte (2016), this applies,
for instance, in approaches that use the randomized response to sensitive questions. This SDL
method will be briefly discussed in Section [2.3]

Matthews and Harel (2011) provide a relatively detailed discussion of how privacy can be
measured. One basic idea is to measure to what additional degree information from a database
threatens the risk of re-identification and/or predictive disclosures. If the risk is high, this is an
argument that the released microdata is limited to a few variables or that the data is massively

modified before being released (Paass, |1988).

In addressing the measuring and definitions of privacy, both Shlomo (2018]), Chetty and Friedman
(2019)), and Abowd and Schmutte (2019) are focusing on the concept of differential privacy,
building on ideas from for example Dwork et al. (2006). This concept is based on the introduction
of a parameter €, which is measuring “the maximum difference in the log odds of observing
any statistic across similar databases” (Abowd and Schmutte (2019), that are distinguished by
whether confidential data are included or not. Hence, the privacy loss is limited by defining
€ as an upper bound of the likelihood ratio (Chetty and Friedman, 2019), corresponding to a
maximum risk accepted for a released statistic for preserving privacy. This parameter reflects the
possibility that potential intruders can identify sensitive individual information from published
statistics. Hence, privacy loss is also reflecting the availability of possible external information.
In other words, the differential privacy is related to the loglikelihood ratio defined by the
likelihood that the released parameter estimate stems from a specific dataset rather than a dataset
that differs by one observation. If this likelihood ratio falls, for example, due to noise infusion, it

will be more difficult to distinguish between two marginally different datasets. Hence, this will
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increase the likelihood that privacy is preserved even if parameter estimates based on a small

sample of individuals are released.

Abowd and Schmutte (2019) define the statistical accuracy “as the expected squared error
between the published value and the value that would be published in the absence of privacy

protection”,

Many different methods to measure privacy was introduced in the 80s and the 90s; see, for
instance, Matthews and Harel (2011) for a review. Sweeney (2002) introduced the measure
k-anonymity, achieved if a specific combination of individual characteristics appears at least
k times in a table. Grouping and/or cell suppression are techniques that can be introduced to
achieve k-anonymity. A potential problem with this measure is that disclosures may find a place
if there is a lack of diversity in the occurrence of sensitive attributes and if a potential intruder has
some background information on specific individuals and/or attributes. The literature provides
suggestions on overcoming such problems; see, for instance, Matthews and Harel (2011)). They,
in addition, discuss the presence of inferential disclosure, where information on some attributes,
like gender, age, occupation, and region (explicit identifiers), can be combined with a more
sensitive variable to build a regression model, reaching a predictive distribution of the values of
the sensitive variable. As claimed by Abowd and Schmutte (2016), it is, from a probabilistic
perspective, in general, impossible to release data without compromising confidentiality.

Heldal and Fosen (2001)) also discuss issues related to inferential disclosure, starting by quoting
Dalenius and Reiss (1982): “If the release of the statistics S makes it possible to determine
a (microdata) value D more accurately than is possible without access to S, then a disclosure
has taken place.” This means that any publication of statistical data represents a disclosure,
which can be formalized by a Bayesian approach where the observed S is used to update an
apriori distribution into a more accurate aposteriori distribution fp(D|S). Heldal and Fosen
(2001) further discusses uncertainty measures related to the degree of disclosure for any unit in
the population and how to specify a lower uncertainty limit. Heldal and Fosen (2001) are also
referring to literature that the critical kind of disclosure to avoid is identity disclosure, which is

often a prerequisite for attribute disclosure.

Another issue related to statistical inference is cases with sporadic observations. Rajasekaran
et al. (2009) put forward the idea that observations far from the mean have a high risk of being
disclosed and thereby introduce a rationale for suppressing cells with few observations. This

can, for example, be the case for commuting between zones involving a long distance.
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2.2 Balancing Confidentiality and the Utility of Research

As stated above, a tradeoff between privacy protection and accuracy represents an optimization
problem. Abowd and Schmutte (2019) aimed at developing a principled framework for dealing
with this tradeoff. One component of this framework is a “closed, bounded, and convex
production function relating privacy loss and statistical accuracy”, (Abowd and Schmutte,
2019). This production frontier defines a marginal rate of transformation. At the same time,
the specification of preferences introduces the marginal rate of substitution between privacy
loss and accuracy, also referred to as ‘“the willingness to accept privacy loss measured in
units of statistical accuracy”, (Abowd and Schmutte, 2019). In a normative approach, the
statistical agency then maximizes a utilitarian social welfare function, given the restriction
represented by the production frontier. This leads to an optimal combination of privacy loss
and accuracy, corresponding to the condition that the marginal transformation rate equals the
marginal willingness to accept privacy loss. According to Abowd and Schmutte, |2019), this
optimization approach is “generally valid for all differentially private mechanisms that yield a
convex relationship between privacy loss and accuracy”, and they prove that an approach with
randomized response gives a strictly increasing and concave relationship between privacy loss

and accuracy.

Abowd and Schmutte, 2019 further argue that the accuracy of published statistics can be seen
as nonrival and non-excludable in consumption and hence considered a public good. Similarly,
it is argued that the differential privacy parameter € reflects a social issue and that an SDL
procedure gives the entire population the same protection against privacy loss. This means that
privacy protection is also strictly nonrival and can be considered a public good; for instance,
the discussion provided by Jones and Tonetti (2020). Since statistical accuracy and privacy
are public goods, their optimal levels are a social choice (Abowd and Schmutte, 2019). As
mentioned, Abowd and Schmutte (2019) provide a normative approach, and they claim that
making their framework practical calls for more sophisticated models of production possibilities
and better models and measures concerning the demand for privacy and accuracy (Abowd and
Schmutte, [2019). They also claim that statistical agencies should aim at solutions where the
marginal costs are equal to the marginal benefits of statistical disclosure limitation procedures.
However, “statistical agencies are not yet using formal privacy protection systems”, (Abowd and

Schmutte, 2019), and not much research is provided on such issues.

Abowd and Schmutte (2016)) point out that the effects of SDL on the results are more severe
when the analysis aims at explaining the situation for a specific subpopulation that is in particular
exposed to the confidentiality issue. They further define SDL to be ignorable if “the analysis can
recover the estimates of interest and make correct inferences using the published data without

explicitly accounting for SDL” (Abowd and Schmutte, 2016). In general, SDL may cause a
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severe bias in a rural-urban dimension, reflecting the likely event (Carpenter et al. (2022)) that
less-populous geographies have a higher share of suppressed cells. Another exciting perspective
concerning the tradeoff between privacy and the usefulness of data is related to the property
rights for data. Jones and Tonetti (2020) addresses the possibility that consumers’ privacy is not
adequately accounted for if firms own the data. At the same time, the nonrival character means

potentially substantial social gains in making data broadly accessible.

2.3 Alternative Ways of Limiting Disclosure

One obvious step to avoid disclosure of private information is removing data that directly allows
identification, like name and home address. However, this is generally insufficient to maintain
the individual’s privacy, as demonstrated in Sweeney (2002)). Hackers may, for instance, combine
different databases to reach sensitive information, and in general, a small number of demographic
attributes allows the identification of an individual (Abowd and Schmutte, 2016)). If a specific
combination of residence and job involves very few workers, there is a high probability that the
workers can be identified. This also applies if some individuals in a database have some easily
recognizable, extreme values of some variables. A database of location information, such as
an origin-destination matrix of commuting, can serve as an example of data that can be used to

disclose more sensitive individual information from other databases.

Matthews and Harel (2011) provide a review of methods employed for maintaining the privacy
of publicly released data, and a comprehensive review can be found in G. T. Duncan et al.
(2011)). Entering into details on different methods is beyond the scope of this paper. However,
the following list of methods, based on Matthews and Harel (2011)), may serve as a valuable

backdrop for the discussion to follow:
I. Basic methods

» Limitation of detail; variables can be recorded into intervals, and/or categories can

be collapsed together.
* Top/bottom coding; a variable’s largest or smallest value is limited.

* Suppression; cells with too few observations in a contingency table are not released
to the public but replaced with missing values. This is “one of the most common
forms of SDL” (Abowd and Schmutte, 2016), and “... all such public data have
been subjected to very substantial SDL, almost all of it in the form of suppression”
(Abowd and Schmutte, 2016)).

* Rounding; each observation is rounded up or down to the nearest multiple of the

rounding base; rounding up or down is decided upon randomly.
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II.

I1I.

IV.

VL

* Addition of noise; noise can be added to the data to prevent identification through
linkages. Noise infusion inflates variances. If several releases of information are
based on the same method, the noise distribution can be inferred (Abowd and
Schmutte, 2016)).

Sampling; if only a microdata sample is released, potential intruders cannot be sure that a

unique match from another dataset identifies an individual.

Matrix masking; appropriate conformable matrices are released. This includes noise
addition, sampling, suppressing sensitive variables or cells, adding simulated data, and all
exceptional cases of matrix masking. Reliable analyses call for knowledge of the masking
procedure. Another option is to use randomized responses to gain sensitive information.
The sensitive question can be given with a probability p, while there is a probability
of 1 — p that the respondent is given a trivial question. The sensitive information then

remains private even in cases of identification of individuals.

Data swapping; as stated by Dalenius and Reiss (1982), the original data matrix is used as
an “input” for producing another data matrix, “which is used as the basis for producing
statistics by way of tabulations”. According to Abowd and Schmutte (2016), “Data
swapping is the practice of switching the values of a selected set of attributes for one
data record with the values reported in another record”. Individual information is masked,
the marginal counts of the contingency table are maintained, and the data-swapping only

needs to be done on sensitive variables by changing units between cells.

Synthetic data; observed microdata can be considered as a random sample from a popula-
tion. The unsurveyed part of the population is assigned plausible values of sensitive data
through a technique with multiple imputations generating randomly drawn data from a
posterior predictive distribution, which means that they are based on information from
the sampled part of the population. Eventually, only data for the unsurveyed part of the
population may be released. This idea of generating synthetic data for statistical disclosure
limitations was introduced by Rubin (1993). Abowd and Schmutte (2016) introduces the
possibility that synthetic data are validated by the data providers on the actual confidential
data. As explained in Section |3} we generate synthetic data to discuss challenges and

corrections for suppressed data in a commuting context.

Aggregation and other selected methods; slicing complete data into groups involving a
smaller number of variables, while microaggregation is based on creating new records
by averaging at least three original records. Geographic units can be aggregated, data on
occupation and industry can be released in broad categories, and incomes can be reported
in bins (Abowd and Schmutte, 2016). Matthews and Harel (2011) in addition, discuss
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methods to limit disclosures related to location data collected from commuters’ global
positioning system (GPS). They also discuss Argus, a software package for limiting the
potential for statistical disclosure by limiting the occurrence of rare combinations of

variables.

VII. Micro-agglomeration, substitution, subsampling, and calibration; is a combination of
different statistical disclosure techniques, proceeding in four steps, followed by calibrating
the released data such that specific estimates based on released data match the estimates

from the observed data.

This list of methods to deal with SDL refers to the use of microdata. If such methods are applied
to microdata, they also represent a source of error in tabular data. This is particularly unfortunate
if the analysis focuses on issues sensitive to observations in cells representing choices made by a
few individuals in the population. According to Abowd and Schmutte (2016), the most common
method to deal with sensitive cells in a table is suppression, while randomized rounding is also
used in many cases. They further claim that adding noise to the microdata may be a preferred
alternative to suppression. Noise infusion means that variance will be added to published data
while reducing bias. Chetty and Friedman (2019)) discuss how the risk of privacy loss can be

reduced by adding noise to parameter estimates.

Abowd and Schmutte (2016) also explain the need for complementary suppression for tabular
data. This is, for instance, due to the possibility that users can deduce values of sensitive
cells from information on, for example, marginal sums in the table. In other words, a residual
disclosure may find a place as stated in Heldal and Fosen (2001])). Statistics Norway demands
that at least three units have to underly a total value to be published in a cell to avoid the risk
of a residual disclosure. In many countries, this is not considered sufficient, restricting that the
three main contributors to the cell total represent at least 80% of the total sum. This is a case of
the so-called (n,k) dominance rule, suppressing the cell if the n largest units contribute more
than k % of the total sum. This dominance rule is primarily introduced to keep vital information
hidden for competing firms, for instance, concerning variables like production, sales, wage costs,
import, export, etc. Still, this information may be available from other sources, and official
statistics will probably not be the first source of information where competing firms search for

relevant information.

Another approach to avoid that information in the suppressed cells can be deducted from the
information of the marginal totals in a table is to suppress the information in more cells; that is a
secondary suppression Heldal and Fosen (2001). Heldal and Fosen (2001) discuss 7-ARGUS as
a program constructed to optimize the cell suppression in cases where the marginal total in a
table is known through a secondary suppression to avoid a residual disclosure. Microdata, on the

other hand, have no marginals, and sensitive values should be substituted by “missing” (Heldal
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and Fosen, 2001)). An aggregated table with complete cell information can then not be correctly

reproduced from microdata.

One challenge for researchers is that data publishers do not, in general, disclose the methods
used for complementary suppression. However, Abowd and Schmutte (2016)) claim that agencies
providing data are becoming more open to using noise-infused methods in producing data tables.
Adding noise to statistics generated from a database belongs to a general class of approaches
called matrix mechanisms, which are discussed in detail in Li et al. (2015). According to
Carpenter et al. (2022), US statistical agencies use cell suppression and noise infusion, “with
some published cell values perturbed by a random noise multiplier, to prevent the disclosure of

individual business establishment information” (Carpenter et al., 2022).

An approach with noise infusion may also be performed by adding noise to the estimates from
the regression based on a small sample. This technique is based on the differential privacy
concept discussed in Subsection 2.1} Chetty and Friedman (2019) compare such a procedure
to a standard cell suppression approach. Their comparison can be summarized in terms of the

following three dimensions:

Privacy loss The noise infusion approach introduced by Chetty and Friedman (2019) substan-
tially reduces the risk of privacy loss compared to cell suppression. Chetty and Friedman

(2019)) claim this will be the case for most noise infusion approaches.

Statistical bias The parameters underlying the random noise infusion are publicly known
(Chetty and Friedman (2019)). Hence, unbiased parameters can be reached, as opposed
to what, in general, is following from the measurement errors resulting from approaches

based on count-based suppression.

Statistical precision Estimates based on noise infusion are less precise than those following
cell suppression methods. According to Chetty and Friedman (2019), this is the key

drawback of noise infusion and the primary concern of most researchers.

As pointed out by Abowd and Schmutte (2016)), suppression represents a missing data problem
that can be treated with ad hoc methods. One is to ignore the suppressions, and another is to
analyze a more aggregate level. A better solution (Abowd and Schmutte, 2016)) is to allocate
values of high-level aggregates into missing cells at a lower level of aggregation. As the best
approach, Abowd and Schmutte (2016) proposes to combine the relevant model with a model

for suppressed data, for instance, by a Bayesian hierarchical model.

Before the data release, many different approaches had been proposed for statistical disclosure
limitations (SDL). In many cases, disclosure limitations will not be expected to affect the

results of empirical analysis. According to Abowd and Schmutte (2016), modifications due
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to confidentiality concerns are generally modest relative to other more serious data quality

problems, like reporting errors and missing items.

2.4 Accounting for Statistical Disclosure Limitation Methods

Suppose methods for statistical disclosure limitations prove to be non-ignorable in terms of
affecting the results. In that case, they should be explicitly adjusted for the analysis to avoid
biased estimates of parameter values and/or the corresponding variances. Such adjustments call
for knowledge of the SDL methods used by the data publisher or methods that can recover the
SDL parameters from prior information and the released data. From a researcher’s point of
view, it would be valuable if details on the appropriate SDL method were made public by the

data-releasing agencies.

Abowd and Schmutte (2016) provide two examples of such methods. One is an approach with
randomized responses to sensitive issues; the other is top coding of incomes, censoring incomes
above a specific threshold. In both cases, the SDL method obviously should be accounted
for in analyzing the data; see Abowd and Schmutte (2016) for a discussion. Abowd and
Schmutte (2016) also discuss how SDL methods may lead to attenuated parameter estimates and
underestimated standard errors in linear regression models. They refer to analyses addressing
the closely related biases resulting from other sources of missing data, like missing responses
to specific questions in a survey. Abowd and Schmutte (2016) provide a discussion of how
the bias resulting from SDL can be corrected. One approach is to use the information on the
noise variance in a case where this is the relevant SDL and then correct the bias analytically. As
another approach, it is well known that finding an appropriate instrument may be an appealing
solution to deal with measurement errors (Abowd and Schmutte, 2016, Carpenter et al., 2022]).
The challenge is finding an instrument correlated with the true but unknown data but not with

the suppressed information representing the measurement error.

Abowd and Schmutte (2019)) distinguish between a reconstruction attack and a re-identification
attack. The former is about building a copy of a confidential database based on statistics
produced and published from this database. If many linearly dependent statistics are available,
there may be a substantial potential for reconstructing hidden variables, which is a data breach.
Marginal totals from a contingency table are, for example, linear statistics that can be used
for reconstruction. Abowd and Schmutte (2019) provide an example from county tables on
the Quarterly Census of Employment and Wages, published by the Bureau of Labor Statistics,
concerning the information of payroll and employment data of business establishments. Based
on information from summaries, the suppressed cells can be reconstructed very accurately
from information in the time series of the county tables (Abowd and Schmutte, 2019). Re-

identification involves linkage to information from other external databases, deterministically or
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probabilistically, see for instance Airoldi et al. (2011J).

Carpenter et al. (2022) discuss an increasing demand for private data sources. Private agents
may provide data where suppressed cells are estimated, for example, through the availability
of new data, like online business directories, underpinned by increased computational power.
According to Carpenter et al. (2022) and Abowd and Schmutte (2019)) this may lead to privacy
concerns and to a higher percentage of suppressed cells. Hence, an increasing interest can
be expected in how cell suppression can invalidate statistical inference and how this should
be treated analytically. Carpenter et al. (2022)), claim that most journal articles in economic
literature do not document the methods used in estimation based on suppressed cell data sets.
One possible technique, mentioned by Carpenter et al. (2022), is an iterative proportional fitting
procedure, which is “an algorithm for estimating cell values of a contingency table such that the
totals remain fixed and the estimated table decomposes into an outer product” (Carpenter et al.,
2022, p 59). This technique has been used (Bartik et al.,|2018)), resulting in estimates labeled
WholeData, which are free to researchers. Carpenter et al. (2022) use WholeData to examine
measurement errors resulting from suppressed cell data sets, and they claim that many firms
offering purchasable data use nonpublic algorithms to provide suppressed cell data estimates.
Guldmann (2013) provides a review of methods to deal with suppression issues. According to
Carpenter et al. (2022) “methods doubtless vary in their success, but none address the larger
question of how much error remains and how that error influences economic and statistical
significance”. It is a challenge that missing information on such methods limits both validity
testing and research reproducibility (Carpenter et al., 2022).

3 Generating a Synthetic Population and Data for the Analy-
Sis

As was clear from Section [2.3] one possible statistical disclosure limitation method is generating
a synthetic population. Commensurate with the fundamental problem being discussed in this
paper, we do the analysis based on a synthetic population. Hence, we are not faced with
confidentiality issues, apart from reaching insight on spatial interaction behavior that may

contribute to identifying population subgroups.

A synthetic population can be generated through agent-based modeling. As pointed out by
A. Wilson (2010), this is represented by a system where the individual agents make decisions ac-
cording to probabilistic rules of behavior. The observed spatial pattern results from decentralized
decision-making, as demonstrated in for example Page (1999), Anas (1983a) and Irwin (2010).
The construction of such a pattern is essentially reflecting two separate steps. The first specifies

the agents’ geography and population, while the second introduces the labor and housing market
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conditions that define the opportunity set of the utility-maximizing agents. For an example of

how such a modeling framework is parameterized and applied, see Gholami et al. (2022).

3.1 Specifying the Geography and Generating a Population

The geography is represented by the 12-node system illustrated in Figure[I] Notice from the
figure that there are three clusters of towns. The towns A, B, C, and D are located on another
side of a topographical barrier than the other towns. There are short distances between the
towns within each cluster but relatively long distances across the different clusters. This means
that a relatively high number of cells in the matrix can be expected to involve a low number of

commuters, leaving an imminent risk of identification disclosures.

Figure 1: The geography of towns. The numbers marked in the figure
represent the kilometers’ distances for the corresponding segments in the
road transportation network.

For technical convenience, similar to the construction in McArthur et al. (2010), McArthur et al.
(2012)), the generation of a population is initiated with a large number of fifteen-year-old agents,
who are distributed between the 12 towns and by gender according to given probabilities. The
population members then interact according to rules based on Norwegian statistical data. This
involves probabilities of getting married, having children, being divorced, being retired, dying
at a specific age, etc. Some rules have a spatial dimension beyond the general probabilities
defined by observed frequencies in the Norwegian population. This applies, for instance, to the
probability of getting married. Spouses are drawn from the population of single people, but a
distance-related deterrence effect is introduced in the linking to a partner. The probability of
getting married to a person is assumed to decline exponentially with the distance to his or her
residence, which means that a parameter is introduced reflecting the tendency to end up with a
local partner. More details of the demographic rules underlying the formation of a population
can be found in McArthur et al. (2010), McArthur et al. (2012), who consider a simple two-node

geography.

The interaction succeeding the initialization goes on for 300 years. After this period, there
are no more traces of the initial population, and we are left with a population that mimics

the Norwegian in a demographic sense. Our microsimulation experiments start in year 300,
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resulting, for instance, in a pattern of commuting flows corresponding to individual decisions

determined by preferences and budget considerations.

Our agents are equipped with preferences. The preferences for each agent are specified as a
Cobb Douglas function of their housing consumption and the consumption of other goods and
services. This involves a parameter reflecting the relative weight put on these aggregates in the
preferences. For each person, the value of this parameter ¢; is drawn randomly from a normal
distribution with o; € (0.3,0.7).

As a next step, we are specifying the economic system, including the opportunity set of the
utility-maximizing agents. The total consumption and the utility level depend on an individual’s
lifetime earnings, which mirror the labor and housing market situation in the different towns of

the region.

Workers apply for jobs that contribute to increasing the utility level of the household. There are
three categories of workers and three categories of related jobs. Within each group, the workers
are assumed to be homogeneous regarding job qualifications. Applicants are randomly selected

for vacant positions, and a job offer means they can stay in this position until they retire.

If a worker accepts a job offer from a firm located in another town than his/her current residence,
there are two possible forms of spatial interaction response. One is to move to the town hosting
the new employer, and the other is commuting. The chosen alternative is the one that maximizes

the sum of utilities of the spouses.

There are two kinds of firms. In line with economic base modeling, employment in basic sector
firms is assumed to be exogenously given, while local sector firms serve the population in the
region. There is a cluster of local sector firms in Town E, which is the central business district,
attracting customers from other towns in the region (Gjestland et al., [2006). This generates
commuting flows between the towns, as does the friction represented by the heterogeneity of
job and worker categories. Both this tendency to shop in the regional center and the exogenous
spatially uneven distribution of basic sector jobs represent an unbalance in the residential and

job location pattern.

Lifetime earnings reflect wages and insurance payments when an individual is unemployed.
Due to a hypothesis of agglomeration economies, wages are initially assumed to be higher in a
regional center, town E, than in the other towns of the region. For the years to follow, spatial
wage disparities may follow from local Phillips style mechanisms, see McArthur et al. (2010),
McArthur et al. (2012).

McArthur et al. (2010), McArthur et al. (2012)) did not account explicitly for how spatial

disparities in housing prices may result from the balance of supply and demand in the local
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housing market. Spatial disparities in housing prices may strongly influence the decision to
move or commute as a response to a shift in the job location. The housing demand is represented
by first-price sealed bid auctions, where all bids are submitted simultaneously, and the highest
bid wins the auction. Our model has a pool of houses for sale, and agents make a random check
into this pool to see if they may join the pool of potential bidders. All agents in the pool scan
the pool of houses for sale, searching for the one that provides them with the highest utility. A
sale is completed if a seller finds the winning bid exceeds his or her reservation price. If the sale
is not completed, the house remains in the pool of houses for sale. For more technical details on
this bidding procedure, see Gholami et al. (2022).

High prices can be expected locally if there is a high demand for houses in a particular year. The
initial housing supply is assumed to be provided by a regional government planning entity, and
the building frequency of new houses is assumed to be a minimum of 5% yearly in each town.
In our model, high housing prices in the previous year serve as an incentive and explanation for

building frequencies exceeding 5% in the current year.

3.2 Adding Workers to the System

As stated in Section3. 1] the geography is constructed to reach a solution where a relatively high
number of cells in the matrix can involve a low number of commuters. In our microsimulations,
this can be reinforced by the specification of wages, housing prices, and other parameters that
influence individual spatial interaction decisions. Hence, the case we consider is constructed to
reach a state where a high number of town combinations involve a low number of commuters,

inducing confidentiality issues.

Through the generation of the synthetic population, we know the state of each agent at any time,
represented by their family relations, preferences, residential location, and work location. This
means that the corresponding commuting flow pattern results from utility-maximizing agents’
decisions. To get a higher diversity of low numbers in the cells of the trip distribution matrix,
we systematically add some long-distance commuters to the system. This further contributes to
introducing exciting information regarding the time-series properties of the commuting pattern.
As we will demonstrate in Section [5] time-series data proves to help disclose information
suppressed by the data publisher. For example, one kind of relevant information is represented
by cells where the value changes over time. This may cause transitions from years where the cell

information is suppressed to years where this particular cell has a value that is released.

Our relatively small system, with only 12 towns, has relatively few cells where the value changes
considerably over time. Adding a few long-distance commuters extends the potential to study
the relevance of time-series effects. We can, for instance, add 1 or 2 workers to all the cells

where 0 or 1 workers are observed in the commuting trip matrix following directly from our
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microsimulations for year 300. These workers are assumed to keep their initial combination of
residence and job location for the entire period under study. This defines four scenarios for year
300 and four concerning the number and time-series profile of suppressed cells, with the values
changing more frequently between 0, 1, 2, 3, 4, etc. As reported in Section[5] we do experiments

with all these scenarios.

These added workers are, of course, not rational agents making utility-maximizing decisions,
and they make up a deficient proportion of the otherwise rational synthetic population. This
approach resembles the introduction of so-called noise traders in finance, that is, traders making
irrational decisions, trading by random, deviating from market averages (see, for instance,
https://www.investopedia.com/terms/n/noisetrader.asp). Adding a few irrational, uninformed
workers improves the potential of studying the effect of dynamics and transitions in adjusting for
statistical disclosure limitations. It also opens for more detailed studies of finding an appropriate

cut-off value in a strategy where cell suppression is the chosen SDL approach.

3.3 Non-Suppressed and Suppressed Trip-Distributions

For each year, there is a total of /; workers in town i, ¢; working places, and we let T;; denote the
number of workers who live in town i and work in town j. The actual trip-distribution matrix is
a 12 x 12 matrix. An example of an actual trip-distribution is shown in Table |1} which refers
to year 17 of a 20-year long time period following from the initialization of our agent-based
generation of the population. Our approach works particularly well for year 17, which makes
this year appropriate in clarifying what we aim to achieve by the procedure described in Section
The sample results from the procedure described in Sections and[3.2] In the following
we will refer to the actual trip-distribution as the non-suppressed matrix.

Table 1: Non-suppressed trip-distribution for year 17.

A B C D E F G

an)
—
~
-

A |53 9 65 98 89 3 2 2 1 1 1 1
B | 107 372 112 100 91 1 3 0 1 1 1 1
Cl| 93 92 390 104 114 5 1 4 1 3 1 0
D | 108 93 142 339 104 1 2 1 1 0 1 2
E 5 3 3 5 1470 190 144 288 3 1 3 1
F 2 2 4 2 623 228 103 42 2 2 3 1
G 2 2 1 1 433 26 206 20 1 1 2 1
H 2 3 2 4 555 45 61 231 2 1 1 1

I 1 1 1 1 114 1 3 2 294 130 111 121

J 2 1 2 1 109 4 2 2 138 464 145 69
K 1 1 1 1 83 3 1 4 107 102 348 102
L 1 1 1 1 114 2 1 8 141 96 122 293
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The matrix of commuting trips in Table |I| reflects the spatial configuration shown in Figure
[1} with a long distance between the three groups of towns. There are many cells with a low
number of commuters, but these workers do not make up a high proportion of the total number
of commuters. The commuting from towns G, H, I, J, K, and L into town A will be suppressed if
a cut-off value of 3 is used. This involves 11 commuters, which make up approximately 1.28%
of the total number of jobs in town A and approximately 3.4% of the total in-commuting towards
town A. The figures are roughly the same for the other towns, except for the regional center E,
for which no information about in-commuting is suppressed. The suppressed trip-distribution is
shown in Table

Table 2: Suppressed trip-distribution for year 17.

s
Q
s
—
~
-

\ABCDE

A|53 9% 65 98 89 3 0 0 0 0 0 0
B | 107 372 112 100 91 0 3 0 0 0 0 0
Cl| 93 92 390 104 114 5 0 4 0 3 0 0
D | 108 93 142 339 104 0 0 0 0 0 0 0
E 5 3 3 5 1470 190 144 288 3 0 3 0
F 0 0 4 0 623 228 103 42 0 0 3 0
G 0 0 0 0 433 26 206 20 0 0 0 0
H 0 3 0 4 555 45 61 231 0 0 0 0
I 0 0 0 0 114 0 3 0 294 130 111 121
J 0 0 0 0 109 4 0 0 138 464 145 69
K 0 0 0 0 83 3 0 4 107 102 348 102
L 0 0 0 0 114 0 0 8 141 96 122 293

A zero entry in a suppressed matrix of commuting trips, e.g., Table 2] means that the actual value
can be 0,1, or 2, assuming a cut-off value of 3. The basic approach taken in the paper is that the
total number of workers and working places in each town are public, and our challenge is hence
to offer a prediction of the actual trip distribution based on the suppressed data in Table 2] and

the known marginal totals from the non-suppressed matrix of commuting trips in Table [I]

Table [3] provides the results of our disclosure procedure in a case with a cut-off value of 3.
To demonstrate how discrepancies cancel each other out to reach a balanced trip matrix, the
example in Table [3| corresponds to a case where our optimization procedure provided a close to
perfect reproduction of the true trip distribution. This stems from using the objective function
presented in Section and the results for year 17 in Table
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Table 3: Inferred trip-distribution for year 17 using the objective function presented in Section

3

>
o~}
(@)
W)
es]
s
Q
s
—
~
-

A |53 9 65 98 89 3 2 2 1 1 1 1
B | 107 372 112 100 91 1 3 0 1 1 1 1
Cl| 93 92 390 104 114 5 1 4 1 3 1 0
D | 108 93 142 339 104 1 2 1 1 1* 1 1*
E 5 3 3 5 1470 190 144 288 3 1 3 1
F 2 2 4 2 623 228 103 42 2 1* 3 2%
G 2 2 1 1 433 26 206 20 1 1 2 1
H 2 3 2 4 555 45 61 231 2 1 1 1

I 1 1 1 1 114 1 3 2 294 130 111 121
J 2 1 2 1 109 4 2 2 138 464 145 69
K 1 1 1 1 83 3 1 4 107 102 348 102
L 1 1 1 1 114 2 1 8 141 96 122 293

By comparing Table[I]with Table 3] we see that we have a near-perfect match, the only difference
is the four entries marked out with *. It is straightforward to see that the discrepancies cancel
each other out regarding the marginal sums of rows and columns. The prediction of 1 rather
than 0 commuters from town D to town J is balanced by the prediction of 1 rather than two
commuters from town D to town L. Hence, the row sum will be left unchanged. Column-wise,
the prediction of 1 commuter from town D into town J shows that the predicted commuting from
town F to town D is one rather than the true value of 2 commuters. A similar accounting applies

to column L.

4 Entropy

Throughout this paper, we will base our predictions on special cases of entropy-maximization.
Several authors have studied entropy methods in connection with suppressed data, but to the
best of our knowledge, this paper is the first to discuss such methods in the context of trip

distribution.

A. Wilson (2010) claims that entropy-maximizing models are appropriate for estimating missing
data, for instance, when row- and column sums are known. Airoldi et al. (2011) propose an
entropy metric for assessing how the risk of trail disclosure depends on the distribution of how
people visit different sets of locations that may share their information for linkage purposes.
Through case-based and controlled experiments, Airoldi et al. (2011) demonstrate that the
entropy metric effectively estimates the risk of trail disclosures, suggesting that low entropy

systems correlate with high re-identifiability. In general, entropy-based measures have been used
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to estimate information loss (Willenborg and De Waal, |[2012) and also for estimating disclosure
risk (Bezzi, 2007). Rodrigues (2016) uses the maximum entropy principle to determine stochastic
properties of data where uncertainty results from suppression or other kinds of measurement
errors. In the specification of the optimization problem, Rodrigues (2016) accounts for the
possibility that there are correlations in the probability distribution of missing observations.
Such correlations follow accounting identities, like the marginal totals of a trip distribution
problem. Majeed and Lee (2020) focus on the users’ privacy in social networks. They estimate
the level of uncertainty for disclosure by computing the entropy of sensitive attribute values,
with high values of entropy meaning that there is a substantial potential for protecting the privacy
of the users of social networks. Based on maximizing the entropy of sensitive attribute values,
Tsiafoulis et al. (2011)) are building equivalent classes with uniformly distributed values of
such attributes before noise is introduced to preserve privacy. The anonymity is better, and
identity disclosures are more difficult for high entropy values. Building equivalent classes
with uniform distributions of sensitive attributes minimizes the required noise and information
loss. Gonzdlez-Vidal et al. (2020) demonstrate that a framework with Bayesian maximizing
entropy is generally very well suited to deal with missing value imputation in Internet of Things

applications.

Entropy considerations date back to the classical works of Boltzmann. Boltzmann’s idea was
to count how many ways a given macro-state can be realized in terms of randomly selected
micro-states, and he assumed that the most likely macro-state was the one that could be realized
in the largest number of ways. Shannon entropy, also called information uncertainty, works

similarly. In both cases, the entropy H is defined by

H=-Y P(x;)log(P(x;))

=

i=1

where x1,x7, ...,xy are the possible microstates and for i = 1,...,N: P(x;) is the probabilities
that the microstate x; is selected. In the context of trip distributions, the agents select where to
live and where to work. In a system with n towns, we get N = n? possible microstates. If we let
7;j denote the probability that an agent selects to live in town i and work in town i, the entropy

is

H=-— Z it,-jlog(n,-j).
i,jel

where I = {1,2,...,n} is the index set of the n towns. If M is the total number of agents living
in the system, we expect T;; = M;;, and without loss of generality, we can define 7;; = % If

we rewrite the entropy noting that (by definition) }; i; 7;j = M, we get
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T, (T 1 1
H=-Y —llog (i) =—— ), Tijlog(Tij) + — ) Tijlog(M)
i,jZE:I M M Mi.,jze"] M i,jZeI

1

7 & Tijlog(Tij) +log(M)

ijel
We hence see that in a system with a fixed number, M, of agents, maximum entropy is obtained

when —Y; ic; Tijlog(Tj;) is as large as possible.

4.1 Solution to Constrained Maximum Entropy Problems

To infer the most likely trip distribution under marginal constraints, we search for the solution to

the following optimization problem:

max — Y T;;log(T;))
L ijer

under the constraints
Y Tij=e; Y Tij=1l
icl jel
This problem is easy enough to admit a closed-form solution, and it is straightforward to see

that maximum entropy is obtained when
Tij=AiB,

where Ay,...,A,,Bq,...,B, are constants. Numerical values for these constants can be found

from the balancing constraints

ZA,‘BJ' :ej ZAiBj :li.

il jel
Efficient numerical algorithms, e.g., the Bregman algorithm, Bregman (1967)), can be used to
find these constants, see Sen and Smith (1995). The solution to the maximum entropy problem

coincides with the expectations in a Chi-square table under independence.

The problem becomes more interesting if we impose further constraints. In the trip-distribution
problem, it is natural to assume a generalized cost ¢;; when an agent commutes between the
origin i and the destination j. Such generalized costs can include start-up costs, driving distance,
travel time, etc. Assuming that the total generalized commuting cost C is given, we might

consider a modified maximum entropy problem, i.e.
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max — Z T;jlog(T;})
Lj e

under the constraints

Y Tij=c¢; Y Ti=1; Y Tjeij=C

icl jel ijel

This modified problem, too, admits a closed form solution:

There exists constants Ay, ...,A,,Bq,...,By, and a unique constant 3 such that

Tij :A,'Bjeiﬁcij (1)

The solution to the modified maximum entropy problem is a multinomial logit model. It is
interesting to note that the solution coincides with the solution to the random utility problem, i.e.,
the resulting distribution we get when agents select origins and destinations subject to random
utility maximization, McFadden (1974) and Train (2003)).

The model in (1)), can be derived in several additional ways, it can be derived from maximum
entropy considerations, see, e.g., A. G. Wilson (1967), Anas (1983b), Erlander and Stewart
(1990). It is the solution of the maximum utility problem, Erlander and Stewart (1990), and a
consequence of probabilistic cost efficiency, Erlander (2010). In addition there exist several
other approaches, e.g., Mattson and Weibull (2002) and Matéjka and McKay (2015), leading to
the same model. Contrary to the many economics models chosen for analytical convenience, the

approach leading to (1)) is hence firmly anchored in statistical theory.

4.2 Inferring Suppressed Data Using Maximum Entropy Methods

In the previous section, we have seen that a maximum entropy approach produces models
consistent with models widely used in the literature on trip distribution. To proceed to cases
with suppressed data, we let .’ denote the index set of the suppressed entries. We then consider

a modified maximum entropy problem:

max — Z T;jlog(T;;)

L ijer
under the constraints

Y Tij=e; Y Tij=1li

icl Jel

and where
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Thr!on—suppressed i j R
T o | (i,)) &
a free optimization variable (i, j) € .

We fix all the unsuppressed entries and use entropy maximization to infer the suppressed values.
In problems of this kind we use the convention that xlog(x) = 0 when x = 0, which comes as
a natural consequence of the continuous limit lim,_,o+ xlog(x) = 0. Computer software like

AMPL can easily solve integer-constrained optimization problems of this sort.

In general, we will report the fit in terms of accuracy, which we define as follows:

# correct values
accuracy =

# suppressed values

In our analysis, we will also report the fit in terms of SRMSE over the suppressed entries, which

we define as follows:

- sedy?2
Z (Tz] . Tiqon suppresse )

(i.j)es
S
SRMSE = 71
qun-suppressed
Z i
(L.j)es
Ed

i.e., we compare the mean square deviation over the suppressed entries with the mean of the
actual values that have been suppressed. Here . are the suppressed entries, and 7;; is the
solution to our modified maximum entropy problem. The SRMSE is a dimension-free quantity

that allows us to compare cases where the number of suppressed values is very different.

The example considered in Table [2] was used for demonstration purposes. To examine the
performance in more general cases, based on a synthetic population for the 12-node geography
illustrated in Figure (I} we started with a pure entropy maximization approach without accounting
for additional information on the system. This is done for 20 years, and we generated a time

series of non-suppressed matrices from year 1 to year 20.

We believe our procedure is neutral in that there is no part of the construction we expect would
favor maximum entropy methods. In the time-series approach discussed in the next section,
however, we wanted a data set where several cells flip between suppressed and public over time.
As the original data set contained few such cases, we traced the cells with O or 1 commuters

in year one and added one non-optimizing worker in each cell. This worker kept the initial
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combination of residence and job location for the entire period. As explained in Section[3.2] we
experimented with three other ways of adding workers but settled with the procedure detailed

above.

Entropy maximization, in general, works fine in disclosing suppressed information on commut-
ing trips. As an average over the 20-year-long period, the accuracy is found to be 0.7537, which
means that around 3 out of 4 suppressed cells are perfectly disclosed by maximizing the entropy.
In comparing the number of disclosed commuters in the suppressed cells to the known actual
numbers, an average value of 0.3913 was reached for the SRMSE. For the performance of this

pure entropy maximization approach for specific years over the period, see the first five columns
of Table [l

5 Extension to Time Series

The results presented in the previous section demonstrated that entropy maximization might
perform exceptionally well in disclosing information suppressed in the matrix of commuting
trips. One interesting question is whether information on the suppressed trip distribution at
several consecutive points in time can be utilized to give even more accurate estimates of the
suppressed information. Does time series data comprise a potential for further improvements in

disclosing suppressed data?

Our core model extends trivially to the time series case. We let .7 denote the index set of times,
and for each t € .7 we let .#; denote the index set of the entries in the trip-distribution that are

suppressed at time . We then consider

max— Y. T log(T;j)
Tiji i,jelte T

under the constraints

ZTijtzejt ZTijt:lit

i€l jel
and where

non-suppressed .
T = Tijt (l,])¢%
gt — C e . ..
a free optimization variable (i, j) € .%;

This extension is straightforward but does not add anything in terms of improved performance.
The reason is that the different years are effectively disconnected in this model, and maximum

entropy is obtained by finding maximum entropy for each year separately.

To improve performance, we need to modify the objective function to consider the time develop-
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ment. A central idea is that when a value flips from zero to a public value or from a public value
to zero, it is likely that the suppressed value is close to the cut-off. Such cases only involve a
small number of agents, and the effect is typically triggered when one agent randomly changes
status. It seems less likely that several agents change their status simultaneously. Time series
information of this sort can be implemented in many different ways, and in the next section, we

discuss some ways of doing this.

5.1 Incorporating Time Series Information

We first choose and fix the entry (i, j) in the trip distribution matrices, and consider what happens
to the flow T;;; when t € 7. For some values of ¢, it may happen that 7;j; is suppressed, while
at other times, this flow might not be suppressed. We define a new reward parameter f;; as

follows:

# of years where T}, is not suppressed
ij =

# years in total

The intuition behind this parameter is as follows: the more years we have unsuppressed data
for the entry (i, j), the more we believe that suppressed data in the other years are close to the
cut-off level (H + 1) — and most likely equal to the highest suppressed value H. We have

implemented this in our objective function via the term:

Y (exolfult-Ti)] 1) @

(i,))eS €T

We will use this term to penalize the objective function. The larger the difference between H
and T;j;, the more we penalize the objective function, and the penalty is higher the larger the

value on f;;. This favors values of T;j, that are close to H.

An alternative way of handling this is through a transition-based idea: If a suppressed value
is either preceded by an unsuppressed value, superseded by an unsuppressed value, or both, a
reasonable hypothesis is that the suppressed value is close to H. Let .77 denote the set of indices
where one of the above-quoted properties holds. We can then consider a penalty term on the

form

) (exp [(H—Tij)] - 1) 3)

(i,j7l‘)€<7t

Again, this term favors values of 7;;; that are close to H, but only if the variable in entry (i, )
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at time 7 is super-seeded or presided by unsuppressed values. We tried several other ways of
implementing penalties, but these proved unsuccessful in improving the accuracy, while the two

terms above markedly improved it.

5.2 Combining Time Series and Entropy

When we modify the objective function to include the penalty terms, the question of how they

should be weighted arises. We consider the following objective function:

max  —y Y, T-In(Ti)

it (L.)ESA
-(1-p6 Y, (exp[ﬁ/(H—Ti/z)]—l) @)
(i)
~0-n0-8) ¥ (ewlt-1]-1)
(i,j,t)eTt

Here y € [0,1] and § € [0, 1] are hyperparameters determining how much weight we should
put on the different terms in the objective function. The case Y = 1 corresponds to the original
problem where all weight is put on entropy. If 0 = 1, the transition term has no impact, while

the case 6 = 0 attributes full impact to the transition term.

As it is difficult to say apriori which values of the hyperparameters offer the best performance, we
experimented with many different cases. The results indicated that a cluster of the consistently
best results, in terms of accuracy, formed at, and close to, the hyperparameters (7, 6) = (0.8,0.2).
Hence, (y,6) = (0.8,0.2) are our hyperparameters of choice, giving the entropy, fraction, and
transition terms an 80%, 4%, and 16% weight, respectively. However, the accuracy deviated
only moderately across alternatives, indicating that the choice of hyperparameters is not critical

for the model’s performance.

5.3 Results Based on Incorporating Information on Time Series

The results presented in Table 4 on the effect of incorporating information from time series and
distances reinforces the conclusion that entropy maximization performs exceptionally well in
disclosing information that was suppressed. The improvements in Accuracy and SRMSE are not
substantial when either fractions (Equation [2) or transitions (Equation 3 are incorporated into
the formulation of the maximization problem, with 6 = 1 and & = 0, respectively. It follows
from Table [] that adjusting for the effect of time series varies somewhat over the years. For the
overall 20-year period, however, they each contribute to a reduction in SRMSE from about 0.39

to about 0.37, while Accuracy increases from about 0.75 to about 0.77.
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Table 4: Results from disclosing suppressed cell information by a pure entropy maximization
approach, and by approaches in addition incorporating time series information.

Pure | (1.8)=(08,1) | (.6)=(08,0) | (1.8)=(0.8,0.2)

Year |CELL] Yy Acc. SRMSE Acc. SRMSE Acc. SRMSE Acc. SRMSE

1 66 89 0.6515 04654 0.7576 03651 0.6515  0.4654 0.7273 0.3873
2 67 8 0.7313 04086 0.7313  0.4086 0.8806  0.2724 0.8806 0.2724
3 66 80 0.7121 04763 0.7879  0.3800 0.7879  0.3800 0.8182 0.3518
4 65 77 0.6923 04683 0.6923  0.4683 0.7231  0.4442 0.7231 0.4442
5 69 84 0.6812  0.4638 0.6812 0.4638 0.7101  0.4422 0.7681 0.3956
6 73 93 0.6712 0.4501 0.8082  0.3437 0.8082  0.3437 0.8082 0.3437
7 67 84 0.7313 04134 0.7313 04134 0.7313 04134 0.7313 0.4134
8 64 76 0.8125 03646 0.7812  0.3939 0.8125  0.3646 0.8125 0.3646
9 65 78 0.7538  0.4134 0.6923  0.4623 0.7846  0.3867 0.7846 0.3867
10 64 77 08125 03599 0.7812  0.3887 0.8125  0.3599 0.8125 0.3599
11 68 89 0.7941 0.3467 0.7059 04144 0.6765  0.4346 0.7059 0.4144
12 66 88 0.7879  0.3454 0.8788  0.2611 0.6970  0.4129 0.8788 0.2611
13 67 91 0.7612 03598 0.7612  0.3598 0.7612  0.3598 0.8209 0.3116
14 67 8 0.7463 04307 0.8209 0.3336 0.8060  0.3852 0.8209 0.3336
15 70 94 0.7714 03560 0.7714  0.3560 0.7714  0.3560 0.7714 0.3560
16 65 78 0.7538  0.4134 0.7538  0.4134 0.7846  0.3867 0.7846 0.3867
17 68 86 0.8235 0.3322 0.8235 03322 09412  0.1918 0.9412 0.1918
18 72 97 0.7778 03499 0.7500  0.3711 0.7500  0.3711 0.7778 0.3499
19 75 108 0.7867  0.3208 0.9467  0.1604 0.7600  0.3402 0.8667 0.2536
20 76 109 0.8158  0.2993 0.7632  0.3393 0.7895  0.3199 0.8421 0.2771

Total 1360 1748 0.7537  0.3913  0.7721 0.3715 0.7721 0.3750 0.8044 0.3441

In the approach where both fractions and transitions are accounted for, with hyperparameters
(7,8) = (0.8,0.2), the suppressed information is to a larger degree disclosed, with Accuracy of
about 0.80 and SRMSE of about 0.34. Hence, adjusting for time series information improves
fit to the actual observations. However, it remains to be seen whether this contribution has a
significant practical impact on estimation results and predictions when data are implemented in

a spatial interaction model.

Both Accuracy and SRMSE measure to what degree missing data are successfully replicated.

An alternative way of presenting the degree of replication is in terms of the matrix in Table

Bl
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Table 5: The replication matrix corresponding to a procedure with entropy maximization and
time series adjustments; (y,6) = (0.8,0.2). Aggregated over all the years.

0 1 2

0|26 14 0
1154 719 119
21 0 79 349

This represents a very straightforward way to interpret how the prescribed procedure success-
fully discloses the suppressed information. Consider, for example, all the origin-destination
combinations with just one observed commuter. The procedure correctly predicted 719 of these
892 combinations. Notice also that the prediction never deviates from the actual number by

more than one commuter over the entire period.

6 Evaluating Extended Rules of Suppression

The results presented in the previous sections demonstrate that entropy maximization and time
series adjustments do very well in replicating suppressed cell information. As pointed out by,
for example, Abowd and Schmutte (2019)), the availability of linearly dependent statistics, like
marginal constraints, represents a potential for reconstructing confidential variables. Hence,
privacy concerns may call for some action from the data-releasing agency in cases where such
information is available. The agency can choose to suppress information on the marginal sums
of the commuting matrix. This option is discussed in Section[6.1] while Section[6.2] addresses

the option of raising the cut-off suppression value.

6.1 What if Marginal Totals Are Suppressed?

One option is to suppress the row sums, representing the spatial residential location pattern of
the workers. Another option is to suppress the column sums, that is, information on the number
of jobs in each of the towns in the geography. Finally, it is, of course, also an option to suppress
both row and column sums. We made several approaches to disclose the suppressed information
in these cases. Entropy maximization proved to be an essential part of all the approaches that

succeeded best in disclosing suppressed information.

The results in Table |6/ are based on the scenario where one worker 1s added to all cells with O
or 1 commuter in year 0. The results from experiments with time series information are not
included in the table, as they did not contribute to replicating the actual commuting matrices

over the years.
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Table 6: Year-by-year comparisons of disclosing suppressed information in cases where row and
column sums are both KNOWN, ROW sums are suppressed, COLUMN sums are suppressed,
and BOTH rows and columns sums are suppressed, respectively.

KNOWN ROW COLUMN BOTH

Year |CELL| Y Acc. SRMSE Acc. SRMSE Acc. SRMSE Acc. SRMSE
1 66 89 0.7273 03873 0.6212 04830 0.5303  0.5773 0.5455  0.5477
2 67 85 0.8806 02724 0.5373  0.6090 0.6269  0.5096 0.5373  0.6531
3 66 80 0.8182  0.3518 0.5606  0.6736 0.5909  0.5562 0.5000  0.6581
4 65 77 07231  0.4442 04154  0.7404 0.6000  0.5923 0.4769  0.7550
5 69 84 0.7681 03956 04783  0.6851 0.6957  0.4845 0.4928  0.7400
6 73 93 0.8082  0.3437 0.5753 0.5357 0.6164 0.4861 0.4795  0.6496
7 67 84 0.7313  0.4134 05672  0.6007 0.6269  0.5682 0.5821  0.6609
8 64 76 0.8125 03646 04844  0.7293 05312  0.6316 0.4531  0.7443
9 65 78 0.7846  0.3867 0.5385  0.7161 0.5692  0.6027 0.4923  0.7596
10 64 77 08125  0.3599 0.5000 0.6892 0.5469  0.5877 0.5000  0.6892
11 68 89 0.7059 0.4144 05441 0.5860 0.6029  0.6005 0.5147  0.6419
12 66 88 0.8788  0.2611 0.6667  0.5383 0.6515  0.4707 0.5455  0.5539
13 67 91 0.8209 03116 0.5821 0.5245 0.6567  0.4587 0.5672  0.5088
14 67 85 0.8209 03336 0.6119 0.5447 0.6716  0.4517 05821  0.5615
15 70 94 07714  0.3560 0.5857  0.5487 0.6857  0.4710 0.6429  0.5629
16 65 78 0.7846  0.3867 0.6154  0.6027 0.6154  0.6027 0.5077  0.6856
17 68 8 09412  0.1918 0.6176  0.4889 0.6471  0.5252 0.6029  0.5252
18 72 97 07778 03499 0.6667  0.4285 0.6528  0.4629 0.6250  0.4791
19 75 108 0.8667  0.2536 0.6800  0.3928 0.6933  0.4089 0.7467  0.3761
20 76 109 0.8421  0.2771 0.5789  0.4524 0.6579  0.4524 0.6711  0.4232

1360 1748 0.8044  0.3441 0.5728  0.5739 0.6250  0.5219 0.5559  0.6041

Table |6l refers to 4 different scenarios of available information. The KNOWN scenario is where
both row and column sums are known, while row and column sums are suppressed in scenarios
ROWS and COLUMNS, respectively. In BOTH scenarios, both information on row sums and
column sums are suppressed. In all the cases in Table [6] assume that we still have reliable
information on the total number of workers and jobs in the geography, that is, the sum of all
rows and columns, respectively. If so, we have information on the total number of suppressed
workers but not how they are distributed between cells, rows, and columns, in the case where

both row and column sums are suppressed.

The scenario BOTH corresponds to the following optimization problem:

max— Y. T log(T;jr)
Tijr ijelieT
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under the constraint

Y =Y E?f“'sul’pressed (assuming that the sum on the right is public)
i,jel i,jel
and where
non-suppressed ..
T let (l7 J) ¢ Lsﬂl
ijt —

a free optimization variable (i, j) € .

The scenarios ROWS and COLUMNS are defined similarly. The results are relatively encour-
aging from the position of the data releasing agency. It follows from Table [] that suppressing
information on both marginal totals in rows and columns leads to a reduction of the Accuracy
from a level of around 0.80 to a level of about 0.55, and SRMSE increases from about 0.34
to about 0.60. However, in considering these figures, remember that they refer to only the
suppressed cells of the commuting matrix. This means that the deviations between the replicated
and the actual total matrices will be relatively minor also in the case where row and column
sums are suppressed. Hence, it seems reasonable to hypothesize that these deviations at least
lead to a less severe bias in estimating parameters representing commuting behavior than in

cases where the suppressed information is ignored.

Another interesting result from Table [6]is that the potential to disclose the suppressed cells is not
substantially increased if only row or column sums are suppressed. This, in particular, applies
for the case where row sums are suppressed, on average resulting in an Accuracy of around 0.57.
This means that the statistical agency is recommended to suppress row sums, while privacy is
not harmfully reduced when data on column sums are released. Suppressing just column sums
leads to an Accuracy of around 0.63. On the other hand, information on the spatial distribution

of jobs may be helpful for several research projects.

Why is it that suppressing row sums is more challenging from a privacy concern than suppressing
column sums? Technically, it can be seen from the matrix of commuting flows in Table (1] that
all the rows have specific cells with some commuters below the cut-off value of 3. At the same
time, this is the case for 11 of the 12 columns of the matrix. Hence, the information loss of
suppression is somewhat lower for the columns. There are reasons to think this is not just a
coincidence specific to this data set. The observation that one column has large numbers reflects
the tendency of firms and jobs to cluster in, for example, a regional center, that is, town E in our
geography. This is due to urbanization economies and Marshallian agglomeration forces, giving
rise to economies of localization, resulting in a location pattern where jobs are spatially more

concentrated than the residential location pattern.
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6.2 Experimenting With the Cut-Off Suppression Value

The discussion above demonstrated that suppressing marginal totals may not be sufficient to
limit the disclosure of sensitive information. Another action from the statistical agency may
be to raise the cut-off value from suppressing cell information. Table [9] provides results from
experimenting with the cut-off value. The Accuracy is found to fall considerably with increasing
the cut-off value above 3. Correspondingly, the SRMSE is found to increase, but not to the
same degree. According to our experiments, however, there is a low difference in Accuracy and
SRMSE for cut-off values of 4 and 5. This reflects the nature of our data, representing a relatively
small population with only 12 zones and a modest variation in the number of low-valued cells in
the matrix of commuting flows. Also, remember that these values refer to only the part of the
commuting matrix that is suppressed. Hence, an approach resulting in a value of SRMSE around
0.65 represents a substantial improvement compared to a procedure where values are set to zero
in all suppressed cells. Even with a cut-off value of 5 observations in a cell, the entropy-based
approach of disclosing suppressed information may be removing a substantial source of bias in

estimating parameters in a spatial interaction model.

Table 7: Results based on various cut-off values.

(v,6) =(0.8,0.2)*

Suppression level |CELL| Y Acc. SRMSE

<3 1360 1748 0.5728 0.5739
<4 1561 2351 0.4478 0.6958
<5 1653 2719 0.4459 0.6538

7 Implementing Distance Information

It makes intuitive sense that a short distance increases the probability that the suppressed value
is close to H, ceteris paribus. This is according to the highly frequently cited Tobler’s first law of
geography, which states that “everything is related to everything else, but near things are more
connected than distant things” (Tobler, |1970). In the experiments discussed in this section, we
will see that the impact of distances depends on what information is available about the marginal
totals. It also matters somewhat how distances are defined in the model. The following two

alternatives were considered:

globally scaled distances; meaning that all distances are scaled relative to the longest observed

distance of all the (i, j)-combinations in the sample

locally scaled distances; meaning that all distances are scaled relative to the longest distance

observed for a specific origin .i
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If a town has a highly accessible location, with many job opportunities in surrounding areas, its
inhabitants may not consider long-distance commuting. The labor market accessibility, reflecting
the distances to relevant job opportunities, may vary systematically across the towns. Thus, the
hypothesis is that locally scaled distances capture relevant characteristics of the spatial structure
and potentially contribute to explaining both the observed commuting pattern in the region and
the spatial pattern of suppressed information. This hypothesis was supported in our experiments;
locally scaled distances outperform globally scaled distances in replicating the actual commuting

matrix.

In a standard spatial interaction model, commuting is exponentially deterred by distance. Hence,
if the distance between two towns is considerable, it appears more likely that the suppressed
value is small than when the distance is small. As Figure 1 illustrates, there are substantial
differences in distances between towns. As an example of how this could be implemented, we

suggest the following:

n%ax =Y Z Tz;t 111 l]t
ijt (i, )ES

~1-ps Y (exp [fij(H = Tij1)] —1) Q)

(L.))eF

~(1-p01-8) ¥ (exp[(1-d§)H-Ty)] 1)

(i,jeT!

where dG denotes geographical distance normalized to one by division by the largest distance in
the system. The effect of the term (1 — dg) is that a small T;j, leads to less penalty when the
distance between i and j is considerable than when it is small.

7.1 Information on Marginal Totals Is Provided

Introducing locally scaled distances in the transition term, as formulated by Equation [5] adds
nothing to disclose the suppressed data. The results are more or less identical to those correspond-
ing to the approach where fractions and transitions are accounted for, with (y,0) = (0.8,0.2),
with no care taken to distances. We have experimented with several other ways of implementing
distances into the objective function than what is represented by Equation [5| However, the
conclusion remains the same; none of these implementations led to significantly better perfor-
mance. Implementing distances in the objective function did not significantly lead to disclosing

suppressed values in the cases where the marginal sums are known.

Still, this does, of course, not on a general basis mean that distances should not be used in
disclosing suppressed data in a scenario where the marginal totals are known. Such an approach

is based on an appealing and theoretically sound hypothesis. Our results may reflect that

Side 32 aV



data are generated from a small geography with a low variation of values representing long-
distance commuting. We cannot rule out the possibility that adjusting for distances contributes
substantially to disclosing suppressed information in other test regimes, for example, based on
an actual data set from an extensive system of towns and cities. Further exploration of these

issues 18 left for future research.

7.2 Information on Marginal Totals Is Suppressed

Compared to the scenario where the sums of rows and columns are known, the evaluation of
adjusting for distances changes substantially in cases where marginal totals are suppressed.
Table [§| provides results for a case where row sums are suppressed. In comparing these results
to the last two columns of Table [6] it follows that distances employ a noticeable impact in
disclosing the correct number of workers in the suppressed cells. The accuracy increases from
around 0.56 to around 0.71 due to distance adjustments. Correspondingly, the SRMSE is reduced
from around 0.60 to around 0.43. While suppressing the marginal sums decreases the accuracy
efficiently, 60.6% of this reduction is recouped by implementing a local distance parameter
to the objective function’s entropy term ((7,8) = (0.8,0.2)%%). This supports the reasonable
hypothesis that distances generate more order and better fit in cases with sparse information on

suppressed information patterns.
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Table 8: Accounting for locally scaled distances in a case with known marginal sums and in a
case with suppressed row sums; (7,8) = (0.8,0.2)5“.

Year |CELL| Y Acc. SRMSE
1 66 89 0.5909  0.5000
2 67 85 0.6716  0.4517
3 66 80 0.7727  0.4308
4 65 77 0.6769  0.5129
5 69 84 0.7246  0.4638
6 73 93 0.6712  0.4501
7 67 84 0.7313 04134
8 64 76 0.7344  0.4708
9 65 78 0.7077  0.4848

10 64 77 0.7500  0.4156
11 68 89 0.7059 0.4144
12 66 88 0.6818  0.4523
13 67 91 0.6418  0.4407
14 67 85 0.7015  0.4307
15 70 94 0.7143  0.4538
16 65 78 0.7385 0.4623
17 68 86 0.7941 0.3588
18 72 97 0.7500  0.3711
19 75 108 0.7333  0.3586
20 76 109 0.7632  0.3393

1360 1748 0.7132  0.4324

As demonstrated in Section incorporating time series information improves disclosing
suppressed information in cases where the marginal sums are known. The results in Section[6.1]
on the other hand, demonstrated that time series information did not significantly add to the
performance in cases where marginal totals are suppressed. For distances, the results are the
opposite. Information on distances adds substantially to the potential of disclosing suppressed
information in instances where row and/or column sums are not known. We hypothesize
that the hard marginal total constraints limit the feasible space to such an extent that the soft
constraints from distance information do not provide any added value beyond what the time

series considerations provide.

The discussion in Section [6.2] demonstrated that raising the cut-off value of cell suppression
represents an efficient action to reduce the accuracy and preserve privacy in providing data. This
can, of course, also be done in cases where the marginal sums are suppressed. By comparing the
results in Table [9]to the results in Table[7] it once again follows that adjusting for information on

distances leads to a considerable increase in the Accuracy and a corresponding reduction in the
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SRMSE.

Table 9: Results based on various cut-off values in a case with suppressed row and column sums.

(7,8) = (0.8,0.2)%4

Suppression level  |CELL| Y Acc. SRMSE

<3 1360 1748 0.7132 0.4324
<4 1561 2351 0.6028 0.4590
<5 1653 2719 0.5590 0.4662

The replication matrix in Table [I0] refers to a cut-off value of 5. This matrix gives a clear
perception that entropy-based allocation of suppressed information is superior to assigning
a value of 0 in the relevant cells. Specifically, while the accuracy remains moderately high
at 0.5590, only around 4.6% of the 1653 predictions have a deviation greater than one from
the true values. Just 3 of the 1653 predictions deviate by more than two from the true values.
This justifies a hypothesis that entropy-based allocation of suppressed information removes a
potentially serious bias in estimating parameters representing spatial labor market mobility. This

hypothesis will be examined in the section to follow.

Table 10: The replication matrix corresponding to a procedure with entropy maximization and
distance adjustments in a case with a cut-off value of 5. Aggregated over all the years.

4 23 6 0 o0
60 579 127 11 0
13193 260 123 25

A W NN = O

0 1 6 20

8 Estimation Results Based on the Doubly Constrained Grav-
ity Model

As pointed out in Section the modified maximum entropy problem has as its solution a
multinomial logit model. In Equation (1| this model formulation was given by T;; = A;B je_BCif,
where Ay, ...,A,,B1,...,B, are constants and ¢;; a measure of spatial separation between an origin
i and a destination j, defined by the generalized cost of traveling from origin i to destination
j. The doubly constrained gravity model is an alternative, equivalent formulation of this
trip distribution model. In a commuting context, let O; represent the number of commuters

originating from town i, while D; is the observed number of trips with destination in zone
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J- Ai and Bj; are the balancing factors ensuring that }';7;; = O; and }; T;; = D;. A standard

formulation of a doubly constrained gravity model then is:

T;; = AiO:B;Dje Pei (6)
11
Ai=|Y.B;Dje Pei (7)
J i
Q-1
Bj = ZAiOie_ﬁcij (8)
i

For more details on the theoretical foundation of this model, see for instance Erlander and
Stewart (1990) or Sen and Smith (1995). O; and D; represent characteristics of the origin
and destination towns expected to influence the volume of work-related trips for the specific
combination of towns. It is reasonable, however, that the traffic volume of a specific origin-
destination combination is also affected by the spatial characteristics of the other towns in the
geography. As pointed out by, for example, Persyn and Torfs (2016), this is accounted for
by the balancing factors. Still, it can, in general, be argued that a spatial interaction model
should, in addition, account for spatial characteristics that are not captured by the balancing
factors. This can, for example, be done in terms of the competing destinations model, where a
measure of accessibility is included to account for the location relative to competing destinations
(Fotheringham (1983)) and Pellegrini and Fotheringham (2002)). Gitlesen and Thorsen (2000)
provide an interpretation of the competing destinations model in a commuting context and
demonstrate that this model is also relevant when commuting is the relevant form of spatial

interaction.

It is well known in the literature that leaving out relevant characteristics of spatial structure
introduces a source of estimation bias of spatial interaction parameters, see, for instance,
Tiefelsdorf (2003). Suppressed data is another source of biased statistical inference, see for
instance Carpenter et al. (2022) and Abowd and Schmutte (2016)) for a general discussion. This
paper considers potential bias resulting from suppressed information on commuting. The second
column of Table [l 1| provides an estimate of the distance deterrence parameter 3 following from
the standard doubly constrained gravity model in a case where no data are suppressed, that is,
for the true matrix of commuting trips. The standard errors of the parameter estimates from the

true matrix are estimated by bootstrapping and provided in the third column.

The fourth column of Table[TT] provides an estimate of the distance deterrence parameter in the

case with suppressed information, with a value of O in cells with less than H 4+ 1 commuters.
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The estimates do not deviate much from the estimates based on the non-suppressed matrix of
commuting flows. However, as illustrated in Figure [2] there is a systematic difference over
the years. Ignoring the suppressed information leads to consistently higher estimates of the
distance deterrence parameter. As mentioned in Section 2, Carpenter et al. (2022) claim that
bias may follow from the reasonable possibility that less populous geographies have a higher
share of suppressed cells. Similarly, in commuting, suppressed cells may mainly come about for

long-distance journeys to work.

The differences between the estimates from the non-suppressed and the suppressed matrices of
commuting trips are not significantly different from 0. A hypothesis that the estimates based on
the two matrices are equal cannot be rejected for any year in the period; the confidence interval
of all the estimated differences incorporates 0. When evaluating our approach’s performance,
we should keep in mind that there are two different sources of uncertainty in these matrices.
One source is purely random and is caused by the actions of a finite number of agents. The
other source is systematic and is caused by the suppression of data. Suppression of data will,
in most cases, lead to a lower number of long-distance commuters, leading to systematically
lower estimates for the distance deterrence parameter. A central finding in this paper is that our

methods reduce the systematic bias to such small numbers that it is effectively zero.

When the total population increases, the uncertainty due to random choices goes down. In an
artificial experiment, we split all the zones into two sub-zones. In the corresponding 24 x 24 trip-
distribution, we allocated the numbers in the original 12 x 12 trip-distribution to each 2 x 2 block.
The total number of agents in the system increased by four. As expected, the standard deviation
in the parameter estimates was roughly 50% of the original values. The optimal parameter values
changed, but when we compared the non-suppressed and suppressed matrices, the systematic
bias slightly increased. This hints that the systematic bias may dominate the random bias in a

system with many agents distributed across a geography with many zones.

The second last column of Table[IT|provide estimates of the distance deterrence parameter based
on commuting matrices where the suppressed information is disclosed by the methods explained
in the previous sections. These estimates refer to a data matrix where the marginal totals are
known, and they almost precisely match the corresponding estimates for the non-suppressed trip
distribution. To a slightly lower degree, this is also the case for the data matrix where marginal
totals are suppressed. The suppressed information is next disclosed by the procedure where the
entropy-based method is supplemented by locally scaled distances. The results based on this
case are not presented in Table [T} but they are illustrated in Figure 2] The curves marked in red
and blue overlap for the major parts and can only be distinguished from one another in a few
segments. Hence, from a practical point of view, the bias resulting from suppressed information

1s also removed in this case.

Side 37 aV



We have also experimented by varying the cut-off value for suppressing information in the cells
of the OD-matrix. As expected, higher cut-off values result in higher estimates of the distance
deterrence parameter. However, without entering into details, the increase is not found to be
very sensitive to the chosen cut-off value. The reason for this can be found by considering the
geography and the synthetic population underlying the experiments. Due to the considerable
computing time involved, we kept our agent-based population relatively small, distributed across
only 12 towns. As illustrated in Figure [I] the towns are organized into three clusters. The
distances are long between the three clusters but short between the towns within each cluster.
This explains a pattern of commuting flows with just a few commuters between towns belonging
to different clusters but considerable commuting between towns within the same cluster. See the
matrix of commuting flows in Table|l} In many, more densely populated geographies, a larger
continuum can be expected in both sizes and distances across towns and cities. The commuting
pattern will reflect more heterogeneity in sizes and distances, with more continuous variation
expected in the number of commuters between the different origin-destination combinations.
In such a case, the 3’5 are expected to be considerably more sensitive to the cut-off value of
cell suppression. Hence, cell suppression represents a source of seriously biased estimates and
predictions. However, entropy-based approaches to disclosing suppressed information are found

to have the potential to eliminate this source of bias.

Our experiments are run for a relatively sparsely populated geography. It is a reasonable
hypothesis that the estimation bias resulting from suppression is more severe and significant for
real geographies with more towns, more workers, and more substantial variation in distances,
particularly between towns far from each other. We leave the testing of such a hypothesis for

future research.
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Table 11: Estimates of the distance deterrence parameter  in a standard doubly-constrained
gravity model. Estimates based on an non-suppressed commuting pattern, a suppressed com-
muting pattern (H + 1 = 3), and by data where suppressed cells are disclosed by time-series
adjusted entropy maximization.

Non-suppressed Suppressed (y,6) = (0.8, 0_2)&,&’

Year Mean Std. Err. Mean Std. Err. Mean Std. Err.

2000 0.0659 0.00231 0.0667 0.00194 0.0659 0.00212
2001 0.0656 0.00198 0.0663 0.00222  0.0655 0.00211
2002  0.0659 0.00229 0.0665 0.00237 0.0658 0.00222
2003 0.0656 0.00198 0.0661 0.00217 0.0655 0.00191
2004 0.0633 0.00207 0.0639 0.00197 0.0633 0.00229
2005 0.0625 0.00213 0.0633 0.00212 0.0625 0.00211
2006 0.0629 0.00214 0.0636 0.00227 0.0630 0.00224
2007 0.0622 0.00212 0.0627 0.00234 0.0621 0.00204
2008 0.0610 0.00200 0.0616 0.00206 0.0610 0.00219
2009 0.0599 0.00205 0.0604 0.00205 0.0599 0.00206
2010 0.0596 0.00198 0.0600 0.00208 0.0596 0.00199
2011 0.0590 0.00197 0.0595 0.00204 0.0590 0.00187
2012 0.0575 0.00209 0.0580 0.00197 0.0575 0.00187
2013 0.0573 0.00198 0.0578 0.00189 0.0573 0.00191
2014 0.0585 0.00193 0.0591 0.00217 0.0585 0.00201
2015 0.0586 0.00206 0.0590 0.00197 0.0586 0.00196
2016 0.0588 0.00201 0.0592 0.00217 0.0588 0.00192
2017 0.0591 0.00196 0.0596 0.00213 0.0591 0.00203
2018 0.0604 0.00193 0.0609 0.00197 0.0603 0.00192
2019 0.0588 0.00215 0.0595 0.00212 0.0588 0.00188
Average 0.0611 0.00206 0.0617 0.00210 0.0611 0.00203
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Figure 2: B values for non-suppressed, suppressed, and predicted
((7,6) = (0.8,0.2)>) data sets.

9 Summary and Concluding Remarks

There has been a growing concern for privacy issues recently, reinforced by the increasing
access to microdata. This has been inducing statistical agencies to introduce statistical disclosure
limitations in releasing data. The most commonly used method for tabular data is cell suppression.
This represents a challenge for empirical research (Abowd & Schmutte, [2019), representing
a source of measurement error that may lead to biased parameter estimates and/or increased
standard errors (Carpenter et al., 2022). Hence, disclosure limitations come at a price regarding
a potential utility loss in research. In this paper, we discuss how this utility loss can be reduced

through attempts to disclose the information represented by the suppressed cells.

Journeys-to-work maybe not in itself represent a very sensitive type of information. However,
it has the potential of being linked to external data sources that can be subject to malicious
use by intruders. Our discussion is conducted in terms of a case where the spatial dimension
leads to cells in an origin-destination matrix with just a few commuters, facilitating identity
disclosures. In addition, our results are generally valid for other, more sensitive, social matters

than commuting.

Based on synthetic data mirroring the Norwegian population, we demonstrate that a constrained
entropy maximizing approach to a large degree succeeds in disclosing the information hidden
by suppressing information in cells with less than three commuters. The constraints represent
the marginal sums in the matrix of commuting trips, defining the given and known number

of workers living and working in each zone of the geography. We also demonstrate that
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incorporating information on time series in an entropy-maximizing approach adds significantly
to disclosing suppressed information. In contrast, data on distances does not turn out to be

relevant in the case with a cut-off suppression value of 3.

As pointed out by Abowd and Schmutte (2016), statistical limitation disclosure is ignorable
if correct inferences are made without explicitly accounting for SDL, but (Carpenter et al.,
2022) in general call for greater awareness in documenting the methods used in estimation
based on suppressed cell data sets. We provide estimates of the distance deterrence parameter
in a standard doubly constrained gravity model for data sets based on different treatments
of suppressed cells. Ignoring the information in the suppressed cells is found to cause a
bias, as expected, with an overvalued estimate of the distance deterrence in commuting. This
bias is, to a large degree, eliminated when entropy-based approaches disclose the suppressed
information. Quantitatively, these effects are not found to be strong for our synthetic data, but
ignoring suppressed information is demonstrated to be potentially harmful, and the results are
encouraging in the sense that they prove potential for entropy-maximizing approaches to avoid

biased estimates and predictions.

It is well known in the literature that if many linearly dependent statistics are available, there
is a substantial potential for a reconstruction attack, a reconstruction of confidential variables,
which is a data break (see, for instance, Abowd and Schmutte, 2019). The marginal sums in the
matrix of commuting flows are examples of this kind of statistics. What if statistical agencies
undertake a secondary suppression to avoid such attacks, that is, to suppress information on
the marginal sums? According to our results, leaving out information on marginal totals does
not lead to a substantial limitation of the possibility of disclosing suppressed information about
commuting trips. An alternative step to preserve privacy is that the statistical agency chooses to
increase the cut-off value of cell suppression. Still, our results demonstrate that an entropy-based
procedure can remove a substantial source of bias in cases with a higher cut-off value of cell

suppression.

Another problem we have addressed is the potential of integrating additional information
on the system into the entropy maximizing procedure, discussing the degree to which this
contributes to disclosing the suppressed information. In many cases, information on commuting
trips is available for several successive periods, like the 20 years period that we consider. In
addition, information is generally available on distances between alternative origin-destination
combinations of journeys to work. As mentioned above, information on time series is useful,
while data on distance are not in a case with known marginal totals. This conclusion is reversed
when we have no information on marginal totals. Distances contribute to significantly better
fit in such a case with sparse information on the pattern of suppressed information, while time

series information does no longer contribute. Based on our synthetic data experiments, we also
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found that the potential of an identity disclosure is not substantially increased if only row or

column sums are suppressed.

The waterfall chart in Figure [3] summarizes some of the results of different approaches to
disclosing suppressed information. First, a pure entropy maximization restores 75.37% of
the loss in accuracy that follows from suppressing all cells with less than three observations.
Accounting for time series information contributes to restoring another 5.07% of the initial
loss in accuracy. However, suppressing marginal totals and raising the cut-off value reduces
the accuracy considerably, but accounting for locally scaled distances between towns restores
a significant part of this loss. The accuracy restoration is found to more or less remove the

estimation bias of the distance deterrence parameter in a doubly constrained gravity model.

While marginal total suppression and increasing the cut-off value decreases the
prediction accuracy, incorporating distances recoups 60% of the suppression loss
Accuracy (%)

5.07 -23.16
75.37
e 14.04 -15.42
Adding time

series

55.9
Suppressing row Adding local Suppressing at
marginal totals distances <5
Entropy Total
Figure 3

The literature distinguishes between identity disclosure and inferential disclosure, where the
former can be argued to be the most important kind of disclosure to avoid (G. Duncan and
Lambert, Heldal and Fosen, Airoldi et al., and Abowd and Schmutte, 2016).
As stated in the introduction, Abowd and Schmutte (2016) claimed that it is, from a probabilistic
perspective, impossible to release data without compromising confidentiality. They also claim
that there should be less trepidation in using data that have been the subject of statistical
disclosure limitation; in general, it is not more serious than other sources of non-ignorable

missing data.

Abowd and Schmutte (2019) recommended that adding noise to the micro-data may be a better
alternative to suppression, and Abowd and Schmutte (2016) claimed that data-releasing agencies
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are becoming more open to the use of noise-inferred methods in producing data tables. This
is useful in reaching unbiased parameters, as opposed to what is in general following from
approaches with count-based suppression. On the other hand, estimates based on noise infusion
are less precise, which according to Chetty and Friedman (2019), is a crucial drawback and a
primary concern in much research. As a general recommendation, statistical agencies should be
encouraged to use methods that, to a low degree, limit the statistical validity of the study and, to
a high degree, makes it possible to reach results that correspond to the results that would follow

from actual data, with no measurement errors.

The main contribution of this paper is twofold. First, we demonstrate that suppressing the
information in cells with a low number of observations does not necessarily preserve privacy
adequately. Such an approach from the data releasing agency is opening for identity disclosure.
The agencies should consider suppressing marginal totals, using higher cut-off values, and/or
other methods, such as noise infusion. Second, our results strongly recommend that researchers
develop sound methods to adjust for suppressed information rather than just ignoring the cells by
setting the values equal to zero. Well-founded methods to adjust for suppressed information can
potentially remove a source of harmful bias in estimating basic parameters and prevent invalid
predictions, for instance, on important policy issues. Our study is performed from a spatial labor
market interaction perspective, but it is at least a reasonable hypothesis that these conclusions

are valid also from a more general perspective.
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