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Abstract 
This paper has the objective of applying machine learning models to predict the 

performance of private equity funds, to allow for more effective fund selection for investors in 

the private markets. Prior research has mainly focused on determining a probability of private 

equity funds exceeding a pre-defined rate of return, or on examining factors which influence 

the returns of said funds. We instead utilize the factors previously determined to influence 

private equity fund returns to train machine learning algorithms predicting the returns investors 

can expect to receive from the moment of making a primary investment into the fund, until the 

fund’s liquidation.  Due to it being the measure of choice for both general partners (GPs) and 

limited partners (LPs) in the private equity industry, we selected the Net Internal Rate of Return 

(NIRR) as our measure of return. We mainly source our data from PitchBook, which allows us 

to form a more extensive set of predictor variables, while supplementing this data with 

macroeconomic variables collected from public sources. To estimate predictor models, we 

apply machine learning methodologies including stepwise regression methods, such as the 

Akaike Information Criterion and Ridge, as well as more advanced methods consisting of 

Support Vector Machine and Bayesian Regularized Neural Networks. The latter enables us to 

add flexibility into our models by considering interaction effects between predictor variables. 

Our models show favorable results, with the Support Vector Machine giving the strongest 

performance on in-sample data, delivering a mean squared error (MSE) value of 0.0072. This 

does however come at the expense of weaker performance on the out-of-sample data, with the 

model achieving an MSE of 0.0538 on the test set, likely implying that the model overfits the 

data when calculating the algorithm for the training set. This is compensated by the linear 

Akaike Information Criterion model performing quite strongly on the out-of-sample, 

displaying an MSE value of 0.0370. 
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Terminology 
PE – Private Equity 

GP – General Partner 

LP – Limited Partner 

PPM – Private Placement Memorandum 

NAV – Net Asset Value 

NIRR – Net Internal Rate of Return 

TVPI – Total Value to Paid-In (Capital) 

PME – Public Market Equivalent  

CF – Cash Flow 

MUSD – Million United States Dollars 

ML – Machine Learning 

NN – Neural Network 

SVM – Support Vector Machine 

MSE – Mean Squared Error  

OVR – One-Versus-Rest 

LDA – Linear Discriminant Analysis 

SVC – Support Vector Classification 

AUC – Area Under the (ROC) Curve 

OLS – Ordinary Least Squares 

SEC – U.S. Securities and Exchange Commission 

ESG – Environmental, Social, and Governance 

M&A – Mergers & Acquisitions  

GICS – Global Industry Classification Standard 

LOOCV – Leave-One-Out Cross-Validation  

SVR – Support Vector Regression 

RBF – Radial Basis Function 
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1. Introduction 
Research shows that private equity achieves higher returns and lower volatility than the 

S&P 500, an often-used benchmark of public market performance (Cambridge Associate LLC, 

2022). Additionally, private capital median net IRRs exceeded 10% on average, making private 

equity an attractive asset class, as illustrated in Figure 1. Due to a decline in the number of 

IPOs (Gupta, Koller, & Stumpner, 2021), an extended period of low interest rates, a decline in 

the number of public firms, a rise in unicorn firms that stay private longer, and other geo-

political considerations, the public markets have become less attractive relative to the private 

market. However, private markets have historically been a domain solely for institutional 

investors on the background of the industry’s restrictive entry requirements. A minimum 

requirement of a $5 million initial investment has been a requirement to be accepted as a 

Qualified Purchaser, which effectively excluded non-institutional investors from the private 

market (Investment Company Act of 1940, 1940).  

 

Figure 1: PE returns compared to S&P500 returns (Moonfare GmbH, 2022) 

The SEC is however exploring ways to democratize private markets. In 2020, they 

amended the definition of “Accredited Investor” and expanded the definition of “Qualified 

Institutional Buyer” in the Securities Act of 1933 (Securities and Exchange Commission, 

2020). This change meant that individuals with either a minimum annual income of $200,000 

or net worth of $1 million could gain accreditation. The new definition covers around 13.6 

million US households, 1.5 million Qualified Purchaser households, and 75% of total wealth 
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in America. In June 2020, the U.S. department of Labor published an information letter 

clarifying that under the Employee Retirement Income Security Act of 1974 fiduciaries of 

401(k) plans are allowed to include diversified investment options with private equity exposure 

if certain requirements are met (Paul Hastings, 2020). The Investment Company Act of 1940 

aims to achieve more stringent reporting requirements, lower investment minimums, leverage 

limits, simpler tax reporting requirements, and the creation of independent boards designed to 

represent shareholders’ interests. 

Due to the composition of private markets, they can provide opportunities for excess or 

uncorrelated returns. A decline in the number of listed companies (U.S.) from 8,090 in 1996 to 

4,266 in 2019 have made true diversification without access to the private market increasingly 

difficult (The World Bank, 2022). There are currently 1,191 privately held start-ups with 

valuations of over $1 billion (unicorns) and a total valuation of $3,682 billion (CB Insights, 

2022). Additionally, portfolios and institutional investors allocate on average around 15-20% 

of their investments to private equity and top-decile performers often have 40% or more of 

their portfolio in private markets, suggesting that an allocation to private markets is necessary 

for successful portfolio management (Sexton & Veronis, 2021).  

Despite the positive prospects, the actual return of a private equity fund is difficult to 

measure accurately (McSwain, 2019). Returns are often presented as “net to limited partner”, 

but with a disclosure that “due to the fundamental differences between [how private equity and 

public market returns are calculated], direct comparison … is not recommended.” For a more 

accurate means of comparing private investment performance relative to public alternatives, 

“investors should look to adjusted public market returns.” Furthermore, “the timing and 

magnitude of fund cash flows are integral to the … performance calculation.” Thus, funds can 

use “fund level engineering” that may “optically boost” the limited partner returns by 3% or 

more. This boosting implies that private equity funds advertise returns that ‘over some periods 

of time’, ‘no client received’.  

Critics have also expressed concern regarding the democratization of the private market 

in that this might “worsen wealth inequality by sucking a huge pile of money out of the pockets 

of workers saving for retirement and shepherding it to the few fabulously wealthy owners of 

private equity firms” and about investment options that are too risky or complex for retail 

investors to evaluate (Alon-Beck, 2020). Howard Marks, CFA, noted that there is no easy way 

to evaluate private investment returns and so “complex, multi-dimensional analysis is 

required.” With higher fees, lower liquidity, and less regulatory oversight retail investors would 
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not have the same protection and available information as they do in public markets, while 

having increased risk. A report on motivation among managers show 28% report staying in the 

investment industry to help clients and 36% believing that acting in their clients’ best interests 

implies taking on career risk.  

SEC Office of Compliance Inspections and Examinations issued a Risk alert in June 

2020 about problems identified when examining enforcement actions involving private fund 

advisers (Office of Compliance Inspections and Examinations, 2020). This alert addresses a 

lack of disclosures of potential conflicts of interest, excessive fees charged, and a lack of 

policies and procedures regarding codes of ethics and insider trading.  

First-generation retail-investor focused private equity funds incurred problems with 

inconsistent performance, liquidity mismatch issues, higher fees and being less aligned with 

shareholders (Sexton & Veronis, 2021). Distributions that were paid out came out of offering 

proceeds, leverage was utilized improperly, and the underlying beta coefficient was hidden 

behind the notion of a fund being “non-traded”. However, larger private equity investment 

managers are increasingly entering the investor-focused private market and have brought with 

them institutional style pricing, structure, transparency, and information. By providing access 

to experienced managers, the SEC could enhance protection of retail investors by introducing 

a “scale and experience” criteria for managers (Comittee on Capital Markets Regulation, 2019). 

Additionally, limiting retail access to managers with an institutional investor base may help 

ensure that investors are exposed to experienced private markets managers only. For example, 

requiring regulated funds of private funds to only invest in private funds that accepts more than 

a certain percentage of their capital commitments from institutional investors. This is to the 

benefit of retail investors, as institutional investors negotiate favorable terms for their 

investments and provides an opportunity for retail investors to achieve incentive alignment 

with institutional investors. 

Commentators recommends embracing regulated funds, as their legal structure 

provides core investor protections and regulated funds are managed by registered investment 

advisers who owe a fiduciary duty to the fund through being subject to oversight of an 

independent board, as well as distributing investments and their payoffs through intermediaries 

who must act in the best interests of the investors. A regulated fund also designs a diversified 

portfolio with the intention of reducing the risk that losses at any one underlying company will 

outweigh successful investments. These funds also have substantial resources and sophisticated 
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routines for reviewing and performing due diligence of investments on behalf of the fund’s 

investors.  

Private investment funds should be interested in tapping the individual investor market. 

An increase in global individual investable assets is also expected from $70T in 2018 to $106T 

in 2025 (Finley, 2019). With an average allocation of less than 5% to alternative investment 

among individual investors, compared to almost 30% for pension funds and individual 

investors, there is certainly potential for further allocation to private markets with increased 

access for retail investors. 

By creating an easy-to-apply algorithm that only utilizes variables with a proven 

correlation to the net internal rate of return and total value paid-in, retail investors can make 

informed investment choices in private markets. The advantages of this include higher average 

returns to investors and a larger private equity market with a better structure for allocating 

capital to sound ideas and companies. By defining a linear model and using stepwise selection, 

we clearly define the variables which are relevant for investors looking for sound investments 

in the private equity market. Furthermore, we use machine learning techniques to build 

prediction models. These include support vector regression and neural networks. Although 

these methods have more flexibility and are thus better able to model non-linear relationships 

between the predictors and the response variables, they are also dependent on large datasets. 

Additionally, such flexible models are also more prone to overfitting, which we also find in 

our results. While the support vector regression model achieves a much lower MSE on in-

sample data, it also has a marked decline when used on out-of-sample data. 

Thesis Outline 

This thesis will include seven sections. In Section 2 (Related Literature), we describe 

past literature where machine learning methods have been used as a tool for predicting private 

equity performance. Further, in Section 3 (Theory), and more specifically in Section 3.1 

(Private Equity), the details regarding private equity which are necessary for understanding this 

paper are described. In the following section, 3.2 (Machine Learning), a broad overview of the 

field of Machine Learning is presented. Section 4 (Data) contains three sections which 

describe: the process of selecting relevant data, 4.1 (Data Selection), the process of 

transforming this data into a suitable dataset, 4.2 (Data Transformation), and the final dataset  

overview, 4.3 (Dataset Overview). In Section 5 (Methodology), we go further into details 

regarding the approach we have used for building prediction models. Firstly, theory regarding 

routines for reviewing and performing due diligence of investments on behalf of the fund's

investors.
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the statistical phenomenon of overfitting is presented in 5.1 (Test-Train and Overfitting). Next, 

the methods for building prediction models are presented in 5.2 (Ordinary Least Squares), 5.3 

(Ridge Regression), 5.4 (Support Vector Regression), and finally 5.5 (Artificial Neural 

Networks). In Section 6 (Results), a two-part analysis of the results is presented as 5.1 (Models’ 

precision) where we compare the prediction accuracy of the models and in 5.2 (Analysis of 

Coefficients), where we take a detailed look at the coefficients. Finally, in Section 7 

(Conclusion), and more specifically in 7.1 (Conclusion), we present a summary of this paper, 

and in 7.2 (Biases, Limitations & Further Research), we describe biases and limitations that 

may have affected the results in this paper as well as proposals for further research. 
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2. Related Literature  
This section will provide an overview of previous literature concerning the use of 

machine learning in predicting private equity performance. As computational power is 

becoming increasingly commercially available, several papers have been written recently with 

the aim of predicting performance in private equity. Since the processing power needed to 

estimate complex prediction models has not been available for long, related literature is 

relatively new and leaves many fields to be explored and discoveries to be refined. 

In 2019, a master thesis was written about machine learning- and survival prediction 

models for decision support in the private equity market (Tiozzo & Morales, 2019). Using 

random forest and neural network models, in both the multilayer perceptron and long short-

term memory configurations, the authors predict the probability associated to the future state 

of a private company. These states are involve being acquired, going bankrupt, staying private 

or going public. Both the neural networks and random forest models provided strong results in 

terms of predictive performance. The tuned random forest model reaches a high accuracy on 

each one-versus-rest (OVR) classification and very high minority class recall. 

This paper suggests that there are significant relationships identifiable by machine 

learning models, which can be used to reliably predict a private equity fund performance. An 

unpublished paper by Pachnanda and Raj further confirms this, by using machine learning to 

predict a constructed target variable that assumes the value of 1 if the predicted public market 

equivalent (PME) is above 1 and 0, otherwise. The PME used in this case is the measure defined 

by Kaplan & Schoar, which equals the ratio of total distributions over contributions, discounted 

with a public market index. Their best models; Logistic, Linear Discriminant Analysis (LDA), 

and Support Vector Classification (SVC), achieve an accuracy of 69 % and an Area under the 

ROC Curve (AUC) of 0.56.  

An article by asset management firm Unigestion shows how professionals investors are 

beginning to use machine learning models to complement the due diligence process and 

achieve higher returns (Sigrist & Perfetto, 2019). Unigestion uses Ordinary least squares 

(OLS), gradient boosting and random forest models as complements to human judgment. The 

models are designed to determine the probability that a fund’s performance will exceed a pre-

defined hurdle rate. These papers focus on classification, however, few of them attempt to 

perform a quantitative prediction of returns at liquidation with variables known at close. This 

is the area of research we are attempting to pioneer and hopefully spur further research in. 
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equivalent (PME) is above l and 0, otherwise. The PME used in this case is the measure defined

by Kaplan & Schoar, which equals the ratio of total distributions over contributions, discounted

with a public market index. Their best models; Logistic, Linear Discriminant Analysis (LDA),

and Support Vector Classification (SVC), achieve an accuracy of 69 % and an Area under the

ROC Curve (AUC) of 0.56.

An article by asset management firm Unigestion shows how professionals investors are

beginning to use machine learning models to complement the due diligence process and

achieve higher returns (Sigrist & Perfetto, 2019). Unigestion uses Ordinary least squares

(OLS), gradient boosting and random forest models as complements to human judgment. The

models are designed to determine the probability that a fund's performance will exceed a pre-

defined hurdle rate. These papers focus on classification, however, few of them attempt to

perform a quantitative prediction of returns at liquidation with variables known at close. This

is the area of research we are attempting to pioneer and hopefully spur further research in.
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3. Theory 

3.1 Private Equity 

Private equity can broadly be defined as the universe of investments into non-publicly 

trading companies by private equity houses specialising in such investments (Lerner, Leamon, 

& Hardymon, 2012).  Private equity houses usually have three main investment types – 

Buyouts, Venture, and Growth Equity. Buyouts involve purchasing a majority stake in mature 

companies which generate profit, and using the majority stake for active management and 

operational improvement of companies, in order to later exit these companies for a profit. 

Buyout funds often finance their acquisition of companies with a portion of debt, giving rise to 

the term “leveraged buyouts”. Venture on the other hand, focuses on minority stakes in younger 

companies which are not yet profitable but have high growth potential. As this involves a 

higher risk, there is less leverage used in Venture.  Finally, Growth Equity combines the two 

previous private equity types by focusing on minority stakes in mature companies which need 

capital for a transformation of the company with potential for high growth. 

3.1.1 Fund Structure 

Private equity funds are structured as financial vehicles with a limited lifetime which 

usually last for 10-15 years (Lerner, Leamon, & Hardymon, 2012). Two main players usually 

take part in a private equity fund – the general partner (GP) and the limited partners (LPs). The 

general partner is the management of the fund, comprised of partners from the private equity 

firm which launches the fund, and these have the task of finding and acquiring promising 

companies, managing these investments and operationally improving the companies, and later 

exiting the investments for a higher value than they were bought for, generating profit. 

Meanwhile, as general partners need capital to conduct their investments, limited partners 

include investors who provide capital to the general partners’ funds. Limited partners do not 

involve themselves in the active management of a fund, as this is the duty of the general partner. 

Potential investors usually receive a Private Placement Memorandum (PPM) from the general 

partner, describing the fund’s strategy of how the fund plans to generate profit, the experience 

of the management team, and potentially previous funds the management team has launched 

and their performance. 

General partners are compensated for their work in managing the limited partners’ 

capital through two ways. Firstly, similarly to mutual funds, private equity fund managers 

3. Theory

3.1 Private Equity

Private equity can broadly be defined as the universe of investments into non-publicly

trading companies by private equity houses specialising in such investments (Lemer, Leamon,

& Hardyrnon, 2012). Private equity houses usually have three main investment types -

Buyouts, Venture, and Growth Equity. Buyouts involve purchasing a majority stake in mature

companies which generate profit, and using the majority stake for active management and

operational improvement of companies, in order to later exit these companies for a profit.

Buyout funds often finance their acquisition of companies with a portion of debt, giving rise to

the term "leveraged buyouts". Venture on the other hand, focuses on minority stakes in younger

companies which are not yet profitable but have high growth potential. As this involves a

higher risk, there is less leverage used in Venture. Finally, Growth Equity combines the two

previous private equity types by focusing on minority stakes in mature companies which need

capital for a transformation of the company with potential for high growth.

3.1.1 Fund Structure

Private equity funds are structured as financial vehicles with a limited lifetime which

usually last for 10-15 years (Lemer, Leamon, & Hardyrnon, 2012). Two main players usually

take part in a private equity fund- the general partner (GP) and the limited partners (LPs). The

general partner is the management of the fund, comprised of partners from the private equity

firm which launches the fund, and these have the task of finding and acquiring promising

companies, managing these investments and operationally improving the companies, and later

exiting the investments for a higher value than they were bought for, generating profit.

Meanwhile, as general partners need capital to conduct their investments, limited partners

include investors who provide capital to the general partners' funds. Limited partners do not

involve themselves in the active management of a fund, as this is the duty of the general partner.

Potential investors usually receive a Private Placement Memorandum (PPM) from the general

partner, describing the fund's strategy of how the fund plans to generate profit, the experience

of the management team, and potentially previous funds the management team has launched

and their performance.

General partners are compensated for their work in managing the limited partners'

capital through two ways. Firstly, similarly to mutual funds, private equity fund managers
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receive a fixed management fee annually, which is usually set at 1.5-2.5% of the amount the 

limited partners have committed to the fund, i.e., have agreed to invest in the fund. 

Additionally, private equity fund managers receive a variable compensation – “carried 

interest”, which is defined as a percentage of the fund’s profits received by the general partner 

after the limited partners receive their initial investment amount back. The carried interest is 

often set at 20% of profits after the limited partners’ initial investment amount is returned. Such 

non-equal distribution of returns through the variable carried interest incentivizes the general 

partner to work most efficiently with managing the fund and its portfolio companies. The 

structure of a private equity fund is summarized in Figure 2. 

 

Figure 2: PE Fund Structure 

3.1.2 Fund Lifecycle 

Private equity funds’ lifecycle involves four phases, the first of which is the fundraising 

phase which usually lasts in the interval of half a year to two years (Lerner, Leamon, & 

Hardymon, 2012). During this time period, the general partners look for limited partners who 

are interested in investing capital in the fund. Upon finding investors who are in total willing 

to invest an amount equal to the fund manager’s target fund size, the fund is considered 

“closed”, and new entrants are not allowed to directly invest in the fund. The existing investors 

are then referred to as primary limited partners, and the amount they have agreed to invest in 

the fund during its lifecycle is referred to as committed capital. Past this point, new investors 

can only enter the fund through purchasing a stake from the existing primary investors in what 

is considered a secondary transaction.  

Beyond the fundraising phase, the investing phase starts, which can take up to six years 

(Lerner, Leamon, & Hardymon, 2012). In this phase, the general partner makes contribution 

calls which require the limited partners to send in a part of their committed capital to the fund, 

while the general partner finds and conducts private investments into companies. The 

companies can either be privately held to begin with, or publicly traded, in which case the 
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calls which require the limited partners to send in a part of their committed capital to the fund,

while the general partner finds and conducts private investments into companies. The
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private equity fund delists the company after purchasing it. Next, the holding phase begins, 

which involves the fund management using their expertise to actively manage their portfolio 

companies and direct them towards operational improvement, maximizing the value of the 

portfolio companies. The final phase is the divestment phase, where the general partner exits 

the portfolio companies, and distributes to the limited partners their share of the fund’s capital. 

Most often used exit strategies in this phase involve an Initial Public Offering (IPO), selling 

the company to a strategic buyer, i.e., an industry competitor, or performing a secondary 

buyout, i.e., selling the company to a different private equity fund. During both the investment 

and divestment phase, the valuation of portfolio companies which are first bought and then 

exited is based on an EV/EBITDA valuation multiple at transaction date for Buyout funds. In 

contrast, as Venture funds invest in earlier stage companies which are not yet profitable, the 

valuation of their portfolio companies at transaction date is based on an EV/Revenue multiple. 

The obvious exception from this involves exiting portfolio companies with an IPO, where the 

companies are valued to their share price on the market for both Buyout and Venture funds. 

After limited partners have received their share of the fund’s capital, the fund is considered 

liquidated. Figure 3 summarizes the contributions and distributions of capital to limited 

partners during a private equity fund’s lifecycle, which due to its shape bears the name J-curve. 

 

Figure 3: Fund Lifecycle’s J-curve 

Upon liquidating a successful fund, general partners often launch a new fund with the 

same investment theme, although this can happen before the previous fund’s liquidation. This 

gives a sequence of fund series, which is a series of funds from the same fund manager with 

the same investment theme. These funds often include a sequence number in their name. 

Additionally, the fund manager can choose to expand into a different investment theme, giving 

rise to multiple fund series.  
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Upon liquidating a successful fund, general partners often launch a new fund with the

same investment theme, although this can happen before the previous fund's liquidation. This

gives a sequence of fund series, which is a series of funds from the same fund manager with

the same investment theme. These funds often include a sequence number in their name.

Additionally, the fund manager can choose to expand into a different investment theme, giving

rise to multiple fund series.
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3.1.3 Measures of Performance 

Net IRR (NIRR) 

The NIRR is the most used measure of evaluating returns by limited partners and 

general partners (PitchBook, 2022a). IRR is defined as the discount rate which makes the net 

present value (NPV) of future cash flows to limited partners equal to zero. While Gross IRR is 

the IRR before deducting fund managements’ fees and carried interest, Net IRR is the IRR 

when these components of management compensation have been subtracted from cash flows. 

As such, the calculation of NIRR can be presented through the following formula: 

𝑁𝑁𝑁𝑁𝑁𝑁 = ∑ 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛 − 𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑛𝑛 − 𝑀𝑀𝑀𝑀𝐷𝐷𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀𝑀𝑀𝑀𝑀𝑛𝑛 − 𝐶𝐶𝑀𝑀𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀𝐶𝐶𝐶𝐶𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑀𝑀𝐷𝐷𝐷𝐷𝑛𝑛
(1 + 𝑁𝑁𝐶𝐶𝑁𝑁𝑁𝑁)𝑛𝑛

𝑁𝑁

𝑛𝑛=0
 

Where: 

𝑁𝑁 = 𝐿𝐿𝑀𝑀𝐷𝐷𝑀𝑀𝐷𝐷ℎ 𝐷𝐷𝑜𝑜 𝐷𝐷ℎ𝑀𝑀 𝑜𝑜𝐷𝐷𝐷𝐷𝐶𝐶′𝐷𝐷 𝑙𝑙𝐷𝐷𝑜𝑜𝑀𝑀𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑀𝑀 

Essentially, NIRR is similar to annualized return which is used for evaluating public 

markets returns, with the exception being that unlike annualized return, NIRR accounts for 

irregularities in terms of timing and size of cash flows (PitchBook, 2022a). Nevertheless, the 

measure has some drawdowns, the first of which being that it assumes the distributions to the 

investors are reinvested at the same rate of returns along the time horizon, which is not aways 

realistic. Additionally, NIRR does not show the total return of the investment. Thus, while a 

fund might display a high NIRR, if its lifetime only lasted for 3 years, the total change in the 

invested amount might not be too significant, which would not be captured through the NIRR 

measure. 

TVPI 

An approach for reducing the drawdowns of the NIRR measure is by supplementing it 

with the use of a Cash Multiple, which shows the total return of the investment (PitchBook, 

2022b). The most commonly used Cash Multiples for evaluating private equity returns include 

DPI, RVPI and TVPI. The first from the list, Distributions to Paid-In (DPI), is calculated by 

dividing the distributed capital by the capital contributed by investors: 

𝐷𝐷𝑁𝑁𝐶𝐶 = 𝑇𝑇𝐷𝐷𝐷𝐷𝑀𝑀𝑙𝑙 𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
𝑇𝑇𝐷𝐷𝐷𝐷𝑀𝑀𝑙𝑙 𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 
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N
_ Distributionsn - Contributionsn - ManagementFeen - Carriedlnterestn

NPV - L (1 + NIRR)n
n=O

Where:

N= Length of the fund's lifecycle
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realistic. Additionally, NIRR does not show the total return of the investment. Thus, while a

fund might display a high NIRR, if its lifetime only lasted for 3 years, the total change in the

invested amount might not be too significant, which would not be captured through the NIRR
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TVPI

An approach for reducing the drawdowns of the NIRR measure is by supplementing it

with the use of a Cash Multiple, which shows the total return of the investment (PitchBook,

2022b). The most commonly used Cash Multiples for evaluating private equity returns include

DPI, RVPI and TVPI. The first from the list, Distributions to Paid-In (DPI), is calculated by

dividing the distributed capital by the capital contributed by investors:

Total distributions
D P l = - - - - - - - -

Total contributions
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Further, Remaining Value to Paid-In (RVPI) shows the expected future distributions 

divided by the capital contributed by investors. Expected future distributions are assumed to 

be the unrealized value which remains in the fund, also referred to as Net Asset Value (NAV): 

𝑁𝑁𝑁𝑁𝑁𝑁𝐶𝐶 = 𝑈𝑈𝐷𝐷𝐷𝐷𝑀𝑀𝑀𝑀𝑙𝑙𝐷𝐷𝑈𝑈𝑀𝑀𝐶𝐶 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝑀𝑀 𝐷𝐷𝑜𝑜 𝑜𝑜𝐷𝐷𝐷𝐷𝐶𝐶 (𝑁𝑁𝑁𝑁𝑁𝑁)
𝑇𝑇𝐷𝐷𝐷𝐷𝑀𝑀𝑙𝑙 𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  

The Total Value to Paid-In (TVPI) is the sum of DPI and RVPI. Hence, it shows total 

value which investors have received and can expect to receive from the fund before the end of 

the fund’s lifecycle compared to the invested amount. As a fund moves closer to the end of its 

lifecycle, it exits its unrealized investments, meaning the RVPI will decrease, transferring its 

value to DPI, which increases. TVPI and its components are summarized in the formula below: 

𝑇𝑇𝑁𝑁𝑁𝑁𝐶𝐶 = 𝐷𝐷𝑁𝑁𝐶𝐶 + 𝑁𝑁𝑁𝑁𝑁𝑁𝐶𝐶 = 𝑇𝑇𝐷𝐷𝐷𝐷𝑀𝑀𝑙𝑙 𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + 𝑈𝑈𝐷𝐷𝐷𝐷𝑀𝑀𝑀𝑀𝑙𝑙𝐷𝐷𝑈𝑈𝑀𝑀𝐶𝐶 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝑀𝑀 𝐷𝐷𝑜𝑜 𝑜𝑜𝐷𝐷𝐷𝐷𝐶𝐶
𝑇𝑇𝐷𝐷𝐷𝐷𝑀𝑀𝑙𝑙 𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  

 

PME 

An alternative to traditional returns measures in private equity is the Public Market 

Equivalent (PME) (PitchBook, 2022a). PME comes in different variants, and was developed 

to allow for comparing private equity returns to that of public markets. Originally, due to 

private equity investments being illiquid and the timing of them being inconsistent, comparing 

them to public markets would become difficult. PME deals with this issue by handling limited 

partner contributions as purchases of shares in a stock market index, and distributions as sale 

of these shares. By doing so, PME shows the market-adjusted returns from investing in a 

specific private equity fund (Harris, Jenkinson, Kaplan, & Stucke, 2022). A commonly used 

approach for converting IRR to PME is through the PME+ variant developed by Rouvinez 

(2014). PME+ can be presented through the following formula: 

𝑁𝑁𝑀𝑀𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃+,𝑇𝑇 = ∑(𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑠𝑠 − 𝜆𝜆𝑇𝑇 ∗ 𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑠𝑠) ∗ 𝐶𝐶𝑡𝑡
𝐶𝐶𝑠𝑠

𝑡𝑡

𝑠𝑠=0
 

Where: 

𝐶𝐶𝑠𝑠 = 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝑀𝑀 𝐷𝐷𝑜𝑜 𝐷𝐷𝐷𝐷𝐶𝐶𝑀𝑀𝑖𝑖 𝑀𝑀𝐷𝐷 𝐶𝐶𝑀𝑀𝐷𝐷𝑀𝑀 𝐷𝐷 

𝜆𝜆𝑇𝑇 = (𝑆𝑆𝐶𝐶 − 𝑁𝑁𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃, 𝑇𝑇)
𝑆𝑆𝑑𝑑

 

Further, Remaining Value to Paid-In (RVPI) shows the expected future distributions

divided by the capital contributed by investors. Expected future distributions are assumed to

be the unrealized value which remains in the fund, also referred to as Net Asset Value (NAV):

Unrealized value of fund (NAV)
RVPI = T l .b .ota contn utions

The Total Value to Paid-In (TVPI) is the sum of DPI and RVPI. Hence, it shows total

value which investors have received and can expect to receive from the fund before the end of

the fund's lifecycle compared to the invested amount. As a fund moves closer to the end of its

lifecycle, it exits its unrealized investments, meaning the RVPI will decrease, transferring its

value to DPI, which increases. TVPI and its components are summarized in the formula below:

Total distributions+ Unrealized value of fund
TVPI = D P I + RVPI = - - - - - - - - - - - - - - - -

Total contributions
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An alternative to traditional returns measures in private equity is the Public Market

Equivalent (PME) (PitchBook, 2022a). PME comes in different variants, and was developed

to allow for comparing private equity returns to that of public markets. Originally, due to

private equity investments being illiquid and the timing of them being inconsistent, comparing

them to public markets would become difficult. PME deals with this issue by handling limited

partner contributions as purchases of shares in a stock market index, and distributions as sale

of these shares. By doing so, PME shows the market-adjusted returns from investing in a

specific private equity fund (Harris, Jenkinson, Kaplan, & Stucke, 2022). A commonly used

approach for converting IRR to PME is through the PME+ variant developed by Rouvinez

(2014). PME+ can be presented through the following formula:

t

PMEPME+ r = ( c o n t r i b u t i o n s - Å r * distributions) * le' L I
s=O s

Where:

Is = value of index at da te s

(Sc - NAVp£,T)
Å r = - - - - - -

Sd
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𝑆𝑆𝐶𝐶 = ∑ (𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑠𝑠 ∗ 𝐶𝐶𝑇𝑇
𝐶𝐶𝑠𝑠

)
𝑇𝑇

𝑠𝑠=0
 

𝑆𝑆𝑑𝑑 = ∑(𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑠𝑠 ∗ 𝐶𝐶𝑇𝑇
𝐶𝐶𝑠𝑠

)
𝑇𝑇

𝑠𝑠=0
 

Lambda is chosen such that: 

𝑁𝑁𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃+,𝑇𝑇 = 𝑁𝑁𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃,𝑇𝑇 

IRR is then calculated as cashflows: 

𝑁𝑁𝑀𝑀𝐸𝐸+𝑇𝑇= 𝐶𝐶𝑁𝑁𝑁𝑁(𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷, 𝜆𝜆𝑇𝑇, 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷, 𝑁𝑁𝑁𝑁𝑁𝑁𝑃𝑃𝑃𝑃,𝑇𝑇) 

Additionally, PME can be used to convert a Cash Multiple, such as TVPI, into a public 

market equivalent. This is most commonly done through the use of Kaplan Schoar PME, 

developed for this purpose by Steve Kaplan and Antoinette Schoar (2005). This version of 

PME can be calculated through the following approach: 

𝐾𝐾𝑆𝑆 − 𝑁𝑁𝑀𝑀𝐸𝐸 = 𝑀𝑀𝑁𝑁(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷)
𝑀𝑀𝑁𝑁(𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) 

With: 

𝑀𝑀𝑁𝑁(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = ∑(𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝐷𝐷) ∗ 𝐶𝐶𝑇𝑇
𝐶𝐶𝑡𝑡𝑡𝑡

) 

𝑀𝑀𝑁𝑁(𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) = ∑(𝐶𝐶𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷(𝐷𝐷) ∗ 𝐶𝐶𝑇𝑇
𝐶𝐶𝑡𝑡

)
𝑡𝑡

 

𝐶𝐶𝑠𝑠 = 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝑀𝑀 𝐷𝐷𝑜𝑜 𝐷𝐷𝐷𝐷𝐶𝐶𝑀𝑀𝑖𝑖 𝑀𝑀𝐷𝐷 𝐶𝐶𝑀𝑀𝐷𝐷𝑀𝑀 𝐷𝐷 

PME for its part also has numerous limitations. One of these involves that the measure 

only shows the value of a private equity investment if these funds were invested in a stock 

market index, however, without comparison to the actual IRR of the fund, this measure does 

not give extensive insights and cannot be used for a private equity fund evaluation. 

Furthermore, PME+ calculates the resulting PME by scaling the distributions to fit with an 

investment in a stock market index. However, this comes at the expense of resulting cash flows 

from the index being mismatched to that of the private equity fund.  

r

S c = L( c o n t r i b u t i o n s * : )
s=O

r

Sd = L(dis t r ibut ions * r )
s=O s

Lambda is chosen such that:

NAVPME+,r = NAVPE,r

IRR is then calculated as cashflows:

PME+ r = IRR(Contributions, År, Distr ibut ions, NAVPE,r)

Additionally, PME can be used to convert a Cash Multiple, such as TVPI, into a public

market equivalent. This is most commonly done through the use of Kaplan Schaar PME,

developed for this purpose by Steve Kaplan and Antoinette Schaar (2005). This version of

PME can be calculated through the following approach:

FV (Dist r ibut ions)
K S - P M E = F V ( C .b . )ontn ut ions

With:

FV(Dist r ibut ions) = (D is t r ibu t ions( t ) * I r )L It
t

FV (Contr ibut ions) = (Contr ibut ions( t ) *1
r)L It

t

Is = va lue of index at d a t e s

PME for its part also has numerous limitations. One of these involves that the measure

only shows the value of a private equity investment if these funds were invested in a stock

market index, however, without comparison to the actual IRR of the fund, this measure does

not give extensive insights and cannot be used for a private equity fund evaluation.

Furthermore, PME+ calculates the resulting PME by scaling the distributions to fit with an

investment in a stock market index. However, this comes at the expense of resulting cash flows

from the index being mismatched to that of the private equity fund.
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3.2 Machine Learning 

In this paper, the methods used for prediction range from very simple to very complex. 

The are two reasons for this. Firstly, we want to quantify whether there is a continual 

improvement in prediction accuracy with more complex models, and if so, the extent to which 

this improvement takes place. Secondly, there exists a trade-off between flexibility and 

interpretability of regression models. The more complex a model is, the more flexibility is 

available, but it is also less interpretable. Therefore, estimation of a simple linear regression 

model will serve as an explanation of how the predictors we use interact with our response. 

Another important trade-off to note is bias versus variance. The expected test mean 

squared error can be decomposed into variance, bias and variance of the error term (James, 

Witten, Hastie, & Tibshirani, 2021): 

𝐸𝐸 (𝑙𝑙0 − 𝑜𝑜(𝑖𝑖0))
2

= 𝑁𝑁𝑀𝑀𝐷𝐷 (𝑜𝑜(𝑖𝑖0)) + [𝐵𝐵𝐷𝐷𝑀𝑀𝐷𝐷 (𝑜𝑜(𝑖𝑖0))]
2

+ 𝑁𝑁𝑀𝑀𝐷𝐷(𝜖𝜖) 

𝐵𝐵𝐷𝐷𝑀𝑀𝐷𝐷[𝑜𝑜(𝑖𝑖0)] = 𝐸𝐸[𝐵𝐵𝐷𝐷𝑀𝑀𝐷𝐷(𝑜𝑜(𝑖𝑖0)] − 𝑜𝑜(𝑖𝑖) 

𝑁𝑁𝑀𝑀𝐷𝐷[𝑜𝑜(𝑖𝑖0)] = 𝑁𝑁𝑀𝑀𝐷𝐷[𝑜𝑜(𝑖𝑖0) − 𝑜𝑜(𝑖𝑖0)]2
 

With: 

𝑙𝑙 = 𝑁𝑁𝑀𝑀𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷 𝐷𝐷𝑜𝑜 𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑣𝑣𝑀𝑀𝐶𝐶 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝑀𝑀𝐷𝐷 𝐷𝐷𝑜𝑜 𝐷𝐷ℎ𝑀𝑀 𝑣𝑣𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑙𝑙𝑀𝑀 𝐷𝐷𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀 𝑝𝑝𝐷𝐷𝑀𝑀𝐶𝐶𝐷𝐷𝑙𝑙𝐷𝐷𝑀𝑀𝐶𝐶 

𝑜𝑜(𝑖𝑖) = 𝑁𝑁𝐷𝐷𝑀𝑀𝐶𝐶𝐷𝐷𝑙𝑙𝐷𝐷𝑀𝑀𝐶𝐶 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝑀𝑀𝐷𝐷 

The variance in this case is the amount by which the estimated f would change if it was 

estimated on another dataset and since variance and bias are non-negative, variance cannot be 

lower than the irreducible error. Bias is the error introduced by approximating real-life 

problems. The way to illustrate this is by considering the two extreme cases. For instance, 

drawing a curve that passes through every single training observation will result in very low 

bias, but the variance will be very high. In contrast, fitting a horizontal line to the training data 

results in very high bias, but very low variance. 

The importance of this concept can be illustrated when considering the effect which 

reduced bias has on the expected test error. The charts below show how with increased model 

complexity, the squared bias gradually decreases and the variance increases. The effect of this 

on train error and expected test error is modelled in Figure 4, which is presented below.  

3.2 Machine Learning

In this paper, the methods used for prediction range from very simple to very complex.

The are two reasons for this. Firstly, we want to quantify whether there is a continual

improvement in prediction accuracy with more complex models, and if so, the extent to which

this improvement takes place. Secondly, there exists a trade-off between flexibility and

interpretability of regression models. The more complex a model is, the more flexibility is

available, but it is also less interpretable. Therefore, estimation of a simple linear regression

model will serve as an explanation of how the predictors we use interact with our response.

Another important trade-off to note is bias versus variance. The expected test mean

squared error can be decomposed into variance, bias and variance of the error term (James,

Witten, Hastie, & Tibshirani, 2021):

2 2
E (Yo - / ( x0 ) ) = Var ( / ( x 0 ) ) + [Bias ( / ( x 0 ))] + Var(E)

Bias[/(x0)] = E[Bias(/(x0)]- f ( x )

Var[/(x0)] = Var[/(x0) - /(x0)]2

With:

y = Vector of observed values of the variable being predicted

/ ( x ) = Predicted values

The variance in this case is the amount by which the estimated f would change if it was

estimated on another dataset and since variance and bias are non-negative, variance cannot be

lower than the irreducible error. Bias is the error introduced by approximating real-life

problems. The way to illustrate this is by considering the two extreme cases. For instance,

drawing a curve that passes through every single training observation will result in very low

bias, but the variance will be very high. In contrast, fitting a horizontal line to the training data

results in very high bias, but very low variance.

The importance of this concept can be illustrated when considering the effect which

reduced bias has on the expected test error. The charts below show how with increased model

complexity, the squared bias gradually decreases and the variance increases. The effect of this

on train error and expected test error is modelled in Figure 4, which is presented below.
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Figure 4a: Bias-Variance Trade-Off (Dalpiaz, 2018) 

 

Figure 4b: Comparison of Train and Test Complexity (Dalpiaz, 2018) 

Table 1 shows the result of estimating four different polynomial models with degrees 

0, 1, 2 and 9. The mean squared error on the test set decreases with more polynomial degrees, 

until the model reaches 9 degrees, which yields a higher mean squared error than the model 

with only one polynomial degree. Table 1 also shows the effect that model complexity has on 

squared bias and variance, i.e., higher complexity gives a lower squared bias and higher 

variance. We expect to see similar results when we estimate models with increasing complexity 

and flexibility.  

Degree Squared Error Squared Bias Variance 

0 0.0.22643 0.22476 0.00167 

1 0.00829 0.00508 0.00322 

2 0.00387 0.00005 0.00381 

9 0.01019 0.00002 0.01017 

       Table 1: Bias-Variance Trade-Off Exemplified (Dalpiaz, 2018) 
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Figure 4b: Comparison of Train and Test Complexity (Dalpiaz, 2018)

Table l shows the result of estimating four different polynomial models with degrees

0, l, 2 and 9. The mean squared error on the test set decreases with more polynomial degrees,

until the model reaches 9 degrees, which yields a higher mean squared error than the model

with only one polynomial degree. Table l also shows the effect that model complexity has on

squared bias and variance, i.e., higher complexity gives a lower squared bias and higher

variance. We expect to see similar results when we estimate models with increasing complexity

and flexibility.

Degree Squared Error Squared Bias Variance

0 0.0.22643 0.22476 0.00167

0.00829 0.00508 0.00322

2 0.00387 0.00005 0.00381

9 0.01019 0.00002 0.01017

Table l: Bias-Variance Trade-Off Exemplified (Dalpiaz, 2018)
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4. Data 

Private equity data is generally quite difficult to obtain. Unlike for public funds, private 

equity funds are not required to report their data to the outside, other than to regulating bodies 

and to the funds’ investors through quarterly reports and the PPM (Haves, 2022). Specialist 

data providers are able to gather private equity data through a combination of proprietary 

technology and direct requests for data submission from private equity fund managers and 

private investors (Brown, Harris, Tim, Kaplan, & Robinson, 2015). Private equity fund 

managers and investors then submit data to the specialist data providers on a voluntary basis. 

The challenge of obtaining such data for a researcher consists of the high costs charged by 

specialist providers, as well as uncertainty regarding the extensiveness and quality of data to 

be provided.  

Based on an evaluation of the abovementioned factors among specialist data providers, 

we have chosen to use data from PitchBook – one of the largest data providers on private capital 

markets, as our primary source of data. Such selection was largely based on the breadth of 

variables available within the PitchBook platform, which will allow for a more in-depth 

analysis (PitchBook, 2022c).  

4.1 Data Selection 

While mark-to-market accounting standards require private equity fund managers to 

report the value of their funds at fair-value for the funds’ investors, fund managers have 

significant freedom in choosing assumptions for calculating such fair-values (Easton, 

Larocque, & Stevens, 2021). This allows for fund managers to manipulate the reported returns 

for their funds to attract investors to new funds the managers plan to launch, or to hide 

significant decreases in fund value during economic downturns. When the funds are liquidated 

at the end of the funds’ lifecycle, investors receive their final distributions of capital from the 

funds, meaning at this point there is no ambiguity about what final return the fund has 

generated. As such, we have selected to base our data sample exclusively on liquidated funds, 

to avoid the reported returns being manipulated.  

Furthermore, we have chosen our data sample to include funds from fund types Buyout, 

Venture, and Growth Equity, as these are perceived as conventional private equity fund types 

(Lerner, Leamon, & Hardymon, 2012). Additionally, we have chosen to include funds from all 

vintage years available in order to maximize the statistical significance of our analysis. 

4. Data

Private equity data is generally quite difficult to obtain. Unlike for public funds, private

equity funds are not required to report their data to the outside, other than to regulating bodies

and to the funds' investors through quarterly reports and the PPM (Haves, 2022). Specialist

data providers are able to gather private equity data through a combination of proprietary

technology and direct requests for data submission from private equity fund managers and

private investors (Brown, Harris, Tim, Kaplan, & Robinson, 2015). Private equity fund

managers and investors then submit data to the specialist data providers on a voluntary basis.

The challenge of obtaining such data for a researcher consists of the high costs charged by

specialist providers, as well as uncertainty regarding the extensiveness and quality of data to

be provided.

Based on an evaluation of the abovementioned factors among specialist data providers,

we have chosen to use data from PitchBook- one of the largest data providers on private capital

markets, as our primary source of data. Such selection was largely based on the breadth of

variables available within the PitchBook platform, which will allow for a more in-depth

analysis (PitchBook, 2022c).

4.1 Data Selection

While mark-to-market accounting standards require private equity fund managers to

report the value of their funds at fair-value for the funds' investors, fund managers have

significant freedom in choosing assumptions for calculating such fair-values (Easton,

Larocque, & Stevens, 2021). This allows for fund managers to manipulate the reported returns

for their funds to attract investors to new funds the managers plan to launch, or to hide

significant decreases in fund value during economic downturns. When the funds are liquidated

at the end of the funds' lifecycle, investors receive their final distributions of capital from the

funds, meaning at this point there is no ambiguity about what final return the fund has

generated. As such, we have selected to base our data sample exclusively on liquidated funds,

to avoid the reported returns being manipulated.

Furthermore, we have chosen our data sample to include funds from fund types Buyout,

Venture, and Growth Equity, as these are perceived as conventional private equity fund types

(Lemer, Leamon, & Hardyrnon, 2012). Additionally, we have chosen to include funds from all

vintage years available in order to maximize the statistical significance of our analysis.

18



19 
 

4.1.1 Output Variable 

Upon examining our data sample, which will be presented in full in the following 

sections, we observed that multiple funds lack data on one of NIRR or TVPI. Therefore, 

including both as output variables, or using both to calculate PME would significantly reduce 

our data sample, creating a probability that some potentially significant variables would 

become statistically insignificant. Based on this, we have chosen to use only one output 

variable for our analysis. For determining our metric of choice, we have compared the 

performance measures described in the Theory section of this paper. While NIRR and TVPI 

have certain limitations, such as NIRR having an underlying assumption that the distributions 

to investors are reinvested at the same rate of returns along the time horizon, which is not aways 

realistic, these measures continue being most frequently used returns measures by general- and 

limited partners (PitchBook, 2022b). Furthermore, due to only being provided raw data on 

NIRR and TVPI returns in our data sample, we lack information on the size and timing of 

contributions and distributions, which makes calculating PME values quite difficult. As such, 

PME variables will not be our metric of choice. Furthermore, while keeping in mind this 

paper’s purpose of making the private equity market more accessible to retail investors, the 

NIRR measure is more easily comparable to annualized returns used for public markets than 

TVPI is. Therefore, we have selected to use NIRR as our output variable of choice. 

As mentioned in the Theory section, a vocal limitation of NIRR as a measure of 

performance is its underlying assumption that distributions to the investors are reinvested at 

the same rate of returns along the time horizon, which is not always realistic. A potential option 

to address this limitation could involve adjusting NIRR such that distributions to the investors 

are reinvested at a different rate, for instance by reinvesting the distribution at the rate of the 

private equity firm’s cost of capital. However, as mentioned in the paragraph above, our data 

sample lacks information on the size and timing of distributions, only providing raw data on 

the value of NIRR, making it unfeasible to adjust the rate of reinvesting distributions to 

investors. As such, we will use the raw NIRR figures for measuring fund performance.  

Furthermore, as the available data sample contains funds from multiple vintage years 

as well as from multiple fund types, the resulting funds have quite different lifecycles and 

investment periods, meaning cash contributions and distributions for the funds would be quite 

different for each year, making the NIRR by year largely incomparable between funds. While 

an option could be to select all funds which have an equally long lifecycle, this would severely 
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Upon examining our data sample, which will be presented in full in the following

sections, we observed that multiple funds lack data on one of NIRR or TVPI. Therefore,
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performance measures described in the Theory section of this paper. While NIRR and TVPI

have certain limitations, such as NIRR having an underlying assumption that the distributions
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private equity firm's cost of capital. However, as mentioned in the paragraph above, our data
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Furthermore, as the available data sample contains funds from multiple vintage years
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an option could be to select all funds which have an equally long lifecycle, this would severely
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limit the size of our data sample. Consequently, we have chosen to base our returns data on 

NIRR received upon fund liquidation. This implies our analysis will forecast the total return 

fund investors can expect to receive from the moment of making a primary investment into the 

fund, until the end of the fund’s lifecycle.   

4.1.2 Predictor Variables 

Our choice of predictor variables will largely be based on prior research of factors 

which influence performance of private equity funds, supplemented by own rationale for 

selecting proxies which represent these factors.  

Fund Management’s Experience: 

Perhaps the most crucial factor impacting private equity fund performance involves the 

experience of the funds’ management team. Kaplan and Schoar find that higher experienced 

fund managers are able to improve the funds’ portfolio companies more efficiently, thus 

achieving higher returns for their funds (Kaplan & Schoar, 2005). To produce such analysis, 

the abovementioned researchers use the fund sequence as a proxy for management experience, 

concluding that a higher sequence number of funds has a positive effect on fund returns. We 

will therefore include this measure in our analysis through variable “Fund Series”, which shows 

the fund’s number in the sequence of funds from the same fund manager and same investment 

theme, as well as variable “Fund Number”, showing the fund’s number in the sequence of 

overall funds from the same fund manager. Furthermore, based on an analysis of North 

American private equity funds by Roggi and Giannozzi, the positive relationship between fund 

sequence and fund returns is only significant at high fund sequence numbers (Roggi & 

Giannozzi, 2019). To account for this convex effect of fund sequence on fund returns, we will 

therefore additionally use the logarithm of variables “Fund Series” and “Fund Number” as 
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Another highly significant predictor factor includes the extensiveness of the network of 

the fund’s management team. Hochberg et al. examine the effect of private equity funds’ 

networks on their performance, coming to the conclusion that funds with a stronger network 

have access to a larger number of potential deals, and are able to pool information from their 

network to produce better deal selection, thereby delivering higher returns for their funds 
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banking industry, such that when they eventually climb the career ladder and become partners, 

they have a stronger network base they can use to originate deals for the funds they participate 

in (CFA Institute, 2022). As each new partner in a private equity fund is required to have 

developed a network prior to being accepted as an employee in the fund, the fund’s total 

network grows with each new partner added. To account for this factor, we will therefore use 

the variable “Number of partners” as a proxy for fund management’s network. We can also 

expect the relationship to be concave, as when the fund management already includes a high 

number of partners, the marginal effect of adding a single new partner would be smaller than 

when adding a single new partner to a fund which only had one previous partner. To account 

for this, we will also include logarithm of “Number of partners” as a variable in our analysis. 

Funds’ Strategy: 

The funds’ investment strategy is another categorizing factor which differentiates 

private equity funds between themselves and has a high potential for driving returns. A fund’s 

investment strategy can be split into multiple factors, where the first involves the fund’s 

geographic and industry preference for the companies the fund will invest in. Researchers of 

the private equity industry have developed two opposing views on whether a fund’s 

specialization in a geographic region and industry has a positive effect on the fund’s 

performance. Supporters of the portfolio theory argue that when diversification is reduced, the 

number of potentially profitable investments is reduced for the fund as well, leading to weaker 

performance (Manigart, et al., 2002). On the contrary, the resource based theory presents a 

view that a higher level of specialization allows the fund to build a competitive advantage 

through increased understanding of its focus area, enabling the fund to support its portfolio 

companies more efficiently and produce higher returns (Christensen, 2007). In a study from 

2006, Lossen finds a positive effect on private equity fund returns from higher industry 

diversification, and no significant effect from geographic diversification (Lossen, 2006). We 

believe that while both factors could be significant, the impact of geographic diversification on 

fund returns could potentially be explained by other factors, such as the macroeconomic 

environment of- or the PE market conditions of the geographic region for investment. To 

examine this further, we include categorical variables “Preferred Industry” and “Preferred 

Geography” in our analysis, each categorizing the funds by their area of specialization.  

Additionally, to account for the possibility of some geographic regions having few observations 

in the data sample, we have added variable “Preferred Geography Fourgroup”, where the funds’ 
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geographic preferences are divided into categories Europe, North America, Global, which is a 

mixed preference between Europe and North America, and finally Emerging Markets. 

Another aspect of a private equity fund’s strategy involves the fund type. As discussed 

in the Theory section of this paper, private equity includes three main types – Buyouts, where 

the fund focuses on majority stake investments in mature companies, Venture, where the fund 

focuses on minority stake investment in early-stage companies, and Growth Equity, where the 

fund buys minority stakes in mature companies (Lerner, Leamon, & Hardymon, 2012). As a 

result of these characteristics, the three fund types contain different risk profiles, consequently 

leading to varying returns. We will incorporate the effect of varying fund types on returns in 

our analysis by including a categorical variable “Fund Type”, which can contain categories 

Buyout, Venture, and Growth Equity.  

Perhaps a more efficient and detailed approach to capturing the effect of the difference 

in fund type can be achieved through splitting the “Fund Type” variable into its two 

components – preference for a majority or minority stake and the size of the companies which 

the fund will invest in. Loos (2006) explored the effect of ownership stake on private equity 

funds’ returns, coming to conclusion that funds which prefer majority stakes for their 

investments are able to achieve superior performance. The study suggests that this could be a 

result of majority stakes allowing more experienced fund managers to apply their experience 

more effectively in the management of their portfolio companies, hence leading to stronger 

strategic improvement of their companies and higher returns. We incorporate this effect 

through a categorical variable “Majority/Minority Position”, which can be equal to preferred 

majority stake, preferred minority stake, and no preference. Furthermore, Loos observes a 

convex relationship between the size of the companies which private equity funds invest in, 

and returns achieved by these funds, with investments in small- and mega-cap categories 

displaying increased returns for the funds compared to investments in mid- and large-cap 

categories. Potential explanations for this effect could include mega deals being generally 

undertaken by the largest and most successful funds, while companies from the small-cap 

category are at the start of their lifecycle and hence have the highest potential for growth, 

enabling successful fund managers to guide them on such growth trajectory, achieving higher 

returns. We include this convex effect by incorporating the variable “Average Deal Size” and 

the logarithm of said variable.  
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A further categorization of the funds’ strategy involves the fund size. Roggi presents 

findings suggesting a concave relationship between fund size and fund returns (Roggi & 

Giannozzi, 2019). A potential explanation for such effect entails that past a given level, 

increasing the fund size produces dis-economies of scale, where it becomes difficult for fund 

managers to find enough strong investment opportunities to invest the entirety of the funds 

capital. Our variables to cover this concave effect will be “Fund Size”, and the logarithm of 

“Fund Size”. 

The final factor categorizing a fund’s strategy which we will examine includes whether 

a fund is ESG-focused. Unlike the previous factors, this is a factor which has not received 

sufficient research, mainly due to ESG-focused funds only recently beginning to increase in 

popularity. Such funds are characterized by them making impact investments which must 

contribute to achieving ESG goals (Esty & Cort, 2020). While such strategy might attract a 

larger amount of investors, particularly with investors’ increasing demand for ESG positive 

investments, a focus on impact investments irrespective of whether such investments maximize 

financial return would lead to decreased fund performance. We therefore expect ESG-focused 

funds to underperform funds without a declared ESG-focus. To incorporate this factor, we use 

the categorical variable “ESG Focus”, which takes values ESG focus and no ESG focus. 

PE Market Variables: 

The overall conditions of the private equity market have a strong impact on the 

performance of funds operating there, and must hence be accounted for. Private equity funds 

face different risks at each phase of a fund’s lifecycle. As discussed in the Theory section, 

private equity funds need funding at the beginning of their lifecycle in order to close the funds 

and have cash to invest. Inability to close the fund at the target size might lead to fund managers 

not having sufficient funds for the investment phase and therefore being forced to miss out on 

profitable deals. Hence, a successful fundraising phase is an essential value driver. In a study 

from 2014, Duong confirms this effect by presenting empirical evidence backing a positive 

relationship between successful fundraising and private equity returns (Duong, 2014). We 

include this effect through variable “Funds Raised Market” which shows total number of funds 

raised in the market by year. The rationale behind this involves a smaller number of funds 

raised being an indicator of the difficulty of raising a fund during that particular year. We can 

expect that the relationship between fundraising and fund returns is convex, as the total 

fundraising being increased by one at already very high values cannot be expected to improve 
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a specific fund managers chances of closing a fund during that year as much as total fundraising 

being increased by one at lower total fundraising values. Therefore, we will include a possible 

convex effect by adding the logarithm of “Funds Raised Market” to our analysis. 

Further in the funds’ lifecycle, funds need to find high potential deals to invest in and 

later find buyers to exit said investments. For this, a favourable market environment for deals 

is crucial. Ljungqvist analysed the effect of deal market conditions on private equity fund 

returns, with results suggesting larger M&A volume leads to less fierce competition, allowing 

for fund managers to more easily find promising deals, in turn leading to higher private equity 

fund returns (Ljungqvist & Richardson, 2003). Additionally, Achleitner conducted a study of 

value creation drivers in private equity funds, coming to the conclusion that a significant 

portion of private equity fund value creation comes as a result of expansion in valuation 

multiples (Achleitner, Braun, Engel, Figge, & Tappeiner, 2010). To incorporate these effects, 

we include variables “M&A Volume (Capital Invested, MUSD)” and “M&A Volume (Deal 

Count)” which show total M&A volume in the market for each year, as well as variables 

“EV/Revenue” and “EV/EBITDA”, which show the said valuation multiples as market average 

per year. Additionally, we will incorporate the variable “Dry Powder Market”, which shows, 

on a market level, the total cash private equity funds can still request from the limited partners, 

as similarly to M&A volume, funds having large amounts of cash saved can be another measure 

facilitating for a favourable dealmaking market. For a similar reason to that for fundraising, we 

expect M&A Volume and Dry Powder to have a convex relationship with fund returns, as we 

expect the marginal effect of increasing M&A Volume or Dry Powder at already very high 

values to improve dealmaking opportunities for fund managers less than marginally increasing 

M&A Volume or Dry Powder at less high values. We will hence include the logarithm of 

variables “M&A Volume (Capital Invested, MUSD)”, “M&A Volume (Deal Count)” and “Dry 

Powder Market” in our analysis to incorporate this potential convex effect.  

We take into account the geographical focus of the funds by obtaining geographically 

focused data for each of the mentioned PE market variables. The geographically focused data 

obtained consists of three categories – US based data, which will be applied to North American 

focused funds, Europe based data, which will be applied to European based funds, Global based 

data, which is a simple average of the North American and European based data and which will 

be applied to funds with a mixed preference for Europe and North America, and finally 

Emerging Markets based data, which will be applied to remaining funds. 
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Macroeconomic Variables: 

Private equity performance is highly pro-cyclical, meaning the returns delivered by 

private equity funds throughout a year are positively correlated with the macroeconomic 

conditions during the same year (Phalippou & Zollo, 2005). Despite this, Aigner finds that the 

level of GDP growth and global stock market returns at the funds’ inception have a negative 

impact on the returns the funds deliver by the end of their lifecycle (Aigner, et al., 2008). A 

possible rationale behind this is that positive macroeconomic conditions at the funds’ inception 

drive up valuation when the funds make their investment, resulting in funds exiting their 

investments when the economic cycle has progressed into a downturn with lower valuations, 

hence leading to funds delivering a weaker return. The researcher also finds that the level of 

interest rates at the funds’ inception negatively affect the funds’ return delivered by the end of 

the funds’ lifecycle. This is highly rational, especially for Buyout funds which tend to fund a 

significant amount of their investments with leverage. Furthermore, Phalippou observes a 

similar negative relationship between fund performance and the level of credit spread at the 

time private equity funds make their investments. For said study, the researcher used the 

difference between the yield of 10-year trusury bonds and BAA-rated bonds as a measure of 

credit spread. This result makes logical sense, as such credit spread can serve as a proxy for 

the level of risk in the economy, and with a higher level of risk one can intuitively expect 

weaker returns.  

We incorporate the mentioned macroeconomic effects in our analaysis throgh variables 

“Stock Market Returns”, “Bond Yield”, “Credit Spread”, and “GDP Growth”, with all 

variables being based on yearly values. Simiarly to PE market variables, we take into account 

the geographical focus of the funds by obtaining geographically focused data for each of the 

mentioned macroeconomic variables. To do so, we select our proxy for “Stock Market Returns” 

to be the S&P500 for North America, Stoxx600 for Europe, and MSCI Emerging Markets 

Index for Emerging Markets. For the “Bond Yield” variable we have selected proxies of the 

US 10-year trasury yield for North America, the ECB’s Euro area 10-year governemnt bond 

yield for Europe, and Bloomberg’s Emerging Markets Bond Index for Emerging Markets. 

Furthermore, our selected proxies for “Credit Spread” include the ICE BofA’s US High Yield 

Spread Index for North America, the ICE BofA’s Euro High Yield Spread Index for Europe, 

and the ICE BofA’s High Yield Emerging Markets Corporate Plus Spread Index for Emerging 

Markets. Finally, we have selected proxies for variable “GDP Growth” by collecting data from 

IMF on a US basis for North America, on a European basis for Europe, and on an Emerging 
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Markets basis for Emerging Markets. We have based our choice of proxies for macroeconomic 

variables on how many years back the proxies’ macroeconomic data goes, which has been done 

with the purpose of keeping a largest possible number of observations in our dataset when 

connecting the macroeconomic data to fund returns.  

4.2 Data Transformation 

Upon completing the selection of our output and predictor variables, the subsequent 

step involves cleaning and transforming the data such that it is ready for the analysis. This 

includes removing missing observations, standardizing categorical variables, scaling numerical 

variables, and connecting the PE market- and macroeconomic variables to the output variable. 

While starting from a raw dataset of 1275 funds, the sample size was reduced to 600 funds. 

The general steps conducted for this include: 1) removing all funds with missing observations 

for output and predictor variables, 2) removing all funds where calculating the logarithmic 

variables produced an error due to the base variable for calculating the logarithm being equal 

to zero , 3) and removing funds which were of different fund type than Buyout, Venture, or 

Growth Equity. The following sections describe the more specific steps done for data 

transformation inside certain variables.  

4.2.1 Output Variable 

 

Figure 5: NIRR distribution before and after trimming outliers 

 The left side of Figure 5 presents an overview of NIRR from our data sample plotted 

against vintage years. Upon examining the distribution of NIRR, it is clear that it includes a 

few outliers, with a small number of funds achieving returns in the range of 200%-300%. Such 

returns can be driven by a single one of the fund’s investment performing exceptionally well 

and bringing up the value of the entire fund, which occasionally happens for private equity 
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Figure 5: NIRR distribution before and after trimming outliers

The left side of Figure 5 presents an overview ofNIRR from our data sample plotted

against vintage years. Upon examining the distribution of NIRR, it is clear that it includes a

few outliers, with a small number of funds achieving returns in the range of 200%-300%. Such

returns can be driven by a single one of the fund's investment performing exceptionally well

and bringing up the value of the entire fund, which occasionally happens for private equity
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funds (Lerner, Leamon, & Hardymon, 2012). As the occurrence of the abovementioned event 

is quite rare, it is not representative for the other funds in the overall data sample. 

Consecutively, predicting these events is highly difficult, and including outlier funds with 

returns driven by a single investment performing exceptionally well into our models would 

significantly decrease the models’ predictive power. We have therefore addressed this issue by 

trimming NIRR at a 99% confidence interval. The right side of Figure 5 presents an illustration 

of the data sample post-trimming of NIRR, and as seen from the figure, this yields a much more 

even distribution of NIRR. 

4.2.2. Categorical Variables 

The raw data for categorical variables “Preferred Industry” and “Preferred Geography” 

were initially formatted in a way which made it difficult to include this data in the analysis. 

This involved each observation of the two variables consisting of a list of countries or industries 

where each fund prefers to conduct its investments. For instance, while one fund could have 

“Preferred Geography” equal to “Norway, Sweden”, another could have this variable equal to 

“Norway, Denmark”. While there are clear similarities in the values of the variable for the two 

funds, an algorithmic analysis would see it as two distinctively different observations. The 

same applies to values of the variable “Preferred Industry”. Our solution is to group observation 

of each variable into more generic categories, such that the variables are no longer formatted 

as lists. For the “Preferred Industry” variable we have used GICS industry taxonomy to do so, 

as it is among the most widely accepted approaches to industry classification by finance 

professionals (MSCI, 2022). In applying the GICS industry taxonomy to the variable 

“Preferred Industry”, we have grouped each observation of the variable, with the list of values 

it previously contained, into industry groups defined in the GICS.  

For the “Preferred Geography” variable, we have used the UN geoscheme for 

classification of global geographic regions, due to this being a highly used approach for region 

classification in statistical analysis (United Nations, 2022). Upon examining the data sample 

further, we have observed that a large number of funds have geographic preferences for 

subregions of Europe and the US, and as such we have incorporated this effect through a further 

breakdown of US and Europe. For Europe, we have again used the UN geoscheme for Europe, 

except with applying minor changes (United Nations, 2022). These changes include classifying 

the Baltic countries as part of Eastern Europe, due to these countries historically having closer 

economic ties with Eastern Europe than the Nordics. A further change involves including the 
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UK as part of Western Europe instead of the Nordics, due to the country being both 

geographically and economically more connected to the former. As a final change, Greenland 

has been classified as part of Nordics instead of North America. This was based on a detailed 

examination of the funds with a geographic focus on North America, which led us to a 

conclusion that these funds generally prefer investments in the US, and due to strong economic 

differences between US and Greenland, inclusion of the latter in the group of North America 

could reduce the statistical significance of this categorical variable. For the US, we have used 

the US Census Bureau’s classification of US regions (United States Census Bureau, 2022a). 

This is due to the mentioned classification being among the most widely accepted approaches 

to geographic classification by data collectors (United States Census Bureau, 2022b).  

4.2.3. PE Market Variables and Macroeconomic Variables 

We previously chose to select our output variable to be funds’ NIRR at liquidation 

instead of NIRR per year, while PE market variables and macroeconomic variables were 

collected on a yearly basis. As such, we need to connect the latter to the output variable by 

assigning each fund a single observation of PE market variables and macroeconomic variables. 

While we have data on PE market variables and macroeconomic variables for any year of each 

fund’s lifecycle, it is highly unrealistic to expect an investor to forecast these values with high 

precision at the beginning of the fund’s life. Therefore, it intuitively makes sense to assign each 

fund a single observation of historical PE market variables and macroeconomic variables, i.e., 

a value of these variables before the fund’s inception.  

In order to decide from which year relative to the funds’ inception the PE market 

variables will be selected, we have run a regression of PE market variables against the NIRR, 

as results of said regression will indicate how well PE market variables from given year relative 

to fund inception suit to predict private equity fund performance. For the regression we have 

selected year relative to fund inception ranging from 4 year before funds’ inception, to the year 

of the funds’ inception. As an example, “Funds raised 1” involves the value of “Funds Raised 

Market” during the year of the funds’ inception, while “Funds raised 2” involves the value of 

same variable one year before the funds’ inception. Appendix B.1 illustrates the results of the 

regression. From the regression it appears that none of the PE market variables are statistically 

significant for NIRR at liquidation. However, it must be kept in mind that these variables seem 

statistically insignificant in the current combination of them in the specific regression model, 

which does not mean these variables will necessarily be insignificant when included in the final 
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model in our analysis. As we can also see, with an MSE of 0.083, PE market variables have 

significant predictor power towards explaining the variations in NIRR, especially when taking 

into account the MSE of our final model. Without having statistical evidence on which year 

relative to funds’ inception is most optimal to select for PE market variables, we have selected 

the year of the funds’ inception, as it intuitively makes sense that most recent data is a stronger 

predictor than data from any year prior to that. 

We ran a similar regression for macroeconomic variables against NIRR, with the results 

of the regression presented in Appendix B.1. In line with the results from the PE market 

variables regression, the macroeconomic variables regression delivers a solid MSE of 0.086. 

Further, it is clear that for all macroeconomic variables except “Bond Yield”, the year of the 

funds’ inception is the only statistically significant year. For “Bond Yield”, the year prior to 

the year of the funds’ inception is the sole statistically significant year. Therefore we select the 

year prior to the year of the funds’ inception for “Bond Yield”, while selecting the year of the 

funds’ inception for the remainder of the macroeconomic variables. The PE market data and 

the macroeconomic data is then connected to the output variable.  

4.3 Dataset Overview 

Our final dataset includes 600 private equity funds, which are split between 314 Buyout 

funds, 220 Venture funds, and 66 Growth Equity funds. The funds have vintage years in the 

interval of 1984 to 2018, with the majority centred around year 2000, resulting in a fairly 

normal distribution of vintage years, as seen in Appendix A.1. The data sample predominantly 

consists of funds focusing on investments in North America, with 321 funds belonging to this 

category, as well as 74 funds focusing on investments in Europe, 178 funds preferring a 

combination of Europe and North America, and 27 focusing on the rest of the world.  

Table 2a illustrates a statistical summary of the numerical variables in our dataset. Some 

important features that need mentioning involve the difference between mean and median for 

the majority of numerical variables. Upon examining the distribution of numerical variables in 

Appendix A.1, it is clear that a majority of such variables have a somewhat skewed distribution 

towards larger values. For “Fund Management’s Experience” and “Fund Strategy “ this is 

likely due to variables not being able to inherit negative values, while positive values larger 

than the mean can occur. Meanwhile, when examining the historical development of PE market 

variables, we can see that such variables increase in value exponentially over the historical 
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period, which provides the most reasonable explanation for the skewed distribution towards 

larger values.  The significant tail towards larger values results in a high standard deviation for 

these numerical variables. It is worth noting that transforming variables into the logarithm of 

corresponding variables yields a more even distribution, hence resolving the potential issue of 

initially having a distribution with partial departures from normal distribution.  

Variables Mean Median Standard dev. Data source 

Output variable     

NIRR 0.14 0.11 0.23 PitchBook  

Fund Management’s Experience     

Fund Number 4  3 5 PitchBook 

Fund Series 3 3 2 PitchBook 

Number of Partners 8 6 6 PitchBook 

log_fundnumber 1.06 1.10 0.84 PitchBook 

log_fundseries 0.78 0.69 0.69 PitchBook 

log_numberofpartners 1.76 1.75 0.76 PitchBook 

Funds’ strategy    PitchBook 

Fund Size (MUSD) 471 216 746 PitchBook 

Average Deal Size (MUSD) 42 14 131 PitchBook 

log_fundsize 5.34 5.37 1.34 PitchBook 

log_averagedealsize 2.66 2.60 1.36 PitchBook 

PE market variables (yearly)    PitchBook 

Funds Raised Market 900 481 1,110 PitchBook 

Dry Powder Market (MUSD) 21,277 3,835 44,632 PitchBook 

M&A Volume (Cap. invested, MUSD) 1,143,936 30,329 1,956,856 PitchBook 

M&A Volume (Deal count) 22,981 960 43,945 PitchBook 

EV/Revenue 1.06 1.09 0.38 PitchBook 

EV/EBITDA 9.46 9.93 2.41 PitchBook 

log_fundsraisedmarket 5.53 5.37 1.34 PitchBook 

log_drypowdermarket 7.20 7.58 1.51 PitchBook 

log_M&Acapitalinvested 12.59 12.87 1.39 PitchBook 

log_M&Adealcount 8.42 8.61 1.09 PitchBook 

Macroeconomic variables (yearly)    PitchBook 

Stock Market Returns 0.09 0.09 0.24 Investing.com, 
MSCI [1] 

Bond Yield 0.04 0.03 0.05 Investing.com, 
ECB, Bloomberg [2] 

Credit Spread 0.05 0.04 0.04 FRED St. Louis [3] 

GDP Growth 0.03 0.04 0.02 IMF [4] 

Table 2a: Dataset Overview – Numerical Variables 
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Variables Categories Description Data source 

Funds’ strategy    

Fund Type 3 Includes fund type categories: Buyout, Venture, and 
Growth Equity PitchBook 

Preferred Industry 19 

Includes industry groups: Banks, Chemicals, Commercial 
and Professional Services (B2B), Consumer Durables & 
Apparel, Consumer Non-Durables, Consumer Services 
(B2C), Energy, Financial Services, Insurance, Materials, 
Media & Entertainment, Pharmaceuticals Biotechnology 
& Life Sciences, Retailing, Software & Services, 
Technology Hardware & Equipment, Telecommunication 
Services, Transportation, and No preference. 

PitchBook 

Preferred Geography 17 

Includes geographical regions: United States, Midwest 
United States, Northeast United States, Southeast United 
States, Westcoast United States, Canada, North 
America, Pan-European, Eastern Europe/Russia, 
Nordics, Southern Europe, Western Europe, Africa, Asia, 
Latin America, Oceania, and No preference. 

PitchBook 

Preferred Geography 
Fourgroup 4 

Pooled version of the Preferred Geography variable. Pan-
European, Eastern-European/Russian, Northern, 
Southern European, and Western European funds are 
categorized as "Europe". Funds in United States and 
Canada are categorized as "North America". Funds 
aiming to invest in a combnation of Europe and North 
America are categorized as "Global". Remaining funds 
are categorized as "Emerging Markets". 

PitchBook 

Majority/Minority 
Position 3 

Includes fund managers' preference for getting a 
controlling position in the deals they will conduct. The 
categories are: preference for a majority position, 
preference for a minority position, and no preference. 

PitchBook 

ESG Focus 2 
Is equal to "ESG focus" if the fund has stated they will 
focus on ESG impact investments through their deals, 
and is equal to "No ESG focus" otherwise. 

PitchBook 

Table 2b: Dataset Overview – Categorical Variables 

Table 2b adds an overview of our used categorical variables. An important point to 

notice is again the distribution of the variables. This is especially vital for variable “ESG 

Focus”, for which, as illustrated in Appendix A.1, only 1% of the funds in the data sample are 

categorized as ESG-focused, while the remainder are not. While less extreme, such uneven 

distribution is also seen for some other categories including certain industries in the “Preferred 

Industry” variable and certain geographic regions in the “Preferred Geography” variable having 

only a few observations, as seen in Appendix A.1. Such uneven distribution can result in the 

corresponding categories with a smaller number of observations failing to become significant 

in the analysis. 
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5. Methodology 

5.1 Test-Train and Overfitting 

To validate the robustness of the models we are going to estimate, we will divide the 

data we have into a train set and a test set on an 80-20% basis. The reason for this split is to 

approximate unobserved real-world values as accurately as possible. It is not possible to 

conclude on the accuracy of our models based on their performance for the observed data, 

which is why a random subset of the original dataset is drawn out before we build our models. 

Thus, we can use the models to predict on a dataset that the model has not trained on and which 

is therefore “unobserved”.  

The out-of-sample error is also called a generalization error (James, Witten, Hastie, & 

Tibshirani, 2021). This is due to this error being caused by model failing to generalize patterns 

seen on the training data to future data. There are three key ideas concerning the train-test split. 

The out-of-sample error is what one puts most emphasis on, as this is the best approximation 

of the prediction accuracy on new data. The in-sample-error is almost always smaller than out-

of-sample error. Finally, the reason for the former having a smaller error is due to overfitting.  

Overfitting is a behavior in machine learning which occurs when the machine learning 

model can predict well on the training set, but not on new data. This happens because the model 

is not able to generalize the predictions of data and fits the estimate too closely to the training 

set, producing inaccurate predictions on the test set, as illustrated in Figure 6. There are three 

categorizes of causes for overfitting. Firstly, and most important for this paper, is noise learning 

on the training set. This happens because the dataset on which the model is trained is too small 

in size, which makes it difficult for the model to separate representative data from noise.  

 

Figure 6: Machine Learning Algorithm Overfitting Data (Corporate Finance Institute, 2022) 
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Secondly, the concept of hypothesis complexity can also explain why some models are 

overfit. There is a fundamental trade-off in statistics and machine learning between variance 

and bias. As explained in the Theory section, when increasing complexity, a decrease in 

squared bias is expected, but at the cost of increased variance. By including more variables to 

the model, the algorithms will create too many sets of hypotheses and increase its complexity. 

This will subsequently lead to more variance, i.e., more accuracy on training data, but lower 

accuracy on out-of-sample data. This is our main motivation for using stepwise selection, 

which we will introduce in the following subsections, as it reduces number of variables, and 

hence, by using said method, we can expect higher accuracy and increased interpretability. 

Lastly, an often used method for selecting the best model involves multiple 

comparisons procedures that are ubiquitous in both induction algorithms and other Artificial 

Intelligence algorithms. In these processes, multiple models are compared based on scores from 

an evaluation function and one with the highest score is selected as the optimal model. 

However, the choosing process may in itself produce biases towards a type of model that is not 

the most accurate on out-of-sample data or find local minima leading to different solutions at 

each iteration. The next sections will introduce and explain our choices of models. 

5.2 Ordinary Least Squares 

Ordinary least squares is a method of estimating the parameters in a regression model 

by minimizing the sum of the squared residuals (James, Witten, Hastie, & Tibshirani, 2021). 

OLS uses a method of estimating a linear line through data points which results in the lowest 

sum of squared differences between the actual values in the dataset and the fitted values from 

the final model. The method involves that for a dataset: 

𝑖𝑖𝑖𝑖, 𝑙𝑙𝑖𝑖=1 ⊂ X × ℝ 

Where: 

 𝑖𝑖𝑖𝑖 =  𝑀𝑀 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷 𝐷𝐷𝑜𝑜 𝑝𝑝𝐷𝐷𝑀𝑀𝐶𝐶𝐷𝐷𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 

𝑙𝑙𝑖𝑖 =  𝐷𝐷ℎ𝑀𝑀 𝐷𝐷𝑀𝑀𝐷𝐷𝑝𝑝𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀, 𝐷𝐷𝐷𝐷 𝐷𝐷𝐷𝐷 𝐷𝐷𝐷𝐷𝐷𝐷 𝑙𝑙𝑀𝑀𝐷𝐷𝑀𝑀: 𝑁𝑁𝑀𝑀𝐷𝐷 𝐶𝐶𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀𝑙𝑙 𝑁𝑁𝑀𝑀𝐷𝐷𝑀𝑀 𝐷𝐷𝑜𝑜 𝑁𝑁𝑀𝑀𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 

OLS models the response variable as a linear function of the predictors through the following 

function: 

𝑙𝑙𝑖𝑖 = 𝑖𝑖𝑖𝑖𝛽𝛽 + 𝜀𝜀𝑖𝑖 

 

Secondly, the concept of hypothesis complexity can also explain why some models are

overfit. There is a fundamental trade-off in statistics and machine learning between variance

and bias. As explained in the Theory section, when increasing complexity, a decrease in

squared bias is expected, but at the cost of increased variance. By including more variables to

the model, the algorithms will create too many sets of hypotheses and increase its complexity.

This will subsequently lead to more variance, i.e., more accuracy on training data, but lower

accuracy on out-of-sample data. This is our main motivation for using stepwise selection,

which we will introduce in the following subsections, as it reduces number of variables, and

hence, by using said method, we can expect higher accuracy and increased interpretability.

Lastly, an often used method for selecting the best model involves multiple

comparisons procedures that are ubiquitous in both induction algorithms and other Artificial

Intelligence algorithms. In these processes, multiple models are compared based on scores from

an evaluation function and one with the highest score is selected as the optimal model.

However, the choosing process may in itself produce biases towards a type of model that is not

the most accurate on out-of-sample data or find local minima leading to different solutions at

each iteration. The next sections will introduce and explain our choices of models.

5.2 Ordinary Least Squares

Ordinary least squares is a method of estimating the parameters in a regression model

by minimizing the sum of the squared residuals (James, Witten, Hastie, & Tibshirani, 2021).

OLS uses a method of estimating a linear line through data points which results in the lowest

sum of squared differences between the actual values in the dataset and the fitted values from

the final model. The method involves that for a dataset:

x i , Y i = l c X x JR{

Where:

xi = a vector of predictors

Yi = the response,or in our case: Net Internal Rate of Return

OLS models the response variable as a linear function of the predictors through the following

function:

Y i = x J 3 + Ei
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Where: 

𝛽𝛽 = 𝑙𝑙𝐷𝐷𝑀𝑀𝑜𝑜𝑜𝑜𝐷𝐷𝑙𝑙𝐷𝐷𝑀𝑀𝐷𝐷𝐷𝐷𝐷𝐷 𝑜𝑜𝐷𝐷𝐷𝐷 𝑝𝑝𝐷𝐷𝑀𝑀𝐶𝐶𝐷𝐷𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷 𝑣𝑣𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑙𝑙𝑀𝑀𝐷𝐷 

𝛼𝛼 = 𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑙𝑙𝑀𝑀𝑝𝑝𝐷𝐷 

𝜀𝜀𝑖𝑖 =  𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑣𝑣𝑀𝑀𝐶𝐶 𝐷𝐷𝑙𝑙𝑀𝑀𝑙𝑙𝑀𝑀𝐷𝐷 𝐷𝐷𝑀𝑀𝐷𝐷𝐶𝐶𝐷𝐷𝑀𝑀 𝑣𝑣𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑙𝑙𝑀𝑀𝐷𝐷 𝑤𝑤ℎ𝐷𝐷𝑙𝑙ℎ 𝑀𝑀𝑙𝑙𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑜𝑜𝐷𝐷𝐷𝐷 𝐷𝐷ℎ𝑀𝑀 𝐶𝐶𝐷𝐷𝑜𝑜𝑜𝑜𝑀𝑀𝐷𝐷𝑀𝑀𝐷𝐷𝑙𝑙𝑀𝑀   
      𝐷𝐷𝑀𝑀𝐷𝐷𝑤𝑤𝑀𝑀𝑀𝑀𝐷𝐷 𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑣𝑣𝑀𝑀𝐶𝐶 𝑀𝑀𝐷𝐷𝐶𝐶 𝑝𝑝𝐷𝐷𝑀𝑀𝐶𝐶𝐷𝐷𝑙𝑙𝐷𝐷𝑀𝑀𝐶𝐶 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝑀𝑀𝐷𝐷 

The OLS method, given that assumptions of multicollinearity, homoscedasticity and 

uncorrelated variance are fulfilled, provides the estimate of least variance and mean-

unbiasedness when errors have finite variances. This makes it an ideal method for 

understanding the relationship between NIRR and the variables in our dataset, as it is the 

method which provides the most interpretability.  

By looking at the sign of the coefficient of each parameter, we can see whether it has a 

positive or negative effect on the output variable, and by looking at the value of the coefficient, 

we can see the magnitude of this effect. Furthermore, the P-value of each coefficient tells us 

whether this relationship is significant. These P-values come from the null hypothesis that there 

is no correlation between the predictor and the response variable. Therefore, if the P-value is 

less than a chosen significance level, which in statistical analysis is often set to a 5% level, the 

sample data provides enough evidence to reject the null hypothesis for the entire population. 

5.3 Stepwise Regression 

To achieve a model which includes only the variables found to have a significant 

relationship with the predictor, stepwise regression is used. This is a construction of a 

regression model which iteratively selects independent variables to be used in the final optimal 

model (James, Witten, Hastie, & Tibshirani, 2021). At each iteration, the algorithm adds or 

removes a predictor and tests for significance. There are three main methods of stepwise 

regression. Firstly, forward selection begins with no variables and iteratively tests each variable 

for significance until an optimal solution is found. Backward elimination, however, starts at 

the other end with all variables and tests, by iteratively removing each variable to test if the 

removed variable is significant. Finally, best subset selection tests all possible combinations of 

variables in the model, however, this is computationally expensive and is effective for datasets 

with a smaller number of independent variables. 

Where:

/3= coefficients for predictor variables

a = intercept

Ei = unobserved scalar random variables which account for the difference

between observed and predicted values

The OLS method, given that assumptions of multicollinearity, homoscedasticity and

uncorrelated variance are fulfilled, provides the estimate of least variance and mean-

unbiasedness when errors have finite variances. This makes it an ideal method for

understanding the relationship between NIRR and the variables in our dataset, as it is the

method which provides the most interpretability.

By looking at the sign of the coefficient of each parameter, we can see whether it has a

positive or negative effect on the output variable, and by looking at the value of the coefficient,

we can see the magnitude of this effect. Furthermore, the P-value of each coefficient tells us

whether this relationship is significant. These P-values come from the null hypothesis that there

is no correlation between the predictor and the response variable. Therefore, if the P-value is

less than a chosen significance level, which in statistical analysis is often set to a 5% level, the

sample data provides enough evidence to reject the null hypothesis for the entire population.

5.3 Stepwise Regression

To achieve a model which includes only the variables found to have a significant

relationship with the predictor, stepwise regression is used. This is a construction of a

regression model which iteratively selects independent variables to be used in the final optimal

model (James, Witten, Hastie, & Tibshirani, 2021). At each iteration, the algorithm adds or

removes a predictor and tests for significance. There are three main methods of stepwise

regression. Firstly, forward selection begins with no variables and iteratively tests each variable

for significance until an optimal solution is found. Backward elimination, however, starts at

the other end with all variables and tests, by iteratively removing each variable to test if the

removed variable is significant. Finally, best subset selection tests all possible combinations of

variables in the model, however, this is computationally expensive and is effective for datasets

with a smaller number of independent variables.
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Weaknesses of forward selection and backward elimination include that they may 

produce different results depending on where they start, i.e., they may find local minima that 

are less optimal than the global solution. Best subset selection avoids this problem by testing 

all possible iterations of the model. This is, however, computationally expensive. Therefore, a 

hybrid model has been introduced as a compromise between these methods. It starts as a 

forward selection algorithm, except after adding each new variable, it may also remove any 

variable which no longer provides any additional improvement to the model. As such, we have 

chosen this method among our methods for estimating prediction models. 

5.3.1 Selection Criteria 

Each method described above needs a criterion for evaluating the quality of each model 

fit and to decide whether adding or removing a variable leads to an improvement. To evaluate 

whether one model performs better than another, its mean squared error (MSE) may be used to 

quantify the extent to which the predicted response value for all observations are close to the 

true values (James, Witten, Hastie, & Tibshirani, 2021). Mean squared error can by defined as: 

𝑀𝑀𝑆𝑆𝐸𝐸 = 1
𝐷𝐷 ∑ (𝑙𝑙𝑖𝑖 − 𝑜𝑜(𝑖𝑖𝑖𝑖))

2
𝑛𝑛

𝑖𝑖=1
 

Where: 

 𝑜𝑜(𝑖𝑖𝑖𝑖) =  𝑝𝑝𝐷𝐷𝑀𝑀𝐶𝐶𝐷𝐷𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑜𝑜𝐷𝐷𝐷𝐷 𝐷𝐷ℎ𝑀𝑀 𝐷𝐷 − 𝐷𝐷ℎ 𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑣𝑣𝑀𝑀𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑝𝑝𝐷𝐷𝐷𝐷𝑣𝑣𝐷𝐷𝐶𝐶𝑀𝑀𝐶𝐶 𝐷𝐷𝑙𝑙 𝑜𝑜 

𝐷𝐷 =  𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀𝑙𝑙 𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑀𝑀𝐷𝐷 𝐷𝐷𝑜𝑜 𝐷𝐷𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑣𝑣𝑀𝑀𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 

As such, MSE shows the squared average difference between an actual observation and 

the prediction made by the model using independent variable values for that observation. MSE 

values generally appear in the range of 0 to ∞, with 0 implying that the model perfectly predicts 

the actual observations. However, an important facet of a related measure that is important to 

keep in mind is that RSS will always decrease as more variables are added to the model on the 

training data. Because MSE = RSS/n, this means that MSE cannot be used as a measure of 

quality of fit. A solution for this is to adjust the training error by the increase in model size. 

One of the ways one can adjust the error by size is the Akaike Information Criterion. 

Weaknesses of forward selection and backward elimination include that they may

produce different results depending on where they start, i.e., they may find local minima that

are less optimal than the global solution. Best subset selection avoids this problem by testing

all possible iterations of the model. This is, however, computationally expensive. Therefore, a

hybrid model has been introduced as a compromise between these methods. It starts as a

forward selection algorithm, except after adding each new variable, it may also remove any

variable which no longer provides any additional improvement to the model. As such, we have

chosen this method among our methods for estimating prediction models.

5.3.1 Selection Criteria

Each method described above needs a criterion for evaluating the quality of each model

fit and to decide whether adding or removing a variable leads to an improvement. To evaluate

whether one model performs better than another, its mean squared error (MSE) may be used to

quantify the extent to which the predicted response value for all observations are close to the

true values (James, Witten, Hastie, & Tibshirani, 2021). Mean squared error can by defined as:

n

MSE =I (Yi - / ( x af
i = l

Where:

/ ( x i ) = prediction for the i - th observation provided b y /

n = total number of observations

As such, MSE shows the squared average difference between an actual observation and

the prediction made by the model using independent variable values for that observation. MSE

values generally appear in the range of Oto oo, with 0 implying that the model perfectly predicts

the actual observations. However, an important facet of a related measure that is important to

keep in mind is that RSS will always decrease as more variables are added to the model on the

training data. Because MSE = RSS/n, this means that MSE cannot be used as a measure of

quality of fit. A solution for this is to adjust the training error by the increase in model size.

One of the ways one can adjust the error by size is the Akaike Information Criterion.
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5.3.2 Akaike Information Criterion 

The Akaike Information Criterion is an estimator of prediction error and thereby of the 

relative quality of the statistical models for a given set of data (James, Witten, Hastie, & 

Tibshirani, 2021). Given a collection of models for the data, AIC estimates the quality of each 

model, relative to each of the other models, aiming to maximize this value. AIC is defined as: 

𝑁𝑁𝐶𝐶𝐶𝐶 = 1/𝐷𝐷 ∗ (𝑁𝑁𝑆𝑆𝑆𝑆 + 2𝐶𝐶�̂�𝜎2) 

The foundation for the creation of the criterion is information theory. Under this, a 

statistical model is always expected to lose some information inherent in the dataset when it is 

used as a representation of the processes that generated that data. The criterion calculates an 

estimate of the relative amount of information lost by each model, and the less information 

lost, the higher quality of the model. It does so by rewarding the goodness of fit (RSS) but also 

penalizing each model by a function of the number of estimated parameters. Thus, it 

encourages goodness of fit but also discourages overfitting. An important quality to keep in 

mind when using this criterion is that it provides no measure of absolute quality, only the 

quality of a model relative to other models. Therefore, all models may have a very low quality 

of fit without warning. 

5.4 Ridge Regression 
Ridge regression is another way of performing variable selection by “shrinking” 

variables according to a chosen parameter towards zero based on their explanatory power as 

shown in the equation below (James, Witten, Hastie, & Tibshirani, 2021). This may produce 

lower mean squared error and increased explanatory power as compared to OLS. The Ridge 

method can be described through the following equation: 

∑ (𝑙𝑙𝑖𝑖 − 𝛽𝛽0 + ∑ 𝛽𝛽𝑗𝑗𝑖𝑖𝑖𝑖𝑗𝑗

𝑝𝑝

𝑗𝑗=1
)

2𝑛𝑛

𝑖𝑖=1
+ 𝜆𝜆 ∑ 𝛽𝛽𝑗𝑗

2 = 𝑁𝑁𝑆𝑆𝑆𝑆 + 𝜆𝜆 ∑|𝛽𝛽𝑗𝑗|
𝑝𝑝

𝑗𝑗=1

𝑝𝑝

𝑗𝑗=1
 

Where: 

𝜆𝜆 =  𝑝𝑝𝑀𝑀𝐷𝐷𝑀𝑀𝑙𝑙𝐷𝐷𝑙𝑙 𝑝𝑝𝑀𝑀𝐷𝐷𝑀𝑀𝑀𝑀𝑀𝑀𝐷𝐷𝑀𝑀𝐷𝐷  

Larger values of lambda lead to more variables near zero. We include variable selection in this 

regression to further simplify the model. To validate the accuracy of the models, leave-one-out 

cross-validation (LOOCV) is used to estimate the sum of mean squared errors for each model. 

The LOOCV method can be presented as follows: 

5.3.2 Akaike Information Criterion

The Akaike Information Criterion is an estimator of prediction error and thereby of the

relative quality of the statistical models for a given set of data (James, Witten, Hastie, &

Tibshirani, 2021). Given a collection of models for the data, AIC estimates the quality of each

model, relative to each of the other models, aiming to maximize this value. AIC is defined as:

Af C = 1 / n * ( R S S + 2d82)

The foundation for the creation of the criterion is information theory. Under this, a

statistical model is always expected to lose some information inherent in the dataset when it is

used as a representation of the processes that generated that data. The criterion calculates an

estimate of the relative amount of information lost by each model, and the less information

lost, the higher quality of the model. It does so by rewarding the goodness of fit (RSS) but also

penalizing each model by a function of the number of estimated parameters. Thus, it

encourages goodness of fit but also discourages overfitting. An important quality to keep in

mind when using this criterion is that it provides no measure of absolute quality, only the

quality of a model relative to other models. Therefore, all models may have a very low quality

of fit without warning.

5.4 Ridge Regression

Ridge regression is another way of performing variable selection by "shrinking"

variables according to a chosen parameter towards zero based on their explanatory power as

shown in the equation below (James, Witten, Hastie, & Tibshirani, 2021). This may produce

lower mean squared error and increased explanatory power as compared to OLS. The Ridge

method can be described through the following equation:

Where:

Å = penalty parameter

Larger values oflambda lead to more variables near zero. We include variable selection in this

regression to further simplify the model. To validate the accuracy of the models, leave-one-out

cross-validation (LOOCV) is used to estimate the sum of mean squared errors for each model.

The LOOCV method can be presented as follows:
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For a dataset: 

𝑖𝑖𝑖𝑖, 𝑙𝑙𝑖𝑖=1
𝑛𝑛 ⊂ 𝑋𝑋 × ℝ 

Estimate a function: 

𝑜𝑜(𝑖𝑖) = 𝛼𝛼⊺𝜙𝜙(𝑖𝑖) 

Such that 

1
𝐷𝐷 ∑(𝛼𝛼⊺𝜙𝜙(𝑖𝑖𝑖𝑖) − 𝑙𝑙𝑖𝑖)2 + 𝜆𝜆𝛼𝛼⊺𝛼𝛼

𝑛𝑛

𝑖𝑖=1
 

Is minimized. The error is then computed as: 

𝐸𝐸𝐿𝐿𝐿𝐿𝐿𝐿𝐶𝐶𝐿𝐿 = 1
𝐷𝐷 ||𝐻𝐻�̃�𝐻−1𝑙𝑙||

2
 

𝐻𝐻 = 𝐶𝐶 − Φ⊺𝐿𝐿 

Φ = (Φ(𝑖𝑖1)| … |Φ(𝑖𝑖𝑛𝑛)) 

𝐿𝐿 = (ΦΦ⊺ + λI)−1Φ 

To estimate different models with increasing penalization, a grid of values is created equal to 

𝐾𝐾 ≔ 10{1,−10} 

With leaps of about 0.1.  

In contrast to ordinary least squares where only one set of coefficients is estimated, 

ridge regression estimates a different set of coefficient for each value of λ. It is therefore 

important to select the best value for λ. This is why we have chosen to use leave-one-out cross-

validation in order to select the most ideal value for the tuning parameter. Although it is 

computationally expensive, using LOOCV to calculate the total cross-validation error is ideal 

results-wise, as it uses each observation as a test set, while the model is trained on the remaining 

observations. Thus, for a dataset of size n, n models are estimated to find optimal value of λ. 

5.5 Support Vector Regression 

Support vector regression (SVR) is the next method we use to estimate the performance 

of private equity funds. This model is significantly more complex and hence flexible. It is a 

constructive learning procedure rooted in statistical learning theory based on the principle of 

structural risk minimization, implying that it aims to minimize the bound on the generalization 

error, i.e., the error made by the learning machine on out-of-sample data, rather than 

For a dataset:

Estimate a function:

Such that
n

l T 2 T;L Ca øcxa- y i ) + Åa a
i = l

Is minimized. The error is then computed as:

111
- - l 112Ewocv =; HH y

H=J-<PTL

<P= (<P(x1) I ... l<PCxn))

L= (<P<PT+ ÅI)-l<P

To estimate different models with increasing penalization, a grid of values is created equal to

K := 10{1, -10}

With leaps of about 0.1.

In contrast to ordinary least squares where only one set of coefficients is estimated,

ridge regression estimates a different set of coefficient for each value of Å. It is therefore

important to select the best value for Å. This is why we have chosen to use leave-one-out cross-

validation in order to select the most ideal value for the tuning parameter. Although it is

computationally expensive, using LOOCV to calculate the total cross-validation error is ideal

results-wise, as it uses each observation as a test set, while the model is trained on the remaining

observations. Thus, for a dataset of size n, n models are estimated to find optimal value of Å.

5.5 Support Vector Regression

Support vector regression (SVR) is the next method we use to estimate the performance

of private equity funds. This model is significantly more complex and hence flexible. It is a

constructive learning procedure rooted in statistical learning theory based on the principle of

structural risk minimization, implying that it aims to minimize the bound on the generalization

error, i.e., the error made by the learning machine on out-of-sample data, rather than
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minimizing the empirical error. This gives good generalization capability and means it usually 

perform well when applied to data outside the training set.  

The main advantage of using support vector regression, compared to simpler methods, 

is that SVR is flexible through allowing the user to define the magnitude of error that is 

acceptable. Next, it estimates either a line or a hyperplane in higher dimension to fit the data. 

The main difference to OLS is that in SVR, it is not the error that is minimized in the objective 

function, but rather the coefficients: 

𝑀𝑀𝐶𝐶𝑁𝑁 1
2 ||𝑤𝑤||2

 

Given: 

|𝑙𝑙𝑖𝑖 − 𝑤𝑤𝑖𝑖𝑖𝑖𝑖𝑖| ≤ 𝜀𝜀 

Where: 

𝑤𝑤𝑖𝑖 = 𝑤𝑤𝑀𝑀𝐷𝐷𝑀𝑀ℎ𝐷𝐷 𝑜𝑜𝐷𝐷𝐷𝐷 𝑣𝑣𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀𝐷𝐷𝑙𝑙𝑀𝑀𝐷𝐷 

Meaning that the within the constraint that the difference between the estimated value 

and the true value is less than a pre-defined maximum error, the coefficients are minimized. In 

our case we tune the value of epsilon by 100 different values between 0 and 1. Despite finding 

an optimal value of epsilon, there will still be errors which are larger than epsilon. These 

deviations, where the error is larger than the defined maximum error, can be summed and 

denoted as Ε. Thus, we can also control the total deviation by adding a term to the objective 

function: 

𝑀𝑀𝐶𝐶𝑁𝑁 1
2 ||𝑤𝑤||2 + 𝐶𝐶 ∑ |Ε𝑖𝑖|

𝑛𝑛

𝑖𝑖=1
 

Where: 
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In our case, the model is retrained for all values of C between 1 and 10. In order to find a 

hyperplane which fits the data in a higher dimensional space, we have used a radial basis 

function kernel.  

minimizing the empirical error. This gives good generalization capability and means it usually

perform well when applied to data outside the training set.

The main advantage of using support vector regression, compared to simpler methods,

is that SVR is flexible through allowing the user to define the magnitude of error that is

acceptable. Next, it estimates either a line or a hyperplane in higher dimension to fit the data.

The main difference to OLS is that in SVR, it is not the error that is minimized in the objective

function, but rather the coefficients:

1 2
M/Nzllwll

Given:

ly. - W · X · I < El l l -

Where:

wi = weight for variables

Meaning that the within the constraint that the difference between the estimated value

and the true value is less than a pre-defined maximum error, the coefficients are minimized. In

our case we tune the value of epsilon by l 00 different values between Oand l. Despite finding

an optimal value of epsilon, there will still be errors which are larger than epsilon. These

deviations, where the error is larger than the defined maximum error, can be summed and

denoted as E. Thus, we can also control the total deviation by adding a term to the objective

function:

1 2 fM/Nzllwll + c L)Ed
i = l

Where:

C = a hyperparameter which is also tuned be fore the final fit

In our case, the model is retrained for all values of C between l and 10. In order to find a

hyperplane which fits the data in a higher dimensional space, we have used a radial basis

function kernel.
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5.5.1 Radial Basis Function Kernel 

The radial basis function (RBF) is a popular kernel function used in various kernelized 

learning algorithms. It is the most generalized form of kernelization and most popular in use 

as it very similar to the Gaussian distribution. The RBF kernel on two samples 𝑖𝑖 ∈ ℝ𝑘𝑘 and 𝑖𝑖′, 
represented as feature vectors in some input space, is defined as 

𝐾𝐾(𝑖𝑖, 𝑖𝑖′) = 𝑀𝑀𝑖𝑖𝑝𝑝 (− ||𝑖𝑖 − 𝑖𝑖′||2

2𝜎𝜎2 ) 

||𝑖𝑖 − 𝑖𝑖′||2
 may be recognized as the squared Euclidean distance between the two 

feature vectors. 𝜎𝜎 is a free parameter and represents the variance. An equivalent definition 

involves a parameter 𝛾𝛾 = 1
2𝜎𝜎2: 

𝐾𝐾(𝑖𝑖, 𝑖𝑖′) = 𝑀𝑀𝑖𝑖𝑝𝑝 (−𝛾𝛾||𝑖𝑖 − 𝑖𝑖′||2) 

Since the value of the RBF kernel decreases with distance and ranges between zero (in 

the limit) and one (when 𝑖𝑖 = 𝑖𝑖′), it has a ready interpretation as a similarity measure. The 

feature space of the kernel has an infinite number of dimensions; for 𝜎𝜎 = 1, its expansion using 

the multinomial theorem is: 

𝑀𝑀𝑖𝑖𝑝𝑝 (− 1
2 ||𝑖𝑖 − 𝑖𝑖′||2) = 𝑀𝑀𝑖𝑖𝑝𝑝 (2

2 𝑖𝑖𝑇𝑇𝑖𝑖′ − 1
2 ||𝑖𝑖||2 − 1

2 ||𝑖𝑖′||2) 

= exp(𝑖𝑖𝑇𝑇𝑖𝑖′) exp (− 1
2 ||𝑖𝑖||2) exp (− 1

2 ||𝑖𝑖′||2) 

= ∑
(𝑖𝑖𝑇𝑇𝑖𝑖′)𝑗𝑗

𝑗𝑗!

∞

𝑗𝑗=0
exp (− 1

2 ||𝑖𝑖||2) exp (− 1
2 ||𝑖𝑖||2) 

∑ ∑
𝑀𝑀𝑖𝑖𝑝𝑝 (− 1

2 ||𝑖𝑖||2) (𝑖𝑖1
𝑛𝑛1 … 𝑖𝑖𝑘𝑘

𝑛𝑛𝑘𝑘)
√𝐷𝐷1! … 𝐷𝐷𝑘𝑘!𝑛𝑛1+𝑛𝑛2+⋯+𝑛𝑛𝑘𝑘=𝑗𝑗
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(𝑗𝑗), … ) 

Where 𝑙𝑙𝑗𝑗 = (𝑘𝑘 + 𝑗𝑗 − 1
𝑗𝑗 ) 
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𝑀𝑀𝑙𝑙
(𝑗𝑗) = 𝑖𝑖1

𝑛𝑛1 … 𝑖𝑖𝑘𝑘
𝑛𝑛𝑘𝑘

√(𝐷𝐷1! … 𝐷𝐷𝑘𝑘!) 
 | 𝐷𝐷1 + 𝐷𝐷2 + ⋯ + 𝐷𝐷𝑘𝑘 = 𝑗𝑗 ∧ 1 ≤ 𝑙𝑙 ≤ 𝑙𝑙𝑗𝑗 

5.6 Artificial Neural Networks 

Artificial neural networks are computing systems inspired by the biological neural 

networks of animal brains. Based on a collection of connected units or nodes called artificial 

neurons, it loosely model the neurons in a biological brain. Each connection, or edge, can 

transmit a signal to other neurons. An artificial neuron receives signals then processes them 

and can signal neurons connected to it. The “signal” at a connection is a real number and the 

output of each neuron is computed by a non-linear function of the sum of its inputs. Neurons 

and edges typically have a weight which adjusts as learning proceeds, increasing or decreasing 

the strength of the signal at a connection. Neurons may have a threshold such that a signal is 

sent only if the aggregate signal crosses the threshold. Typically, neurons are aggregated into 

layers and different layers may perform different transformations on their inputs. Signals travel 

from the first layer to the last layer, possibly after traversing the layers multiple times.  

NNs learn by processing examples and forming probability-weighted associations 

between the two, which are stored within the data structure of the net itself. The training is 

usually done by determining the difference between the processed output of the network and a 

target output. This difference is the error. The network then adjusts its weighted associations 

according to a learning rule and using this error value. Successive adjustments will cause the 

NN to produce output increasingly similar to the target output. After a sufficient number of 

these adjustments, the training is terminated based upon a predetermined criterion.  

5.6.1 Bayesian Regularized Neural Networks 

The final method we will use to estimate a prediction model is Bayesian regularized 

neural network. It is more robust than standard back-propagation nets and can reduce or 

eliminate the need for lengthy cross-validation. Bayesian regularization is a mathematical 

process which converts non-linear regression into a statistical problem in the form of ridge 

regression. It is both difficult to overtrain, since evidence procedures provide an objective 

Bayesian criterion for stopping training, and difficult to overfit, since it calculates and trains 

on a number of effective network parameters or weights, effectively turning off those which 

are not relevant. Automatic relevance determination can be used to “estimate” the importance 

of each input. Bayesian Regularized NNs can be presented through the following equation: 
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𝑀𝑀 = 𝛽𝛽𝐸𝐸𝐷𝐷 + 𝛼𝛼𝐸𝐸𝑤𝑤  

Where:  

𝐸𝐸𝐷𝐷 = 𝐷𝐷𝐷𝐷𝑀𝑀 𝐷𝐷𝑜𝑜 𝐷𝐷𝑠𝑠𝐷𝐷𝑀𝑀𝐷𝐷𝑀𝑀𝐶𝐶 𝑀𝑀𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 

𝐸𝐸𝑊𝑊 = 𝐷𝐷𝐷𝐷𝑀𝑀 𝐷𝐷𝑜𝑜 𝐷𝐷ℎ𝑀𝑀 𝐷𝐷𝑠𝑠𝐷𝐷𝑀𝑀𝐷𝐷𝑀𝑀𝐶𝐶 𝐷𝐷𝑀𝑀𝐷𝐷𝑤𝑤𝐷𝐷𝐷𝐷𝑘𝑘 𝑤𝑤𝑀𝑀𝐷𝐷𝑀𝑀ℎ𝐷𝐷𝐷𝐷 

The function term seeks to (𝐸𝐸𝐷𝐷) and (𝐸𝐸𝑊𝑊) while maximizing the objective functions beta 

and alpha. In the Bayesian network, the weights are considered random variables and thus their 

density function is written according to Bayes’ rules: 

𝑁𝑁(𝑤𝑤|𝐷𝐷, 𝛼𝛼, 𝐵𝐵, 𝑀𝑀) = 𝑁𝑁(𝐷𝐷|𝑤𝑤, 𝛽𝛽, 𝑀𝑀) ∗ 𝑁𝑁(𝑤𝑤|𝛼𝛼, 𝑀𝑀)
𝑁𝑁(𝐷𝐷|𝛼𝛼, 𝛽𝛽, 𝑀𝑀)  

𝑤𝑤 = 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷 𝐷𝐷𝑜𝑜 𝐷𝐷𝑀𝑀𝐷𝐷𝑤𝑤𝐷𝐷𝐷𝐷𝑘𝑘 𝑤𝑤𝑀𝑀𝐷𝐷𝑀𝑀ℎ𝐷𝐷𝐷𝐷 

𝐷𝐷 = 𝐶𝐶𝑀𝑀𝐷𝐷𝑀𝑀 𝑣𝑣𝑀𝑀𝑙𝑙𝐷𝐷𝐷𝐷𝐷𝐷 

𝑀𝑀 = 𝐷𝐷𝑀𝑀𝐷𝐷𝐷𝐷𝑀𝑀𝑙𝑙 𝐷𝐷𝑀𝑀𝐷𝐷𝑤𝑤𝐷𝐷𝐷𝐷𝑘𝑘 𝑀𝑀𝐷𝐷𝐶𝐶𝑀𝑀𝑙𝑙 

Assuming noise is Gaussian, the probability density function for the weights is computed. 

The optimization of the regularization parameters alpha and beta require solving the Hessian 

matrix of F(w) at the minimum point 𝑤𝑤𝑃𝑃𝑃𝑃. Foresee and Hagan (Foresee & Hagan, 1997) 

proposed a Gauss-Newton approximation to the matrix which is possible if the Levenberg-

Marquardt training algorithm is used to locate the minimum. This technique reduces the 

potential for arriving at local minima, thus increasing the generalizability of the network. 

Bayesian regularized networks also penalize overly complex models as unnecessary linkage 

weights are effectively driven to zero. Finally, the network trains on the remaining nontrivial 

weights.  

 

  

F= f3Ev + aEw

Where:

Ev = sum of squared errors

Ew = sum of the squared network weights

The function term seeks to (Ev) and (Ew) while maximizing the objective functions beta

and alpha. In the Bayesian network, the weights are considered random variables and thus their

density function is written according to Bayes' rules:

P(Dlw,{3,M ) * P(wla, M)
P(wlD,a,B,M) = P(Dla,{3,M)

w = vector of network weights

D = data vector

M= neural network model

Assuming noise is Gaussian, the probability density function for the weights is computed.

The optimization of the regularization parameters alpha and beta require solving the Hessian

matrix of F(w) at the minimum point w M P _ Foresee and Hagan (Foresee & Hagan, 1997)

proposed a Gauss-Newton approximation to the matrix which is possible if the Levenberg-

Marquardt training algorithm is used to locate the minimum. This technique reduces the

potential for arriving at local minima, thus increasing the generalizability of the network.

Bayesian regularized networks also penalize overly complex models as unnecessary linkage

weights are effectively driven to zero. Finally, the network trains on the remaining nontrivial

weights.
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6. Results 

6.1 Models’ Precision 

We will begin our analysis of results by evaluating the precision of our optimal models 

which were derived by applying the methods described in the previous section on data 

described in the Data section. To evaluate the accuracy of the predictions by the models, we 

will use the mean squared error (MSE), as this is a conventionally accepted approach to 

evaluating the goodness-of-fit of quantitative models in research. Table 3 presents the MSE of 

each model calculated for predictions made on the training set as well as on the test set. As a 

supplement, Figure 7 illustrates the predicted fund returns in comparison to the actual 

observations of fund returns. Ultimately, the perfect model would have each value of the 

predicted returns equal to the value of actual observed returns, on a diagonal line of the form 

of 𝑜𝑜(𝑖𝑖) = 𝑖𝑖. 

According to the bias-variance trade-off described in section 3.2, we expect that the 

most flexible models, i.e., SVM and NN, will have the lowest training MSE, as the more 

flexible models have stronger potential for discovering and replicating patterns in the data. 

Correspondingly, we expect the less advanced models, i.e., the Linear model and Ridge, to 

have a smaller difference between the test MSE and the training MSE. This is because the more 

flexible advanced models will most probably include noise in their predictions while 

calculating their algorithm, and hence they will overfit the algorithm in the training set, 

resulting in a higher MSE for the test set. 

Model Training MSE Test MSE 

Linear 0.0442 0.0370 

Ridge 0.0588 0.0387 

SVM 0.0072 0.0538 

NN 0.0423 0.0377 

Table 3: Predictor Models’ MSE 

As seen from Table 3, The Linear model, Ridge, and the NN model display similar 

MSE for the training set. Meanwhile, the Support Vector Regression model outperforms the 

other models in terms of training MSE, which is most probably due to the Support Vector 

Regression having the most flexibility out of the set of methodologies we use. However, the 

model’s test MSE is performing notably worse than its training MSE, which can be further 
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As seen from Table 3, The Linear model, Ridge, and the NN model display similar

MSE for the training set. Meanwhile, the Support Vector Regression model outperforms the

other models in terms of training MSE, which is most probably due to the Support Vector

Regression having the most flexibility out of the set of methodologies we use. However, the

model's test MSE is performing notably worse than its training MSE, which can be further
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seen by the larger spread between the model’s predicted NIRR and the actual observed NIRR 

in Figure 7. This most likely implies that the model overfit the data while calculating the 

algorithm for the test set, hence resulting in poorer performance on out-of-sample data. The 

latter is coherent with the expectations on ML theory were previously outlined in Table 1.  

The best-performing model on out-of-sample data is the Linear model, as seen by its 

test MSE, which is again coherent with our expectations described in the second paragraph of 

the current section of the paper – i.e., the less advanced models performing stronger on the test 

set due to not overfitting the data when calculating the algorithm for the training set. We also 

see that both Ridge and the Neural Network methods produce approximately similar results in 

the test set, with only a marginal difference to that of the Linear model. NN performing stronger 

than SVM on the test set and giving a poorer performance than SVM on the training set has a 

possible explanation in the NN methodology including an objective Bayesian criterion which 

aims at preventing overfitting the model by stopping to train the model when there is a chance 

of the former, as discussed in the Methodology section. Meanwhile, the Linear model, Ridge 

and the NN model performing well on the test set to the extent where their test set MSE is 

lower than their training set MSE is somewhat surprising. From Figure 7 we can see that the 

training set includes a notably larger number of extreme observations of NIRR above 1 or 

below -0.5, which is likely due to chance from when the observations were randomly divided 

into the training set and the test set. Therefore, a possible explanation for the Linear model, 

Ridge and the NN model performing stronger on the test set than on the training set involves 

the former containing less variation of observations than the latter. SVM not benefiting from 

the lower variation in the test set is, as discussed, likely due to the model overfitting the data 

when calculating the algorithm for the training set.  
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Figure 7: Predicted NIRR compared to Actual NIRR 

6.2 Analysis of Coefficients 
In this section, we will evaluate coefficient of variables appearing in our final models, 

in order to understand what drives the models’ predictive power. We will do so by comparing 

coefficient to previous research and our own hypotheses described in the Data section. 

6.2.1 Linear Model’s Coefficients 

As the Linear model produces the strongest results in terms of model precision on the 

test set, we will begin by examining the coefficients of the Linear model. Table 4 illustrates the 

coefficient appearing in the abovementioned model which are statistically significant at a 5% 

level. While evaluating the results, we have also examined the coefficients of categorical 

variables to ensure these are not driven by outliers inside each category, coming to the 

conclusion that this is not the case.   
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Figure 7: Predicted NIRR compared to Actual NIRR

6.2 Analysis of Coefficients
In this section, we will evaluate coefficient of variables appearing in our final models,

in order to understand what drives the models' predictive power. We will do so by comparing

coefficient to previous research and our own hypotheses described in the Data section.

6.2.1 Linear Model's Coefficients

As the Linear model produces the strongest results in terms of model precision on the

test set, we will begin by examining the coefficients of the Linear model. Table 4 illustrates the

coefficient appearing in the abovementioned model which are statistically significant at a 5%

level. While evaluating the results, we have also examined the coefficients of categorical

variables to ensure these are not driven by outliers inside each category, coming to the

conclusion that this is not the case.
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 Estimate Pr(>|t|) 

(Intercept) 1.16 1.56∙10-21*** 

Fund Series 0.02 3.61∙10-2* 

Average Deal Size (MUSD) 0.0002 2.96∙10-2* 

Preferred Industry: Consumer Services (B2C) 0.13 2.02∙10-3** 

Preferred Industry: No Preference 0.11 1.38∙10-3** 

Preferred Industry: Software & Services 0.07 7.43∙10-3** 

Preferred Industry: Telecommunication Services 0.12 4.63∙10-4*** 

Majority/Minority Position: Prefers Majority Stake 0.08 2.22∙10-4*** 

log_averagedealsize -0.04 6.19∙10-6*** 

log_M&Acapitalinvested -0.13 1.57∙10-7*** 

log_M&Adealcount 0.10 8.85∙10-3** 

   

Note: *p<0.05; **p<0.01, ***p<0.001 

Table 4: Statistically Significant Coefficients from Linear Model 

Fund Management’s Experience: 

As seen from Table 4, in our final Linear model, “Fund Series” has a positive coefficient 

of 0.02, meaning all else kept equal, increasing the sequence of the fund series yields an 

additional 2% NIRR. This is in line with our expectations and previous research of fund series 

sequence and fund managements’ experience having a positive relationship with fund returns. 

However, unlike Roggi (2019) we do not observe a concave effect of fund series on NIRR, and 

only a linear one, as there are no logarithmic fund management variables turning significant in 

our model. This suggests the contribution of fund management’s experience towards returns 

increases linearly with each fund series, and is significant for more than high fund series 

sequence numbers.  

We also do not observe the variable “Fund Number” as part of the statistically 

significant variables in our model. A possible explanation is that fund managers launching 

funds from unrelated fund series which have a different fund strategy does not allow for any 

synergy effects with the existing funds, thereby no learning effects occur, and the funds’ returns 

are not affected. Finally, the variable “Number of Partners” does not appear statistically 

significant in our model. A possible reasoning for this could be differences in how this variable 

is reported among different funds – while some funds might include employees outside of the 

senior management team in this variable for advertisement purposes, other funds, for reasons 

of protecting their inside information, could include only part of their senior management team. 
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We also do not observe the variable "Fund Number" as part of the statistically

significant variables in our model. A possible explanation is that fund managers launching

funds from unrelated fund series which have a different fund strategy does not allow for any

synergy effects with the existing funds, thereby no learning effects occur, and the funds' returns

are not affected. Finally, the variable "Number of Partners" does not appear statistically

significant in our model. A possible reasoning for this could be differences in how this variable

is reported among different funds - while some funds might include employees outside of the

senior management team in this variable for advertisement purposes, other funds, for reasons

of protecting their inside information, could include only part of their senior management team.
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Additionally, a possible reasoning could be differences in rules for becoming a partner among 

different funds. A possibly more precise approach to measuring the experience and 

extensiveness of the network of the fund managements’ team could be through variables 

“Average Years of Experience” and “Total Deals Previously Completed”, as these allow for 

fewer reporting differences and unlike “Number of Partners” are not affected by possible 

different rules for becoming a partner. These variables were not used as proxies in our analysis 

due to unavailability of data on the former.  

Funds’ Strategy: 

Variable “Average Deal Size” is statistically significant in our model, with a small 

coefficient of 0.0002, while the logarithm of the variable has a negative coefficient of -0.04. 

With the coefficient of a logarithm of a variable showing the effect on the output variable with 

a percentage change in the predictor variable, the results imply that at low values of average 

deal size, an increase of 1 MUSD will equal to more than a percentage increase, yielding a 

decrease in NIRR from increasing average deal size. Meanwhile at higher values of deal size, 

an increase of 1 MUSD will equal less than a percentage increase, yielding an increasing in 

NIRR with increased deal size. This fits well with our expectations and Loos’ (2006) findings 

of investments in small- and mega-cap categories displaying the highest returns for their 

corresponding funds. We also do not observe variable “Fund Size” in our model, which 

suggests a driving force behind private equity fund returns is the average size of the companies 

they invest in, as it is these companies the sale of which will yield a cash inflow to the fund, 

and as long as the fund managers are able to close the fund, the size of the fund is not equally 

significant.  

Further, we observe a positive coefficient for preference for industries Consumer 

Services (B2C), Software & Services, and Telecommunication Services. This stands in support 

of the resource based theory described in the Data section, where specialization for an industry 

is seen as enabling the funds to build a competitive advantage through increased understanding 

of their focus area, allowing the funds to support their portfolio companies more effectively 

and produce higher returns. Nevertheless, having no preference for which industry or set of 

industries the funds will invest in having a positive coefficient is strange, as it supports the 

opposing view of the portfolio theory, where it is argued that when diversification is reduced, 

the number of potentially profitable investments is reduced for the fund as well, leading to 

weaker performance. When examining the statistically significant coefficients further, we can 
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see that a number of preferred industries are not statistically significant, which is likely a result 

of having few observations for preference for these industries. Therefore, it is possible that the 

coefficient of having no preference for an industry or set of industries is positive due to it 

including the effect of a specialist preference for each of the industries for which we have too 

few observations for them to be statistically significant. 

Additionally, our model shows the preference for a majority stake to have a positive 

coefficient. This supports our expectations and Loos’ (2006) findings, which are built on the 

rationale that majority stakes allow more experienced fund managers to apply their experience 

more effectively in the management of their portfolio companies, hence leading to stronger 

strategic improvement of their companies and higher returns. 

We can also notice the absence of a few Funds’ Strategy variables, the first of which 

being the preference for the geographic region where the funds will conduct their investments. 

These results stands in line with our expectations, as we initially believed  the impact of 

geographic preference could potentially be explained by other factors, such as the 

macroeconomic environment of- or the PE market conditions of the geographic region for 

investment, as these variables can capture the majority of the effects of preferring a geographic 

region for investment. Next, the “Fund Type” variable does not appear significant in our model 

either. The most likely explanation involves that the main characteristics of the variable are 

already captured in the “Average Deal Size” and “Majority/Minority Position”, which are 

statistically significant, and splitting up the variable “Fund Type” into its characteristics 

explains the variation in the output variable better than pooling these characteristics together. 

Finally, we see variable “ESG Focus” not turning significant, which can be expected due to the 

very limited number of observations of funds with an ESG focused strategy in our data sample.  

PE Market Variables: 

From Table 4 we can observe two PE market variables, the logarithm of M&A volume’s 

deal count, and the logarithm of M&A volume’s capital invested, which are essentially 

measures of the same factor, showing opposing coefficients, with deal count being positive and 

capital invested being negative. These results suggest that a favourable market environment for 

deals is highly important for private equity firms to find promising deals and later exit these 

deals, as seen through a positive coefficient for deal count. Simultaneously, increasing the 

capital invested in M&A transactions can drive up valuations, making it later difficult to find 

promising deals at affordable values and hence reducing returns for funds.  
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Variables “EV/Revenue” and “EV/EBITDA” do not appear statistically significant in 

our model. A part of the possible explanation is based on the reasoning above, i.e., that the 

effect of valuations on fund returns can be captured through the volume of capital invested in 

M&A transactions. While the variables “EV/Revenue” and “EV/EBITDA” break this effect 

down into two measures of valuation, there is a general difference in which of these measures 

are used for transactions based on the type of fund. As discussed in the Theory section, 

“EV/Revenue” is most applied to early stage companies which Venture funds invest in, while 

“EV/EBITDA” is most applicable to profit-making later staged companies in which Buyout 

funds invest in. As each of the types of funds rarely uses the other measure, capital invested in 

M&A transactions might be better suited to capture the effect of valuations on fund returns. 

Furthermore, variable “Dry Powder Market” is not statistically significant in our model, 

which most probably suggest that M&A volume is a more precise proxy for the effect of the 

conditions of the dealmaking market on private equity returns. Finally, the variable “Funds 

Raised Market” being absent from our set of statistically significant variables is strange, as 

prior research mentioned in the Data section has shown the importance of successful 

fundraising for private equity fund returns. However, this stand in line with our evaluation of 

results for Funds’ Strategy variables, namely that raising a fund at a specific size is less 

important than the average size of the companies the fund will invest in, as it is the sale of these 

companies that is the factor giving inflow of cash to the fund. 

Macroeconomic Variables: 

Interestingly, none of the macroeconomic variables turn out statistically significant in 

our model, which goes against our expectations and previous research discussed in the Data 

section. A possible reasoning for this result is the inclusion of PE market variables in the model, 

as these essentially explain the same market effect on each fund as macroeconomic variables 

do – as evident from Appendix A.2, macroeconomic variables are highly correlated with PE 

market variables. Moreover, in the case of macroeconomic variables, using data aggregated on 

a regional level might give inaccurate results as a comparison of the difference in data when 

going from region to country has led us to draw the conclusion that such difference is notably 

larger for macroeconomic variables than for PE market variables. This data was not collected 

on a country level for macroeconomic variables as historical records of such data are extremely 

limited in their year-range for some countries, and therefore, basing the macroeconomic data 

on a country level would severely limit the size of our dataset, which we hence opted not to do. 
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6.2.2 Advanced Models’ Coefficients 

Further, we will examine the coefficients of the model which produces the strongest 

results in terms of test set MSE, i.e., the SVM model. The coefficients of models which are not 

optimal in neither test set nor training set MSE are presented in Appendix B.3. While 

coefficients in linear models can be interpreted as the direct effect on the output variable from 

a unit increase in the predictor variable, each coefficient in ML models includes interaction 

effects with other predictor variables. Therefore, there is a lack of general consensus among 

researchers on the approach for interpreting ML models’ coefficients. A much cited paper in 

this area by Guyon (2002) uses the square of the coefficients from SVM models as a ranking 

of relative importance of the corresponding variables for the models’ predictive power. As 

such, this will be the approach we will be applying in this section.  

Variable Squared coef.  

M&A Volume (Capital invested, MUSD) 1.2∙1014   
M&A Volume (Deal count) 9.5∙109  
Dry Powder Total (MUSD) 3.3∙109  
Funds Raised Total 2.3∙107  

Fund Size (MUSD) 6.6∙106  

Average Deal Size (MUSD) 4.0∙104  

log_M&Acapitalinvested 1,691  

log_totaldrypowder 1,614  

EV/Revenue 1,057  

EV/EBITDA 1,013  

log_M&Adealcount 739  

log_fundsraisedtotal 521  

Number of Partners 152  

Fund Series 112  

log_fundsize 86  

log_dealsize 53  

Preferred Geography: No preference 15  

Preferred Industry: Pharmaceuticals, Biotechnology & Life Sciences 14  

Preferred Industry: Healthcare Equipment & Services 11  

Preferred Industry: Telecommunication Services 9  

Fund Number 7  

Majority/minority stake: Prefers majority stake 5  

log_fundnumber 5  

Preferred Industry: Software & Services 4  

log_fundseries 4  

Table 5: Squared Coefficient of 25 most significant variables in SVM Model  
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Table 5 presents the squared coefficients from our optimal SVM model ranked after 

significance for the model’s predictive power. As evident from the table, the SVM model 

contains a convex relationship between M&A Volume and NIRR through the logarithm of 

M&A Volume measured in both capital invested and deal count. This is consistent with the 

results from our Linear model discussed in the previous section. However, in contrast to the 

Linear model, the non-logarithmic M&A Volume, through both capital invested and deal count, 

is the most vital driver of the SVM model. As previously discussed, the main difference 

between the SVM model and the Linear model includes the SVM model taking into account 

interaction effects between predictor variables. Therefore, the most likely explanation for the 

non-logarithmic M&A Volume being among the most significant variables in the SVM model 

but not in the Linear model is the close correlation between this variable and the logarithm of 

it – as the latter already appeared significant in the Linear model. This is confirmed in the 

Variable Correlation Matrix in Appendix A.2 which, as expected, shows a strong positive 

correlation between M&A Volume and the logarithm of the former. For its part, this creates an 

interaction effect between M&A Volume and the logarithm of M&A Volume, where an 

increase in the former leads to an increase in its logarithm. As discussed in subsection 6.2.1, 

the logarithm of M&A volume measured in deal count has a positive effect on funds’ returns 

at liquidation, while logarithm of M&A volume measured in capital invested has a negative 

effect on funds’ returns. This yields two interaction effects, where an increase in M&A Volume 

in deal count increases its logarithm, decreasing fund returns, while an increase in M&A 

Volume in capital invested increases the corresponding logarithm, boosting returns. 

In further contrast to the Linear model however, we see that the PE market’s “Dry 

Powder Market” is the third most significant driver of the SVM model’s predictive power. The 

most likely explanation for “Dry Powder Market” being among the most significant variables 

in the SVM model but not in the Linear model is that as private equity funds exit their 

investments and thereby increase their cash at hand which they can reinvest, i.e., their Dry 

Powder, they largely do so by exiting their investments through M&A transactions, hence 

increasing M&A volume. This creates a positive relationship between “Dry Powder Market” 

and M&A Volume, which is confirmed in Appendix A.2. As mentioned in the previous 

paragraph, the logarithm of M&A Volume measured in deal count has a positive effect on 

funds’ returns at liquidation, while logarithm of M&A volume measured in capital invested has 

a negative effect on funds’ returns. Therefore, while the interaction effect between “Dry 

Powder Market” and the logarithm of M&A Volume measured in both capital invested and 
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deal count implies that an increase in “Dry Powder Market” gives an increase in the logarithm 

of M&A Volume, it is difficult to determine what the final impact of this interaction effect is 

on funds returns. We also see that the logarithm of Dry Powder Market is among the most 

significant variables in the model, although not as significant as the “Dry Powder Market” 

itself. This confirms the convex relationship between “Dry Powder Market” and fund returns, 

which we lined out as our expectation in the Data section. Appendix A.2 illustrates a positive 

relationship between the logarithm of M&A Volume and the logarithm of Dry Powder Market, 

and hence we can expect that an increase in the logarithm of Dry Powder Market yields an 

increase in the logarithm of M&A Volume, both in terms of capital invested and deal count. 

While the logarithm of M&A Volume in capital invested has a negative effect on fund returns 

in the Linear model, the logarithm of M&A volume in terms of deal count has the opposite 

effect. Therefore, it is again difficult to say what the total effect of the logarithm of Dry Powder 

Market on fund returns at liquidation is. 

Next, the PE market variable “Funds Raised Market”, which was not significant in the 

Linear model, appears highly significant in the SVM model. A possible rationale behind this 

is that as private equity funds raise a larger number of funds, these funds begin their 

investments phase, purchasing companies through largely M&A transactions and thereby 

increasing M&A Volume. This creates a positive interaction effect between the variable “Funds 

Raised Market” and M&A Volume, and we can see a confirmation of such interaction effect 

in the Variable Correlation Matrix in Appendix A.2. As discussed in the previous paragraph, 

the Linear model containing both the logarithm of M&A Volume measure in deal count and in 

capital invested, with each of the two variables having an opposite effect on NIRR. This again 

makes it difficult to say what the final effect of the interaction effect between variable “Funds 

Raised Market” and M&A Volume has on NIRR. Furthermore, we also see a somewhat less 

significant convex relationship between “Funds Raised Total” and funds returns through the 

logarithm of Funds Raised Market, which stands in line with our expectations from the Data 

section. As Appendix A.2 shows a positive relationship between the logarithm of M&A 

Volume and the logarithm of Funds Raised Market, an increase in the logarithm of Funds 

Raised Market is expected to have a positive effect on the logarithm of M&A Volume. For a 

corresponding reason to that described in the previous paragraph, it becomes difficult to 

estimate what the total effect of the logarithm of Funds Raised Market is on fund returns at 

liquidation.  
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 Furthermore, while both the Linear and the SVM model contain variable “Average Deal 

Size” as a significant driver of the models’ predictive power, the SVM model also includes 

“Fund Size” as a significant variable. A potential rationale behind this involves that due to the 

difficulty in managing a large number of deals, large funds could prefer to invest their capital 

in investments with a large Average Deal Size. Appendix A.2. confirms such strongly positive 

relationship between variables “Average Deal Size” and “Fund Size”. An increase in the 

variable “Funds Size” can therefore be expected to yield a positive interaction effect on 

“Average Deal Size”, and as the variable “Average Deal Size” has a positive effect on NIRR 

in the Linear model, increasing “Fund Size” results in further boosting NIRR. Additionally, we 

find that “Fund Size” has a concave relationship with fund returns through the logarithm of 

Fund Size. From Appendix A.2, we see that the logarithm of Fund Size is positively correlated 

with the logarithm of Average Deal Size. An increase in the logarithm of Fund Size can 

therefore be expected to have a positive effect on “Average Deal Size”, and as the logarithm 

of “Average Deal Size” has a negative effect on NIRR in the Linear model, increasing the 

logarithm of “Fund Size” results in reduced fund returns.  

 Valuation multiples EV/Revenue and EV/EBITDA are another instance of variables 

which appear as significant drivers of the model’s predictive power for the SVM model, despite 

not being statistically significant in the Linear model. This difference can potentially be 

explained in that as valuation multiples increase, this spurs an increase in M&A transactions 

due to private equity funds exiting their investments in favourable market conditions. 

Accordingly, a decrease in valuation multiples can result in an increase in M&A transactions 

as private equity funds increase their purchases of privately held companies due to being able 

to purchase these companies at low valuations. Supporting evidence of this can be found in 

Appendix A.2, with EV/Revenue and EV/EBITDA being highly positively correlated with the 

logarithm of M&A Volume measured in capital invested. This yields an interaction effect 

between valuation multiples and the logarithm of M&A Volume in capital invested. As the 

logarithm of M&A Volume in capital invested has a negative effect on NIRR, we can expect 

the interaction effect to be negative, with an increase in valuation multiples resulting in an 

increase in the logarithm of M&A Volume in capital invested, which for its part reduces fund 

returns. 

 While the Linear model only included “Fund Series” as a significant variable for the 

model from the set of predictor fund management variables, the SVM model contains 

additional variables through “Number of Partners” and “Fund Number” from the mentioned 
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set of predictor variables. The rationale behind the former involves the following: upon 

examining the attributes of the variable “Average Deal Size”, we observed that fund which 

conduct large sized deals on average, often undergo somewhat fewer deals than funds 

conducting smaller sized deals. Therefore, in order to manage the larger number of ongoing 

deals, fund with smaller sized deals could be recruiting a larger number of partners. Evidence 

of such negative relationship between variables “Number of Partners” and the logarithm of 

Average Deal Size can be found in Appendix A.2. As the logarithm of Average Deal Size has 

a negative effect on NIRR, this yields a positive interaction effect, with an increase in “Number 

of Partners” giving a decrease in the logarithm of Average Deal Size, which for its part yields 

increases the fund returns. Meanwhile, variable “Fund Number” is likely more statistically 

significant in the SVM model than in the Linear model due to one of its components being 

variable “Fund Series”, which was already found to be statistically significant in the Linear 

model. As seen from Appendix A.2, “Fund Number” is strongly correlated with variable “Fund 

Series”. As variable “Fund Series” has a positive effect on NIRR in the Linear model, this gives 

a positive interaction effect where an increase in “Fund Number” often comes with an increase 

in “Fund Series”, thus boosting fund returns. However, as “Fund Series” is a component of 

“Fund Number”, an increase in the latter does not necessarily imply an increase in “Fund 

Series”. This is likely the reason for the variable “Fund Number” being placed quite low in the 

ranking of variable importance for the model’s predictive power. We also see that both the 

variable “Fund Series” and “Fund Number” have an additional parabolic effect on NIRR 

through the logarithms of the mentioned predictor variables, which is in line with our 

expectations from the Data section.  

 The final notable difference between the Linear and SVM model involves the latter 

including geographic specialization variables as well as different set of industry specialization 

variables than that of the Linear model. The most probable explanation for said difference is 

that the effect of geographic and industry specialization on NIRR is dependent on an interaction 

effect between each of the two types of specialization and the fund manager’s experience, 

measured by Fund Number, Fund Series, and Number of Partners in our analysis. Through this, 

experienced managers might have developed a competitive advantage through increased 

understanding of their investment area, and therefore, specialization allows them to utilize said 

experience to achieve stronger returns. This stands in support of the resource based theory 

described in the Data section. Meanwhile, less experienced managers might lack an intricate 

understanding of specialized investments into a specific industry or geographic region, and 
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could therefore deliver higher returns by diversifying their investment area. This rationale is 

backed by the portfolio theory which was lined out in the Data section. Appendix A.2 only 

gives an overview of correlation between numerical variables, as the large number of categories 

in categorical variables in the dataset would make the Variable Correlation Matrix 

unobservable if all said variables were included. This makes it quite difficult to examine 

whether the abovementioned rationale is in line with the data. However, we can find an 

indicator of said rationale being correct in the type of specialization variables included in the 

model, particularly in the inclusion of industry specialization for Biotechnology and Healthcare 

Equipment & Service. These are notably high-risk industries requiring extensive experience 

and deep knowledge of the industry to succeed. Additionally, we can see such an indicator 

through the inclusion of geography specialization for no preferred geography, i.e., a preference 

for diversifying investments among multiple geographic regions, which could fit well for less 

experienced fund managers who lack intricate understanding of a specific geographic or 

industry category. This suggests that the SVM model including a higher number of as well as 

different types of industry and geographic specification variables than the Linear model is 

indeed largely due to interaction effects between said predictor variables and fund management 

experience variables.  
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7. Conclusion 

7.1 Conclusion 

Our research had the objective of using machine learning methodologies to predict the 

performance of private equity funds, in order to allow for more effective fund selection for 

potential retail investors entering the private market. To accomplish this, we began by 

conducting a Linear AIC regression analysis, in order to produce the set of variables which 

best explain the variation in the return measure. Next, we have employed more advanced ML 

algorithms, which take into account possible interaction effects between variables to compute 

the model which best predicts the return measure. We selected NIRR as our measure of return, 

due to both it being the return measure of choice in the private equity industry, as well as it 

being notably similar to the annualized returns measure used in public markets, simplifying its 

interpretability for retail investors at who this paper is primarily directed. Further, we divided 

the predictor variables for the analysis in four groups of variables – fund managements’ 

experience, funds’ strategy, PE market variables, and macroeconomic variables.  

Our optimal Linear AIC model performs the strongest in terms of precision on the out-

of-sample test set, delivering an MSE value of 0.0370. This was in line with our expectations, 

as the more advanced models tend to overfit the data when calculating the optimal algorithm 

for the training set, resulting in a poorer performance on the out-of-sample test set. Meanwhile, 

the more advanced ML models, in particularly SVM, displays the strongest precision on the 

training set, with an MSE value of 0.0072. This was again coherent with our expectations, as 

the more advanced models allow for more flexibility by incorporating potential interaction 

effects between the predictor variables, hence yielding a stronger precision on the test set.  

An analysis of the statistically significant coefficients in the Linear regression showed 

that the model predicts NIRR through a positive coefficient for the funds’ sequence in their 

respective Fund Series, a convex effect between the Average Deal Size and NIRR, a stronger 

NIRR for funds preferring majority stakes in their deals, a negative coefficient for the logarithm 

of M&A Volume measured in capital invested at fund inception year, and a positive coefficient 

for the logarithm of M&A Volume measured in deal count at fund inception year. Additionally, 

the model assigns a stronger return for funds preferring to conduct deals in industries involving 

Consumer Services (B2C), Software & Services, Telecommunication Services, and funds 

diversifying across multiple industries.  
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Upon adding flexibility by incorporating potential interaction effects between predictor 

variables through the SVM model, additional variables became statistically significant. An 

analysis of the coefficients of such variables showed that in addition to the variables which are 

statistically significant for the Linear model, the SVM model’s predictive power is also driven 

by the non-logarithmic M&A Volume, measured in both capital invested and deal count, the 

PE market’s “Dry Powder Market” and “Funds Raised Market” at the fund inception year, the 

PE market’s EV/Revenue and EV/EBITDA at fund inception year, the funds’ “Number of 

Partners”, the funds’ sequence in their respective “Fund Number” from the same fund manager, 

as well as the logarithm of said variables, which yields a parabolic effect between such 

variables and NIRR. Additionally, when adding flexibility through the SVM model, the set of 

preferences for industries and geographical regions to which the Linear model assigned a 

higher return saw some changes. For the advanced SVM model, this set of variables includes 

a preference for industries involving Pharmaceuticals, Biotechnology & Life Sciences, 

Healthcare Equipment & Services, Telecommunication Services, and Software & Services, as 

well as funds having no preference for geographic region for investment, i.e., a preference for 

diversifying investments among multiple geographic regions. As discussed in detail in the 

Results section, the likely reason for this different set of Preferred Industry and Preferred 

Geography variables involves possible interaction effects between these variables and fund 

management’s experience variable. This involves the mentioned industries being high-risk 

industries where fund managers who have developed extensive experience in said industries 

can have a competitive advantage, allowing them to deliver higher returns by specializing in 

these industries, while less experienced fund managers could instead deliver higher returns by 

diversifying their investments across multiple geographic regions. 

7.2 Biases, Limitations & Future Research 

In this section we will address the biases and limitations which can affect our results, 

as well as discussing recommendations for future research which can improve our study. A 

first bias which has potential for impacting our results is the selection bias, which involves 

funds which perform poorly not being interested in reporting their returns due to fear of it 

having a negative effect on future fundraising. A similar bias is the survivorship bias, where 

managers who discontinue their private equity firms due to poor previous fund performance do 

not report the returns from their funds, yielding a sample of only successful funds which have 

“survived” the initial stages. A possible effect of these two biases on our results includes our 
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models potentially overestimating NIRR due to our dataset containing too few funds with poor 

returns. A potential solution could be to directly contact the funds with poor returns to request 

their data. However, this is quite difficult to accomplish in practice as it requires intricate 

knowledge of which funds achieved poor returns without these returns being reported, as well 

as due to the voluntary basis on which fund managers may choose to share or not to share their 

data.  

A further bias which can impact our results is the omitted variables bias, which involves 

potentially statistically significant variables not being included in the models, hence somewhat 

skewing the estimates for the variables which the models contain. One such omitted variable 

could include the funds’ past performance, as one can expect managers who have shown strong 

returns in the past to have developed a competitive advantage through a deeper understanding 

of their investment area. Our dataset is quite limited by a total of 600 funds, with a large number 

of these funds not having reported any previous funds from the same fund series or the same 

fund manager. Therefore, including a measure of past performance would significantly reduce 

the size of our dataset, potentially turning some of the statistically significant variables in our 

models into statistically insignificant. As such, we have chosen to not include a measure of past 

performance in our analysis. Another omitted variable could be a more representative proxy 

for management experience, which could be the average number of years of experience for the 

fund management’s team, or the total number of deals previously conducted by the fund 

management. The rationale for this is that unlike variables “Fund Number” and “Fund Series”, 

the previously mentioned variables take into account the different number of deals conducted 

by the management for each of their previous funds, as well as the relevant working experience 

the management team had before launching their first fund. These variables were not included 

in our analysis due to such data being inaccessible to us, and it would be interesting to see if 

adding these variables would strongly improve our models’ precision. 

Next, as discussed in section 6.2.1, we collected macroeconomic data on a regional 

level, due to historical records of such data being extremely limited in their year-range for some 

countries. Having collected macroeconomic data on regional level might be the reasoning for 

said variables appearing statistically insignificant in our models, as a closer examination made 

us draw the conclusion that the difference in data between region and country level is quite 

large for macroeconomic variables. Therefore, being able to collect the macroeconomic data 

on country level could be a further possible improvement for future research on this study. 

Additionally, as described in the Theory section, using NIRR as a measure of returns has its 
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limitations through the measure’s underlying assumption that distributions to investors are 

reinvested at the same rate of returns along the time horizon, which is not always realistic. We 

have not adjusted for this issue due to our data sample only providing raw NIRR data and 

lacking information on size and timing of distributions. Therefore, a further improvement in 

future research would include adjusting NIRR such that distributions to the investors are 

reinvested at a different rate, for instance at the rate of the private equity firm’s cost of capital. 

A final limitation is related to the size of our dataset when applied in machine learning 

algorithms. ML models are attractive as they can learn and build more complex models which 

offer more flexibility and often yield better precision in output variable prediction. This is due 

to the many combinations of interaction effects between input variables which machine 

learning algorithms can choose from when constructing their model. Subsequently, these 

algorithms need to estimate a large number of coefficients. In case if the dataset is small  and 

some of the variables only have a few observations, this leads to ML models starting to 

memorize the pattern between these variables in the training set instead of generalizing it.  This 

leads to overfitting the prediction model, and hence less precise results when applying the 

model to the testing set. A rule of thumb for determining whether a dataset is small for ML 

methods is to divide the number of observations by the number of features – if the number is 

less than 10, the dataset is seen as small. Our dataset has approximately 8.6 observations per 

feature, meaning it should be considered a small dataset.  

 In order to address this issue, we conduct the Linear model analysis before using the 

more advanced methods, as it enables the removal of variables which we find to not have a 

statistically significant relationship with the output variable. Further, we divide the dataset into 

a training set and a test set of correspondingly 480 and 120 observations, in order to analyze 

whether there is overfitting in our prediction models. While using the advanced ML methods, 

we utilize the methods’ benefits in order to reduce overfitting. For Support Vector Regression 

this involves the method’s aims to minimize error made by the learning machine on out-of-

sample data, which gives good generalization capability and thus, it tends to perform well on 

data outside the training set. Meanwhile, for a Bayesian Regularized Neural Network, the 

likelihood of overfitting is reduced as it utilizes evidence procedures that provide an objective 

Bayesian criterion for stopping training when there is a chance of overfitting. Additionally, the 

method trains on several network parameters, effectively turning off those which are not 

relevant. Nevertheless, increasing the size of the data sample could be a factor towards 

improving the precision of our results.  

limitations through the measure's underlying assumption that distributions to investors are

reinvested at the same rate ofreturns along the time horizon, which is not always realistic. We

have not adjusted for this issue due to our data sample only providing raw NIRR data and

lacking information on size and timing of distributions. Therefore, a further improvement in

future research would include adjusting NIRR such that distributions to the investors are

reinvested at a different rate, for instance at the rate of the private equity firm's cost of capital.

A final limitation is related to the size of our dataset when applied in machine learning

algorithms. ML models are attractive as they can learn and build more complex models which

offer more flexibility and often yield better precision in output variable prediction. This is due

to the many combinations of interaction effects between input variables which machine

learning algorithms can choose from when constructing their model. Subsequently, these

algorithms need to estimate a large number of coefficients. In case if the dataset is small and

some of the variables only have a few observations, this leads to ML models starting to

memorize the pattern between these variables in the training set instead of generalizing it. This

leads to overfitting the prediction model, and hence less precise results when applying the

model to the testing set. A rule of thumb for determining whether a dataset is small for ML

methods is to divide the number of observations by the number of features - if the number is

less than 10, the dataset is seen as small. Our dataset has approximately 8.6 observations per

feature, meaning it should be considered a small dataset.

In order to address this issue, we conduct the Linear model analysis before using the

more advanced methods, as it enables the removal of variables which we find to not have a

statistically significant relationship with the output variable. Further, we divide the dataset into

a training set and a test set of correspondingly 480 and 120 observations, in order to analyze

whether there is overfitting in our prediction models. While using the advanced ML methods,

we utilize the methods' benefits in order to reduce overfitting. For Support Vector Regression

this involves the method's aims to minimize error made by the learning machine on out-of-

sample data, which gives good generalization capability and thus, it tends to perform well on

data outside the training set. Meanwhile, for a Bayesian Regularized Neural Network, the

likelihood of overfitting is reduced as it utilizes evidence procedures that provide an objective

Bayesian criterion for stopping training when there is a chance of overfitting. Additionally, the

method trains on several network parameters, effectively turning off those which are not

relevant. Nevertheless, increasing the size of the data sample could be a factor towards

improving the precision of our results.
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(g) Preferred Geography 

 

(h) Preferred Industry 
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(i) NIRR by Preferred Geography 

 

(j) NIRR by Preferred Industry 
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(k) Macroeconomic Variables 
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(l) PE Market Variables 

A.2 Variables Correlation Matrix 
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(l) PE Market Variables

A.2 Variables Correlation Matrix

Fund Size [MUSD)

logdealsize

Average deal size [MUSD) 0.33

logfundnumber 0.29 0.28

Fund Number 0.16 0.21 0.17

logfundseries 0.19 0.32 0.37

Fund Series 0.61 0,09 0.16 0.3 0.31

EVIEBITDA -0.04 0,02 0.09

EVI Revenue 0.27 0.03 0,03 O.D2 0,03 0.15

M&A Volume (Capital invested, MUSD) 0 . 2 1 0 . 0 2 - 0 . 0 6 0.1 0.05 -0.01 -0.09 -0.02 -0.o7 Corr

"1.0

Funds raised 0.27 -0.02 -0.05 0.00 -0.05
05

M&A Volume (Deal count) 0.15 -0 .05-0 ,09 0.12 0.04 -0.03 -0.09 -0.04 -0.11
0.0

DryPowder Total [MUSD) 0.22 -0.03 -0.06 0.11 0.04 -O.o3 -0.05 -0.o3 -0.04
u - 0 . 5

logMAdealcount 0.37
0 . 0 4 0 . 1 7

0.13 .ooz -0.11 -1.0

logMAcapitalinvested
-  5 5  

0.63 0.75 0.78 0.36 04 D.DB 0.02 0.14 0.12 0 -0.09 004 0.05

logfundsraised - -  . 5 9  
0.63 OJl2 0.78 0.43 0.45 D.OS 0.02 0.12 0.09 001 -0.08 001 0.05

logtotaldrypowder D.84 ns 0.57 0&9 087 0.42 0.43 008 0.05 0.11 0.09 -001 -0.09 003 0.05

Credit spread 0.17 0.21 0.27 03 0.11 0.25 0.17 0.22 -0.17 008 -0 .04 -007 0.17 0.11 003 0 -007

lognumberofpartners -0.06 -0.09 -0.09 -0.13 -0.08 -0.11 0.1 008 om 0.09 -0.09 -0.03 -0.:26 -0.38 01 0.14

Number of partners .Q.07 -0.09 -0.07 -0.11 -0.04 -0.1 om 0.07 0.05 0.07 -0.09 -0.04 -0.16 -0.3 0.11 0.11

Bond e l d o.82 :aæ -0.28 -0.35 -0.35 - 0 . 3 1 æ - 0 . 1 8 -0.14 001 0.03

GDP growth 0,08 .Q.00 -0.14 om -urn 0.18 0.:21 -0 .08 -003 -0.15 -0,09 0.05 0.04

Stock market returns -0.29 -0.26 -0.17 -0.18 -0.17 -0.3 -0.02 0.11 - 0 . 0 3 B - 0 . 0 8 - 0 0 3 B 0 . 1 1 0.04 0.08
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Appendix B 

B.1 Regressions of Macroeconomic & PE Market Variables on NIRR 

 

(a) PE Market Variables Regressed on NIRR 

 

(b) Macroeconomic Variables Regressed on NIRR 

Appendix B

B.l Regressions of Macroeconomic & PE Market Variables on NIRR
##
## - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
## Reg·ression of PE market v a r i a b l e s
## - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
## -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
##
## -- - - - - - - - - -- - - - - - - - - - - - - - - - - - - - -- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -- - - - - -

x ( I n t e r c e p t )
x 'Funds r a i s e d l' - 0 . 0 0 4
x 'Funds r a i s e d 2' 0 . 0 0 2
x1Funds r a i s e d 3' - 0 . 0 0 0 5
x 'Funds r a i s e d 4' 0 . 0 0 2
x1Funds r a i s e d 5' 0 . 0 0 4
x'Dry Powder To ta l (MUSDJ l' - 0 . 0001
x'Dry Powder T o t a l (MUSD) 2' 0 .0002
x'Dry Powder T o t a l (MUSD) 3' -o.0001
x'Dry Powder To ta l (MUSD) 4' 0 .0001
x ' D r y Powder To ta l (MUSDJ 5' - 0 . 0001
x'M&A Volume ( C a p i t a l i n v e s t e d , MUSD) 1' 0 .00000
x'M&A Volume ( C a p i t a l i n v e s t e d , MUSD) 2' - 0 . 0 0 0 0 0
x'M&A Volume ( C a p i t a l i n v e s t e d , MUSD) 3' - 0 . 0 0 0 0 0
x'M&A Volume ( C a p i t a l i n v e s t e d , MUSD) 4' - 0 . 0 0 0 0 0
x'M&A Volume (Capital inves ted , MUSD) 5' - 0 . 0 0 0 0 0
x'M&A Volume (Deal c o u n t ) l' 0 .00003
x1M&A Vo lume (Deal c o u n t ) 2' 0 .00001
x'M&A Vo lume (Deal c o u n t ) 3' 0 .0001
x1M&A Vo lume (Deal c o u n t ) 4' 0 .0001
x'M&A Vo lume (Deal c o u n t ) 5' - 0 . 0002
x'EV/ Revenue 1' 0. 059
x'EV/ Revenue 2' - 0 . 091
x'EV/ Revenue 3' - 0 . 106
x'EV/ Revenue 4' - 0 . 0 6 2
x'EV/ Revenue 5' - 0 . 0 4 3
x' EV/EBITDA l' 0 . 0 2 5
x' EV/EBITDA 2' 0 . 0 2 3
x' EV/EBITDA 3' - 0 . 0 1 3
x' EV/EBITDA 4' 0 . 0 0 2
x' EV/EBITDA 5' 0 . 0 0 6
Cons tan t 0 . 1 5 3

## MSE 0 . 0 8 3
## • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •

## N o t e : • p < 0 . 0 5 ; • • p < 0 . 0 1 ; • • • p < 0 001

(a) PE Market Variables Regressed on NIRR
##
## - - - - · - - · - · - - - - - - · · - - - - - - - · · - - - - - - · - - · - · - - - - · - - · - · - - - - - · · - - - - - - ·
##
##

R e g r e s s i o n of macroeconomic v a r i a b l e s

## - - - - - - - - - - - - -- - - - - - - - - -- - - - - - - - - - - - - - - - -- -- - - - - - - - - -- - - - - - - - - - -
## x ( I n t e r c e p t )
## x ' S t o c k market
## x ' S t o c k market
## x ' S t o c k market
## x ' S t o c k market
## x ' S t o c k market
## x 'Bond y i e l d l'
## x 'Bond y i e l d 2'
## x'Bond y i e l d 3'
## x 'Bond y i e l d 4'
## x 'Bond y i e l d 5'
## x ' C r e d i t s p r e a d
## x ' C r e d i t s p r e a d
## x ' C r e d i t s p r e a d
## x ' C r e d i t s p r e a d
## x ' C r e d i t s p r e a d
## x' GDP gr-ovt.h l'
## x'GDP growth 2'
## x'GDP growth 3'
## x'GDP growth 4'

0 . 2 2 0
-0 .018

0 . 0 0 7
0 . 0 1 9
0 . 3 1 0
3 . 8 4 8

- 9 . 236•
2 . 8 1 7

-0 .194
5 . 1 9 3

- 2 3 .579**
3 . 5 2 5

- 4 . 754
7. 761

- 7 . 989
- 6 . 936•
-2 .134
-2 .537
-0 .199

## x' GDP growth 5' - 0 . 308
## Cons tan t 0. 826**
## ---------------------------------------------------------------

## MSE 0 . 0 8 6
## = = = = • • • • = = = = = • • · · • • = = = = • • · · • • = = = = • • • • = = = = = • • · · • • = = = = • • · · • • = = = = •

r e t u r n s 1'
r e t u r n s 2'
r e t u r n s 3'
r e t u r n s 4'
r e t u r n s 5'

l'
2'
3'
4'
5'

## Note : • p < 0 . 0 5 ; **p<0 .01 ; · • • p < 0 . 0 0 1

(b) Macroeconomic Variables Regressed on NIRR
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B.2 Industry & Geographic Region Classification 

Sector Industry Group Industry 

Energy Energy 
Energy Equipment & Services 

Oil, Gas & Consumable Fuels 

Materials Materials 

Chemicals 

Construction Chemicals 

Container & Packaging 

Metals & Mining 

Paper & Forest Products 

Industrials 

Capital Goods 

Aerospace & Defence 

Building Product 

Construction & Engineering 

Electrical Equipment 

Industrial Conglomerates 

Machinery 

Trading Companies & Distributors 

Commercial & Professional 
Services 

Commercial Services & Supplies 

Professional Services 

Transportation 

Air Fright & Logistics 

Airlines 

Marine 

Road & Rail 

Transportation Infrastructure 

Consumer Discretionary 
(Consumer Cyclical) 

Automobiles & 
Components 

Auto Components 

Automobiles 

Consumer Durables & 
Apparel 

Household Durables 

Leisure Products 

Textiles, Apparel & Luxury Goods 

Consumer Services 
Hotels, Restaurants & Leisure 

Diversified Consumer Services 

Retailing 

Distributors 

Internet & Direct Marketing Retail 

Multiline Retail 

Speciality Retail 

Consumer Staples 
(Consumer Defensive) 

Food & Staples Retailing Food & Staples Retailing 

Food, Beverage & Tobacco 

Beverages 

Food Products 

Tobacco 

Household & Personal 
Products 

Household Products 

Personal Products 

   

B.2 Industry & Geographic Region Classification

Sector Industry Group Industry

Energy Energy
Energy Equipment & Services

Oil, Gas & Consumable Fuels

Chemicals

Construction Chemicals

Materials Materials Container & Packaging

Metals & Mining

Paper & Forest Products

Aerospace & Defence

Building Product

Construction & Engineering

Capital Goods Electrical Equipment

Industrial Conglomerates

Machinery

Trading Companies & Distributors
Industrials

Commercial & Professional Commercial Services & Supplies
Services Professional Services

Air Fright & Logistics

Airlines

Transportation Marine

Road & Rail

Transportation Infrastructure

Automobiles & Auto Components
Components Automobiles

Household Durables
Consumer Durables & Leisure ProductsApparel

Textiles, Apparel & Luxury Goods
Consumer Discretionary Hotels, Restaurants & Leisure(Consumer Cyclical) Consumer Services

Diversified Consumer Services

Distributors

Retailing
Internet & Direct Marketing Retail

Multiline Retail

Speciality Retail

Food & Staples Retailing Food & Staples Retailing

Beverages

Consumer Staples Food, Beverage & Tobacco Food Products
(Consumer Defensive) Tobacco

Household & Personal Household Products
Products Personal Products
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Healthcare 

Healthcare Equipment & 
Services 

Health Care Equipment & Supplies 

Health Care Providers & Services 

Health Care Technology 

Pharmaceuticals, 
Biotechnology & Life 
Sciences 

Biotechnology 

Pharmaceuticals 

Life Sciences Tools & Services 

Financials 

Banks 
Banks 

Thrifts & Mortgage Finance 

Financial Services 

Diversified Financial Services 

Consumer Finance 

Capital Markets 
Mortgage Real Estate Investment Trusts 
(REITs) 

Insurance Insurance 

Information Technology 

Software & Services 
IT Services 

Software 

Technology Hardware & 
Equipment 

Communications Equipment 
Technology Hardware, Storage & 
Peripherals 
Electronic Equipment, Instruments & 
Components 

Semiconductors & 
Semiconductor Equipment 

Semiconductors & Semiconductor 
Equipment 

Communication Services 

Telecommunication 
Services 

Diversified Telecommunication Services 

Wireless Telecommunication Services 

Media & Entertainment 
Media 

Entertainment 

Interactive Media & Services 

 Utilities Utilities 

Electric Utilities 

Gas Utilities 

Multi-Utilities 

Water Utilities 
Independent Power and Renewable 
Electricity Producers 

Real Estate Real Estate 
Equity Real Estate Investment Trusts 
(REITs) 
Real Estate Management & Development 

(a) Global Industry Classification Standard (GICS) for Preferred Industry Variable 

Healthcare Equipment &
Services

Healthcare
Pharmaceuticals,
Biotechnology &Life
Sciences

Health Care Equipment & Supplies

Health Care Providers & Services

Health Care Technology

Biotechnology

Pharmaceuticals

Life Sciences Tools & Services

Banks

Financials
Financial Services

Insurance

Banks

Thrifts & Mortgage Finance

Diversified Financial Services

Consumer Finance

Capital Markets
Mortgage Real Estate Investment Trusts
(REITs)
Insurance

Software &Services

Information Technology Technology Hardware &
Equipment

Semiconductors &
Semiconductor Equipment

IT Services

Software

Communications Equipment
Technology Hardware, Storage &
Peripherals
Electronic Equipment, Instruments &
Components
Semiconductors & Semiconductor
Equipment

Telecommunication
Services

Communication Services

Media & Entertainment

Diversified Telecommunication Services

Wireless Telecommunication Services

Media

Entertainment

Interactive Media & Services

Utilities Utilities

Electric Utilities

Gas Utilities

Multi-Utilities

Water Utilities
Independent Power and Renewable
Electricity Producers

Real Estate Real Estate
Equity Real Estate Investment Trusts
(REITs)
Real Estate Management & Development

(a) Global Industry Classification Standard (GICS) for Preferred Industry Variable
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(b) Geographic Regions Classification for Preferred Geography Variable 

  

Western United Stoles
Midwest United Stoles
No1heost United Stoles
Southern United Stoles

No,dc,
Eælem Europe/Ruwe
Western Europe

D Southern Europe N>1hAmerico 
LolinAmerico...,,

CAtri:o Oceoriio 

/ - J , ,
v ... . . . . . . . . .

...

(b) Geographic Regions Classification for Preferred Geography Variable
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B.3 ML Models Coefficients Complete Overview 
Variable Coef.  

Fund Number 2.1∙10-5  
Fund Size (MUSD) 3.1∙10-5  
Preferred Industry: Capital Goods 5.7∙10-5  
Preferred Industry: Consumer Durables & Apparel 0.0014  

Preferred Industry: Consumer Services (B2C) 0.0014  

Preferred Industry: Food, Beverage & Tobacco 0.0030  

Preferred Industry: Insurance 0.0011  

Preferred Industry: No preference 9.1∙10-5  

Preferred Industry: Pharmaceuticals, Biotechnology & Life Sciences 0.0019  

Preferred Industry: Retailing 0.0017  

Preferred Industry: Semiconductors & Semiconductor Equipment 0.0015  

Preferred Geography: Asia 8.8∙10-5  

Preferred Geography: Eastern Europe/Russia 0.0013  

Preferred Geography: No preference 0.0012  

Preferred Geography Fourgroup: Global 0.0014  

Preferred Geography Fourgroup: North America 2.0∙10-6  

M&A Volume (Deal Count) 0.0399  

log_MAcapitalinvested 2.0∙10-5  

log_drypowdermarket 3.1∙10-5  

(a) Coefficients of Ridge Model  

  

B.3 ML Models Coefficients Complete Overview
Variable

Fund Number

Fund Size (MUSD)

Preferred Industry: Capital Goods

Preferred Industry: Consumer Durables & Apparel

Preferred Industry: Consumer Services (B2C)

Preferred Industry: Food, Beverage & Tobacco

Preferred Industry: Insurance

Preferred Industry: No preference

Preferred Industry: Pharmaceuticals, Biotechnology & Life Sciences

Preferred Industry: Retailing

Preferred Industry: Semiconductors & Semiconductor Equipment

Preferred Geography: Asia

Preferred Geography: Eastern Europe/Russia

Preferred Geography: No preference

Preferred Geography Fourgroup: Global

Preferred Geography Fourgroup: North America

M&A Volume (Deal Count)

log_MAcapitalinvested

log_drypowdermarket

Coef.

2.1·10-5

3.1-10-5

5.7-10-5

0.0014

0.0014

0.0030

0.0011

9.1·10-5

0.0019

0.0017

0.0015

8.8·10-5

0.0013

0.0012

0.0014

2.0-10-5

0.0399

2.0·10-5

3.1-10-5

(a) Coefficients of Ridge Model
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Variable Squared coef.  

M&A Volume (Capital Invested, MUSD) 1.2∙1014   
M&A Volume (Deal Count) 9.5∙109  
Dry Powder Market (MUSD) 3.3∙109  
Funds Raised Market 2.3∙107  

Fund Size (MUSD) 6.6∙106  

Average Deal Size (MUSD) 4.0∙104  

log_M&Acapitalinvested 1,691  

log_drypowdermarket 1,614  

EV/Revenue 1,057  

EV/EBITDA 1,013  

log_M&Adealcount 739  

log_fundsraisedtotal 521  

Number of Partners 152  

Fund Series 112  

log_fundsize 86  

log_averagedealsize 53  

Preferred Geography: No preference 15  

Preferred Industry: Pharmaceuticals, Biotechnology & Life Sciences 14  

Preferred Industry: Healthcare Equipment & Services 11  

Preferred Industry: Telecommunication Services 9  

Fund Number 7  

Majority/Minority Stake: Prefers Majority Stake 5  

log_fundnumber 5  

Preferred Industry: Software & Services 4  

log_fundseries 4  

Preferred Geography Fourgroup: North America 4  

Preferred Geography Fourgroup: Global 4  

Preferred Geography: United States 3  

Fund Type: Venture 3  

Majority/Minority Stake: Prefers Minority Stake 2  

Preferred Geography: Europe 1  

Preferred Industry: No Preference 1  

Stock Market Returns 1  

Preferred Industry: Consumer Non-Durables 0.5  

Preferred Geography: Nordics 0.5  

Preferred Industry: Consumer Services (B2C) 0.4  

Fund Type: Growth Equity 0.4  

Preferred Geography: North America 0.3  

Preferred Geography: Western United States 0.2  

ESG Focus: No ESG Focus 0.2  

Preferred Industry: Technology Hardware & Equipment 0.1  

Variable

M&A Volume (Capital Invested, MUSD)

M&A Volume (Deal Count)

Dry Powder Market (MUSD)

Funds Raised Market

Fund Size (MUSD)

Average Deal Size (MUSD)

log_M&Acapitalinvested

log_drypowdermarket

EV/Revenue

EV/EBITDA

log_M&Adealcount

log_fundsraisedtotal

Number of Partners

Fund Series

log_fundsize

log_averagedealsize

Preferred Geography: No preference

Preferred Industry: Pharmaceuticals, Biotechnology & Life Sciences

Preferred Industry: Healthcare Equipment & Services

Preferred Industry: Telecommunication Services

Fund Number

Majority/Minority Stake: Prefers Majority Stake

log_fundnumber

Preferred Industry: Software & Services

log_fundseries

Preferred Geography Fourgroup: North America

Preferred Geography Fourgroup: Global

Preferred Geography: United States

Fund Type: Venture

Majority/Minority Stake: Prefers Minority Stake

Preferred Geography: Europe

Preferred Industry: No Preference

Stock Market Returns

Preferred Industry: Consumer Non-Durables

Preferred Geography: Nordics

Preferred Industry: Consumer Services (B2C)

Fund Type: Growth Equity

Preferred Geography: North America

Preferred Geography: Western United States

ESG Focus: No ESG Focus

Preferred Industry: Technology Hardware & Equipment

Squared coef.

1.2-1014

9.5·109

3.3·109

2.3·107

6.6·106

4.0·104

1,691

1,614

1,057

1,013

739

521

152

112

86

53

15

14

11
g

7

5

5

4

4

4

4

3

3

2

0.5

0.5

0.4

0.4

0.3

0.2

0.2

0.1
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Preferred Geography: Western Europe 0.1  

Preferred Geography: Asia 0.1  

Bond Yield 0.1  

Preferred Industry: Materials 0.0  

Preferred Industry: Commercial & Professional Services (B2B) 0.0  

Credit Spread 0.0  

Preferred Geography: Latin America 0.0  

Preferred Geography: Southern Europe 0.0  

Preferred Industry: Consumer Durables & Apparel 0.0  

Preferred Industry: Energy 0.0  

Preferred Geography: Pan-European 0.0  

log_numberofpartners 0.0  

Preferred Geography: Oceania 0.0  

GDP Growth 0.0  

Preferred Industry: Transportation 0.0  

Preferred Industry: Financial Services 0.0  

Preferred Geography: Midwest United States 0.0  

Preferred Industry: Chemicals 0.0  

Preferred Industry: Media & Entertainment 0.0  

Preferred Geography: Eastern Europe/Russia 0.0  

Preferred Geography: Southern United States 0.0  

Preferred Industry: Capital Goods 0.0  

Preferred Industry: Food, Beverage & Tobacco  0.0  

Preferred Industry: Insurance 0.0  

Preferred Industry: Retailing 0.0  

Preferred Industry: Semiconductor & Semiconductor Equipment 0.0  

Preferred Geography: Canada 0.0  

Preferred Geography: Midwest United States 0.0  

(b)  Squared Coefficients of SVM Model  

  

Preferred Geography: Western Europe

Preferred Geography: Asia

Bond Yield

Preferred Industry: Materials

Preferred Industry: Commercial & Professional Services (B2B)

Credit Spread

Preferred Geography: Latin America

Preferred Geography: Southern Europe

Preferred Industry: Consumer Durables & Apparel

Preferred Industry: Energy

Preferred Geography: Pan-European

log_numberofpartners

Preferred Geography: Oceania

GDP Growth

Preferred Industry: Transportation

Preferred Industry: Financial Services

Preferred Geography: Midwest United States

Preferred Industry: Chemicals

Preferred Industry: Media & Entertainment

Preferred Geography: Eastern Europe/Russia

Preferred Geography: Southern United States

Preferred Industry: Capital Goods

Preferred Industry: Food, Beverage & Tobacco

Preferred Industry: Insurance

Preferred Industry: Retailing

Preferred Industry: Semiconductor & Semiconductor Equipment

Preferred Geography: Canada

Preferred Geography: Midwest United States

0.1

0.1

0.1

0.0
0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

0.0

(b) Squared Coefficients of SVM Model

77



78 
 

Variable Coef.  

Fund Number 0.0127  
Fund Series 0.1377  
Fund Type: Growth Equity 0.0366  
Fund Type: Venture 0.0288  

Average Deal Size (MUSD) 0.0776  

Preferred Industry: Commercial & Professional Services (B2B) 0.0144  

Preferred Industry: Consumer Services (B2C) 0.1060  

Preferred Industry: Financial Services 0.0437  

Preferred Industry: Insurance 0.0618  

Preferred Industry: Materials 0.0713  

Preferred Industry: Media & Entertainment 0.0173  

Preferred Industry: No preference 0.0559  

Preferred Industry: Software & Services 0.0558  

Preferred Industry: Technology Hardware & Equipment 0.0012  

Preferred Industry: Telecommunication Services 0.1055  

Preferred Industry: Transportation 0.0652  

Preferred Geography: Canada 0.0260  

Preferred Geography: Latin America 0.1003  

Preferred Geography: Midwest United States 0.0434  

Preferred Geography: Northeast United States 0.0176  

Preferred Geography: Oceania 0.0651  

Preferred Geography: Pan-European 0.0085  

Preferred Geography: Western Europe 0.0343  

Preferred Geography: Western United States 0.0168  

Majority/Minority Position: Prefers Majority Stake 0.0662  

ESG Focus: No ESG Focus 0.0218  

Number of Partners 0.0034  

Funds Raised Market 0.047  

M&A Volume (Capital Invested, MUSD) 0.0118  

M&A Volume (Deal Count) 0.1251  

EV/ EBITDA 0.0047  

Stock Market Returns 0.0041  

Bond Yield 0.0167  

log_fundseries 0.0296  

(c) Coefficients of NN Model 

 

Variable

Fund Number

Fund Series

Fund Type: Growth Equity

Fund Type: Venture

Average Deal Size (MUSD)

Preferred Industry: Commercial & Professional Services (B2B)

Preferred Industry: Consumer Services (B2C)

Preferred Industry: Financial Services

Preferred Industry: Insurance

Preferred Industry: Materials

Preferred Industry: Media & Entertainment

Preferred Industry: No preference

Preferred Industry: Software & Services

Preferred Industry: Technology Hardware & Equipment

Preferred Industry: Telecommunication Services

Preferred Industry: Transportation

Preferred Geography: Canada

Preferred Geography: Latin America

Preferred Geography: Midwest United States

Preferred Geography: Northeast United States

Preferred Geography: Oceania

Preferred Geography: Pan-European

Preferred Geography: Western Europe

Preferred Geography: Western United States

Majority/Minority Position: Prefers Majority Stake

ESG Focus: No ESG Focus

Number of Partners

Funds Raised Market

M&A Volume (Capital Invested, MUSD)

M&A Volume (Deal Count)

EV/ EBITDA

Stock Market Returns

Bond Yield

log_fundseries

Coef.

0.0127

0.1377

0.0366

0.0288

0.0776

0.0144

0.1060

0.0437

0.0618

0.0713

0.0173

0.0559

0.0558

0.0012

0.1055

0.0652

0.0260

0.1003

0.0434

0.0176

0.0651

0.0085

0.0343

0.0168

0.0662

0.0218

0.0034

0.047

0.0118

0.1251

0.0047

0.0041

0.0167

0.0296

(c) Coefficients of NN Model
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