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Executive Summary 

In this thesis, returns of clothing bought online are researched. The background of this is an 

increasing amount of clothing being ordered online and returned for various reasons. As 

many online retailers sell products with free, no-hassle returns, it is easy for consumers to 

order anything they want to try on or see in person and return as much as they like, with 

little to no personal consequences. However, this has a large cost for retailers who must deal 

with complex reverse logistics, as well as the environmental impact of shipping and sending 

products back and forth, which sometimes leads to items getting destroyed instead as it of-

ten is cheaper. Although there is a lot of research on the status of this and a lot of research 

on consumer behaviours, there is little connecting the two, examining what, in particular, 

can be done to mitigate the issue. This thesis attempts to answer what can be done to reduce 

the return rate of clothing bought online and the financial and environmental impact of re-

turns for clothing bought online. 

This thesis has a sequential exploratory design, starting with a qualitative stage using 

grounded theory development, followed by a quantitative stage testing the generated theory 

through an online questionnaire distributed to a large sample of U.S. consumers. In addition, 

it builds on existing research, such as The Theory of Planned Behaviour, in an attempt to 

produce a research model and find the independent variables that explain return volume. 

Key findings are that returns handed back to a physical store can reduce the financial and 

environmental impact of returns compared to sending clothing back by mail. The research 

model, therefore, differs between these two types of returns. However, it does find that 

shopping volume is the strongest determinant for both sent and physical returns. Additional-

ly, the knowledge among consumers on the topic seems to be low, and socially responsible 

consumers surprisingly have higher sent returns, but the same physical returns. Normative 

influences also explain return behaviour, however, for sent returns, it is personal norms, 

while for physical returns it is not, but rather one's subjective opinion of others' norms. 
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1. Introduction 

1.1 Background 

Worldwide e-commerce sales have experienced a significant surge in recent years, increas-

ing from $1,336 billion U.S. dollars in 2014 to $5,211 billion U.S. dollars in 2021, with an 

estimated projection of $8,148 billion by 2026 (eMarketer, 2022). Clothing consistently 

ranks as the top category for online purchases in most countries, a trend that has persisted 

since at least 2018 (DC Velocity et al., 2021; Salesforce Research, 2021; Statista & We Are 

Social, 2018). In 2025, the estimated market value of the fashion e-commerce sector is pro-

jected to reach $1,207 billion U.S. dollars (Research and Markets & Statista, 2021). 

The growth in online clothing sales has been driven by various factors, such as a broader 

online product range, expedited shipping, hassle-free returns, an improved user experience 

on smartphones, personalized content and recommendations, the influence of social influ-

encers, and the pervasive presence of social media (Cullinane, 2019; Hull, 2012; Statista, 

2021). The prevalence of smartphones and the increased availability of high-speed internet 

have made online shopping more accessible, convenient, and user-friendly. Consequently, 

consumers can now comfortably shop online during their daily commutes, with mobile de-

vices occupying an ever-growing share of the platforms used for online purchases 

(PYMNTS, 2022). In the meantime, a recent study reveals that young British adults, on av-

erage, make five mobile purchases per week while commuting, with clothing ranking as the 

top category of interest (Kinetic, 2022). This trend is unsurprising, given that convenience is 

a significant factor influencing store choice, whether online or offline, for many consumers 

(Bellenger & Korgaonkar, 1980; Rohma & Swaminathan, 2004; Vignali & Reid, 2014). The 

convenience of browsing a wide variety of clothing items using search filters and AI rec-

ommender systems to refine the search, without the need to physically browse stores or wait 

in line, can be particularly appealing while commuting or in various other contexts. This 

appeal is further amplified when online retailers offer free shipping and a hassle-free returns 

service. 

But what happens when you purchase clothing online that doesn't meet your expectations, 

and you wish to return it? What occurs when consumers order the same quantity of clothing 

to their homes as they would have taken to a changing room for trying on, knowing they can 
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easily and freely return any unwanted items? As online shopping continues to gain populari-

ty, and brands encourage consumers to order directly from their distribution centres, return 

policies become more lenient to attract convenience-seeking customers (McKinsey, 2022; 

Vignali & Reid, 2014). If one can order as much as they wish to try on and return items 

without consequences or charges, why would convenience-seeking consumers limit the size 

of their orders? 

In line with the growth in online shopping, the number of returned products has also been 

steadily increasing. Research indicates that return rates vary, ranging from 10% for plain t-

shirts (Cullinane & Cullinane, 2021) to as high as 90% for long dresses (Kristiansen, 2022). 

On average, return rates fall in the range of 20% to 50% across different product categories, 

however, these rates vary significantly among different demographic groups, such as age 

and gender (Cullinane & Cullinane, 2021; Cullinane, 2019; Kristiansen, 2022). 

Studies suggest that the return process is often lengthy and intricate, resulting in an even 

larger carbon footprint associated with the returned item (Cullinane & Cullinane, 2021). 

Frequently, returned clothing embarks on extensive return journeys, spanning thousands of 

kilometres, as it is sent from one processing hub to another for resale (Kapner, 2023; 

Kristiansen, 2022). Furthermore, not all clothing items have profit margins high enough to 

justify the expense of returning, processing, and delivering them to new paying customers, 

as the additional income from resale may not offset these costs (Cullinane, 2019; 

Kristiansen, 2022; Manayiti & Edgecliffe-Johnson, 2022; Peiser, 2022).  

1.2 Context 

As both online clothing sales and their return rates continue to grow, it becomes increasing-

ly important to understand how the climate footprint of this trend can be reduced. This sig-

nificance is further underscored by The United Nations' Sustainable Development Goals, 

particularly goal #12, which aims to "Ensure sustainable consumption and production pat-

terns" (2022). It has become evident that neither the current level of consumption nor its 

trajectory is sustainable for the planet, and it requires addressing (United Nations, 2022). 

Clothing production has a significant negative climate impact due to carbon emissions, un-

sustainable resource usage, and the generation of substantial waste and pollution (Claudio, 

2007; Ore, 2022). The European Union (EU) has introduced a new textile strategy to coun-
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ter this adverse trend, aiming to transition the industry toward more sustainable practices 

and facilitating the initial steps toward circular business models (European Commission, 

2022). These recent policies seek to limit waste and mitigate the impact of clothing, includ-

ing efforts to discourage the destruction of unsold goods (European Commission, 2022; 

Kristiansen, 2022; Ore, 2022). However, the costs for businesses in managing excessive 

returns, as well as the associated climate impact, persist as challenges. 

Given that this thesis is written in collaboration with DIG and BEST in Retail, the research 

also aims to explore the potential for technology to drive innovation and growth, in addition 

to providing concrete managerial insights for retailers and policymakers to address this issue 

effectively. 

1.3 Research questions 

What can be done to reduce both the financial impact on profits and the environmental im-

pact on the planet, from consumers returning clothing bought online.  

This thesis will try to answer the question: What can be done to reduce both the financial 

impact on profits and the environmental impact on the planet, from consumers return-

ing clothing bought online? This can be formulated mathematically as the multiplication 

of two factors:  

Number of returns × the environmental impact and financial impact of each 

return.  

Therefore, we get the following three possible research questions (RQs), where RQ1 ad-

dresses the number of returns, and RQ2 and RQ3 address the environmental and financial 

impact of each return. 

RQ1: What factors, if any, will have the largest impact on reducing consumers’ return rate 

of clothing bought online? 

RQ2: What factors, if any, will have the largest impact on reducing the carbon footprint of 

each returned online order?  

RQ3: What factors, if any, will have the largest impact on reducing the financial cost of 

each returned online order? 
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By answering RQ1 we attempt to find explanations on the current situation and what can be 

done to reduce the rate of returns. A reduction in returns will have a positive impact on the 

climate footprint of returns and a positive impact on retailers’ profits. By answering RQ2 we 

attempt to further reduce the climate footprint of returns. And finally, by answering RQ3 we 

attempt to reduce the costs for the retailers covering the practice of returning goods.  

As far as the actor involved, the thesis will attempt to address this for all actors involved, 

i.e., what can companies do to address this, what can policymakers do, and what can others 

do to address this.  

1.4 Research design and methodology 

The research design is a plan that determines how a research question will be answered and 

shapes the research process (Saunders et al., 2016). This thesis aims to address how returns 

of clothing purchased online can have a reduced impact on the climate and on retailers' prof-

its, as well as how the return rate itself can be reduced. Due to the exploratory nature of this 

research and the limited amount of previous research on the topic, a sequential exploratory 

design will be employed. The first stage will be exploratory, with the goal of using ground-

ed theory methodology to generate insights that can be applied in the second stage to answer 

the research questions. The second stage will be descriptive and employ a quantitative ap-

proach, specifically using a questionnaire to test the theories developed in the first stage and 

further answer the research questions. This is an abductive research approach, combining 

elements of induction and deduction (Saunders et al., 2016). This design and approach are 

well-suited because the first stage allows for a flexible, open, curious, and creative approach 

to gaining insights about the topic, exploring the phenomenon in depth, and developing a 

theory and model (Flick, 2013). The second stage is more deductive and suitable for testing 

the theory and model, evaluating its generalizability, and examining the relationship be-

tween the model's variables deductively (Saunders et al., 2016). The methods used in each 

stage and the findings from each stage will be presented fully in their respective chapters. 

1.5 Thesis outline 

Chapter 2 will introduce the general research approach and briefly review current research 

and literature related to the issue, linking it to the focus areas for the first research stage. 
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Chapter 3 will present the first research stage, utilizing grounded theory development to 

explore the topic areas identified in Chapter 2. The methodology and findings for this stage 

will be presented separately. 

Chapter 4 will cover the second research stage, where the theory and findings from the pre-

vious stage are integrated to form a model and hypotheses. These will be quantitatively test-

ed through a questionnaire. The methodology and findings for this stage will also be pre-

sented. 

Finally, Chapter 5 will discuss the implications of the overall findings, address the research's 

limitations, and suggest potential areas for future research. 
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2. Research  approach and background 

The upcoming chapter will elucidate the research approach, summarize the current research 

findings, identify existing gaps, and highlight the areas that will be the primary focus of the 

first stage. To accomplish this, it will begin by presenting a framework for addressing the 

issue. Subsequently, it will review the existing literature and research pertaining to the com-

ponents of the framework. Lastly, it will uncover the gaps in the current research and clarify 

the contributions made by this research. 

2.1 Framework for tackling the research questions 

This research aims to address the questions by loosely adapting a modified version of Culli-

nane and Cullinane's framework (2021). The adjustment is made to encompass not only 

environmental aspects but also improvements for retailers. The issue is disaggregated into 

sub-issues that are mutually exclusive and collectively exhaustive components, which, in 

turn, are further divided into sub-issues. A selection of these will be reviewed and investi-

gated during the research in pursuit of answers to the research questions. This structure is 

presented in Error! Reference source not found. below.  

 

Figure 2-1: Cullinane and Cullinane's framework (2021) 
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A selection of these sub-issues will be explored throughout the research in both phases. The 

results of the answers and findings will contribute to the development of theories regarding 

consumer behaviour related to environmental actions. They will also offer managerial in-

sights for retailers regarding potential strategies to mitigate and address the issue. Lastly, the 

research will address whether these efforts are sufficient or if policymakers need to inter-

vene to effect substantial change.  

2.2 Current status on returns in online clothes shopping 

There are various areas and approaches to commence the investigation of this broad topic 

and problem. In the following section, the initial direction and area of focus will be dis-

cussed, defined, and justified, as this will lay the groundwork for the research's path. 

Several reasons for the issue remaining uncorrected have been identified. Firstly, the re-

search will examine consumers and the nature of returns. Secondly, businesses will be ad-

dressed, as they often react and adapt their behaviours in response to consumers' actions and 

desires. 

2.2.1 Consumers – Nature of returns 

Initially, the nature of returns will be examined, including what previous research says about 

the sources of returns, as this information is crucial for reducing the return rate. Extensive 

research and quantitative descriptive studies have been conducted on consumer returns from 

online shopping. A selection of this research will be presented below.  

Saarijärvi et al. (2017)  identified the drivers for returning clothing purchased online, cate-

gorizing them as planned or unplanned behaviour, as well as consumer-initiated or other-

initiated. These reasons are varied but typically fall within the drivers categorized below in 

Table 2-1. A detailed explanation of these can be found in Table 8-1 in the appendix.  
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  Planned returning behaviour Unplanned returning behaviour 

Consumer-

initiated 

Benefit maximization driven 

Just trying out driven 

Money shortage driven 

Money shortage driven 

Feeling driven 

Other initiated   

Competition driven 

Disconfirmation driven 

Order fulfilment driven 

Faded need driven 

Size chart driven 

Reclamation driven 
Table 2-1: Unplanned and planned online returning behaviour 

Furthermore, Kaushik et al. (2020) also compiled the reasons for returns and which research 

that supports these reasons. They provide a list of six main reasons: apparel attributes, dis-

conformity, dissonance, service failure, opportunism, and perception. Each of these has sub-

reasons. A comprehensive overview can be found in the appendix in Table 8-2. 

Additionally, Cullinane and Cullinane (2021) reviewed several studies conducted from 2000 

to 2020, indicating that the number of customers purchasing items they already planned to 

return has been increasing, ranging from 20% up to 45% for younger consumers 

(Accenture, 2018; IMRG, 2020; Metapack, 2020; Piron & Young, 2000). Other sources re-

port that 58% of consumers intentionally buy more goods than they intend to keep (Salerno-

Garthwaite, 2022). 

Furthermore, these studies also reveal that many consumers prefer purchasing clothing from 

retailers with lenient policies (Narvar, 2019, 2022).. This preference often leads to 'bracket-

ing,' wherein consumers order several items in multiple sizes and/or colours, increasing the 

likelihood of receiving something that matches their expectations of the product's attributes 

based on their initial perception when viewing it online (McKinsey, 2022; Narvar, 2022). 

Upon receiving the items, they have the option to return anything they do not wish to keep 

(Cullinane & Cullinane, 2021).  

Narvar's reports from 2019 and 2022 confirm this trend of consumers buying more items 

than they intend to keep, with the incidence of bracketing increasing from 56% globally in 

2019 to 63% in 2022 (Narvar, 2019, 2022). In contrast, McKinsey finds that bracketing ac-

counts for approximately 15% of returns (McKinsey, 2022).. Earlier data from McKinsey 

indicates that 20% of returns result from receiving damaged products, 22% are due to the 

product looking different, 23% involve receiving the wrong product, and 35% are for other 

reasons (McKinsey, 2018). Additionally, return rates are on the rise and currently stand at a 
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minimum of 20% for online retail (Kapner, 2023; Mull, 2023), potentially even higher for 

clothing (Jansson-Boyd, 2023), with some multi-brand retailers experiencing return rates as 

high as 54% (McKinsey, 2022). 

These consumer behaviour patterns are costly for retailers, creating opportunities for spe-

cialized logistics companies to manage the complex and expensive process of reverse logis-

tics (Cullinane & Cullinane, 2021; Cullinane, 2019; Kapner, 2023; Peiser, 2022).. The ex-

pense of handling a returned item is significant, with data indicating that it can amount to 

approximately 66% of the item's value (Kapner, 2023; Smith, 2022).. The precise cost var-

ies, ranging from $21 to $46 (McKinsey, 2022). This underscores that many items may not 

be economically viable to process for return, as their selling price is unlikely to cover the 

costs of return processing. 

To summarize, a significant portion of returns arises from "bracketing," wherein consumers 

order clothing online with the intention or awareness that they will be returning at least 

some of it. 

2.2.2 Retailers – Challenges in Mitigating The Issue 

How are businesses addressing this challenge? Cullinane and Cullinane (2021) have ob-

served that an increasing number of goods purchased online are being bought cross-border, 

with clothing being the most frequently purchased product category (Frederick, 2015). Cou-

pled with the fact that handling returned items requires up to 20% more space than their 

outbound journey (Salerno-Garthwaite, 2022), the entire process becomes highly intricate, 

time-consuming, and costly for retailers (Dickler, 2022; Kapner, 2023). Consequently, many 

retailers opt to engage specialized reverse logistics companies to manage this aspect of their 

operations (Cullinane & Cullinane, 2021; Cullinane, 2019; Kapner, 2023; Peiser, 2022). 

Furthermore, consumers often appear to have limited knowledge about the issue or a clear 

understanding of the reverse journey that items undertake after they are returned (Kapner, 

2023; Kristiansen, 2022). 

So why aren't businesses proactively sharing this information, educating consumers, and 

implementing paid return policies? In fact, an increasing number of retailers, up to 40% or 

more, are beginning to modify their free return policies by introducing return fees. This 

change aims to bring attention to the issue, reduce the problem, recover a portion of return 

costs, and discourage customers from returning goods (Dickler, 2022; Kapner, 2023; Mull, 



 15 

2023; Ore, 2022; Peiser, 2022; Smith, 2022). However, the policy of easy, free, and hassle-

free returns is a critical factor in attracting consumers to shop online. Retailers offering such 

policies can achieve higher customer loyalty and boost sales through more repeat purchases 

and larger order sizes (Gäthke et al., 2021; Kapner, 2023; McKinsey, 2018; Narvar, 2019, 

2022). This creates a situation where those who do not follow suit lose a competitive edge 

(Ore, 2022). It appears that many are compelled to adopt the most lenient policy. While new 

data suggests a potential shift in industry standards, as of now, free and hassle-free returns 

remain the norm. 

There are two other areas retailers could explore to mitigate the issue, as paid returns often 

only cover a small portion of the total return process costs (Dickler, 2022; McKinsey, 2022). 

Thus, there is mixed data on whether this will become the industry standard going forward 

or if it is just the case with some retailers. Furthermore, it is unclear how much paid returns 

will help. Therefore, other options must also be explored to further address the issue. This 

leads to the next two areas. 

The first area is technology, which can help consumers better assess product attributes be-

fore making a purchase to avoid situations where there is a mismatch in expectations once 

an item arrives. This, along with standardized sizes, could assist customers in getting their 

purchase right the first time. Knowing the correct size is only one part of the equation, as 

two items with the same size or dimensions can fit differently and feel differently depending 

on the material and cut. Additionally, defining standard sizes is challenging, as there are too 

many different measurements on a body to fit all into standard sizes (Bogusławska-Bączek, 

2010; LaBat, 2007). Therefore, technology and standardization would likely improve the 

chances of a customer getting it right but may never completely eliminate the issue, as as-

pects like touch and feel are currently not possible to simulate remotely using technology. 

This means that risk-averse customers would still likely benefit from purchasing more than 

they intend to keep, as long as this comes without a cost or at a low cost that doesn't deter 

the behaviour. However, technology can help increase the confidence consumers have that 

they are ordering the correct items, reducing their need to over-order. This aspect should be 

considered in conjunction with return policies, as overly lenient policies will still encourage 

consumers not to take the chance on items they think are correct, leading to excessive order-

ing. 



 16 

At the same time, there is uncertainty regarding how much consumers care about the envi-

ronmental impact of excessive returns. 

2.2.3 Possibilities to remedy the situation: Technology and supply chain 

logistics 

Researchers and businesses have identified several technological solutions that can assist 

consumers in ordering the correct items. For instance, technology such as avatars can enable 

users to visualize clothing on a digital twin before making a purchase. This solution varies 

in complexity, with some companies offering detailed full-body scans to create precise digi-

tal avatars (H&M Group, 2019, 2021; Marks and Spencer, 2019), These digital twins can try 

on clothing on behalf of the user. Other companies utilize simpler technology, leveraging 

users' mobile devices to scan and obtain approximate measurements for their avatars 

(MYSIZE, 2023).  

Avatars and virtual fitting rooms of this nature can be accessible in the metaverse, on mobile 

phones, or through augmented or virtual reality (NeXR, 2022; Pauly, 2022). However, this 

approach necessitates digitalizing the clothing to be able to apply it to the avatar. Many 

fashion companies are embracing this digitalization trend, as similar processes are frequent-

ly employed in the design phase (Clo3D, 2022; H&M Group, 2021). 

Additionally, artificial intelligence and machine learning can assist consumers in making 

informed choices by providing sizing recommendations based on user input, such as past 

purchases or other user data (Bahuleyan et al., 2022; Fearn, 2020; ZIZR, 2022). 

Besides technology to assist consumers in making informed choices, retailers can also ad-

dress the reverse logistics process to minimize the impact of each item that enters this pro-

cess. Reverse logistics as a topic in itself is not widely researched, as found by Cullinane 

and Cullinane (2021), who show that Rubio et al (2008) found 186 articles in 26 journals 

between 1995 and 2005 addressing the environmental focus. Furthermore, they reference 

the work of Wang et al. (2017), who found sustainability to be a key theme in reverse logis-

tics research between 1992 and 2015, primarily on social and economic sustainability, rather 

than environmental sustainability. In their seminal paper, Cullinane and Cullinane (2021) 

further propose measures for retailers and distributors to improve the efficiency of the re-

turns process, which can reduce the environmental and cost impacts of returns, as part of the 

framework presented initially. Here, they suggest that technology can help increase the 
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speed of product flow by using tracking, and returned packages could be shipped directly to 

new customers. In addition, alternative paths for stock that cannot be resold and better stra-

tegic choices for the location of regional and international return processing facilities are 

recommended. 

2.3 Gaps in current research and way ahead 

Following the above, I will present a conclusion of the current research and the gaps in the 

research, laying the path for this research study. 

There is uncertainty about the different reverse logistics possibilities for retailers and logis-

tics operators. For example, there may be a willingness from consumers to deliver returns to 

shops, which would help mitigate the cost and environmental impact (Narvar, 2019), but the 

extent of this possibility and the exact benefits are unclear. 

It is not clear why companies are not using technology to a larger degree, compared to the 

number of tools available and the time these have existed. Is this due to the cost of the tech-

nology? Are they not aware? Or are they afraid it could lead to lower sales? 

More information is needed about consumers. It is unclear how much awareness there is 

around the environmental costs of returns, whether consumers are unaware, indifferent, or if 

they care but behave otherwise because they cannot help themselves. What are consumers' 

attitudes toward the problem, and what shapes their attitudes and behaviour surrounding 

returns? Are larger deterrents needed, and would they help? It is also unclear if a policy 

change is required to tackle the issue if neither consumers nor businesses can address it ef-

fectively.  

Another literal and figurative gap in the research is the empty quadrant in Saarijärvi's over-

view (2017), as seen in Table 2-1. Although not specified, one could hypothesize that social 

norms and the influence of others might be reasons that affect return behaviour. 

Based on this, more data and information are needed from four different groups: logistics 

providers, retailers, consumers, and experts working in the intersection between technology, 

retail, and logistics. 
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3. Grounded theory development 

3.1 Methodology 

3.1.1 Design 

 Approach 

The research approach in this phase was abductive, where deduction and induction are com-

bined in an iterative process in which data is collected to explore a topic, identify themes, 

and generate a theory (Saunders et al., 2016). The grounded theory method used for this was 

qualitative, as it allowed greater possibilities to delve into depth, explore, and primarily col-

lect non-numerical data. 

 Method 

The Grounded Theory method was used in this stage, as it is well-suited for the above-

explained approach and aims of this stage (Flick, 2013; Saunders et al., 2016).. Grounded 

Theory was developed as a method to analyse, interpret, and explain the meanings that indi-

viduals create to understand their daily experiences within specific contexts (Charmaz, 

2014; Glaser & Strauss, 1967). It aims to develop a theory based on systematically analys-

ing and interpreting data to generate new insights and understandings. The process of the 

grounded theory method is flexible, but there are guidelines for the process. Based on Gla-

ser and Strauss (1967), Corbin and Strauss (2015), Charmaz (2014), Flick (2013), and 

Saunders et al. (2016), these steps will be briefly presented below as an introduction to the 

method. 

The process starts with formulating a broad, exploratory, and open-ended research question. 

Next, data is collected from a broad range of sources. The data can be quantitative, qualita-

tive, or both. The data is coded without preconceived theories or frameworks in mind, fo-

cusing on the data itself. Coding is done simultaneously with data collection, allowing for 

an iterative process of data collection and coding. As more data is collected and coded, con-

stant comparisons are made with previous data to identify similarities, differences, and pat-

terns. This comparative analysis helps in developing categories and concepts, which are the 

building blocks of grounded theory. Based on the emerging categories and concepts, one 

must purposively select additional data sources that will provide further insights and con-
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tribute to the theoretical development. This is called theoretical sampling, as it is driven by 

the need to explore and refine the emerging theory. Data is continuously collected and ana-

lysed until theoretical saturation is achieved. This occurs when the newly collected data no 

longer reveals new insights or contributes significantly to the development of the theory. 

This indicates that the theory has reached a point of comprehensive-ness. Throughout the 

research process, memos are written to document thoughts, ideas, and reflections on the 

emerging theory. Memos serve as a means to capture and preserve the analytical process, 

aiding in the development of the theory. Finally, the coded data, categories, and memos are 

analysed to develop a conceptual framework and theory that explains the phenomenon un-

der investigation. This involves integrating and refining the categories, identifying relation-

ships and connections between them, and generating a coherent and comprehensive theory. 

This theory is then assessed through member checking, peer debriefing, or seeking feedback 

from experts in the field. 

It is important to note that the grounded theory method is a flexible and iterative process. 

Re-searchers continually move back and forth between data collection, analysis, and theory 

development, allowing for constant refinement and modification of the emerging theory. 

Now that the general guidelines are covered, the exact way it was conducted in the study 

will be presented in detail in the coming sections. Also, important to note is that published 

theory may be used before and during research (Saunders et al., 2016) to help inform the 

project in general terms. It should, however, not influence the analysis, how the data is cod-

ed, or which new cases to look at (Corbin & Strauss, 2015). 

 Strategy and objective 

The primary objective of Grounded Theory Method is to generate a new theory that explains 

and illuminates a particular phenomenon or social process. The aim is to provide a deeper 

understanding of the researched area by systematically analysing the data, identifying pat-

terns and categories, and constructing a theory that emerges from the data itself. This pro-

cess picks up where Chapter 2 ended and is covered in the next section. 

The primary objective of the Grounded Theory Method is to generate a new theory that ex-

plains and illuminates a particular phenomenon or social process. The aim is to provide a 

deeper understanding of the researched area by systematically analysing the data, identify-

ing patterns and categories, and constructing a theory that emerges from the data itself. This 

process picks up where Chapter 2 ended and is covered in the next section. 
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3.1.2 Data collection 

 Data sources and sample selection 

The initial plan was to try to gather data by speaking to people in many different roles with-

in the topic area. The plan was to speak to people in four different areas: Firstly, businesses 

that sell clothing online to consumers, and thus deal with the issue regularly. Secondly, peo-

ple working in logistics, also directly involved in the issue on a regular basis. Thirdly, ex-

perts on the issue who could combine knowledge about consumer behaviour, technology, 

industry knowledge on logistics, fashion, and e-commerce. Fourthly, consumers who regu-

larly purchase clothing online. This data was to be supplemented with secondary data and 

previous research to generate an emerging theory. 

The initial plan proved to be too ambitious and extensive, as well as challenging to gain 

access with the available resources, time, and budget. Two groups were not included in this 

stage: clothing retailers, and consumers. The reasons each of these two were dropped will be 

elaborated sequentially in the following two paragraphs. 

Many attempts were made to contact businesses in textiles; unfortunately, all were unsuc-

cessful. Over 20 companies were contacted, asking for a 60 or 30-minute interview. Many 

of these were not cold calls, but they were contacted via an introduction by a person familiar 

with the company, or via existing contacts of the author. For example, the DIG network, 

which included Virke Handel, a network of thousands of Norwegian retailers, was also used 

to reach out to companies to participate. A wide range of companies were contacted, includ-

ing small and large companies, national and international companies, companies known for 

a strong eco-friendly profile, and companies criticized for having a poor eco-friendly pro-

file. The contacted businesses all said it was due to a lack of resources and time. Despite 

these efforts, only one agreed to a 30-minute interview but later withdrew and said they did 

not have time after they received the consent form containing information about the re-

search study and the discussion points for the interview. All those contacted showed little 

willingness to speak about the issue on record, even after being assured anonymity and that 

it would only last 30 minutes. Many did, however, acknowledge the importance of the topic 

and wished me luck "with the important work I was doing." 

The reasons consumers were not included are twofold. Firstly, as the study was written in 

collaboration with DIG, it was important to recruit participants who could somewhat be 
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generalized to the population. Therefore, consumers in the researchers' own network of 

friends, family, and fellow students were excluded from the sample from which participants 

were to be selected. As there was a budget for collecting data, the plan was to use a market-

research firm to recruit desired participants for the data collection, which would happen in 

the form of one or more focus groups. Secondly, after several attempts, it became clear that 

the budget was not large enough to cover the expenses needed to conduct such a focus 

group. These two reasons led to the decision not to prioritize collecting qualitative data from 

this group but rather to collect quantitative data from them at a later stage, once a theory had 

been generated that could be tested. 

This led to two remaining groups that were interviewed: the logistics operators and the ex-

perts. The first group was the logistics providers, and these were interviewed first as it al-

lowed the possibility to gather and explore information without being influenced by any 

prior knowledge or inputs from the experts, as is desired in grounded theory practice (Flick, 

2013). The first interviewee was found by using the Virke network, and after going through 

several links of people, we finally reached a person working in logistics who was said to 

work directly with online retailers, returns, sustainability, and future solutions. After inter-

viewing this person, transcribing the interview, and analysing the data, a second person was 

recruited based on the emerging topics from the first interview that seemed most prominent. 

By using LinkedIn, combined with research and information on logistic companies’ differ-

ent departments, plans, and strategies, several possible candidates were identified. These 

were contacted, and one individual agreed to participate. Following this interview and sub-

sequent data analysis, themes and topics were better solidified, and the data collection from 

this group was assessed to be sufficiently saturated. It was decided to continue to the next 

group of participants. Both participants had many years of experience working in the logis-

tics sector and specific knowledge and experience with online retail, returns, and emerging 

technologies for facilitating improved future logistics to mitigate the issue. 

The next group of participants were the experts. Here, the aim was to speak to individuals 

with expertise that spanned several areas and who could provide data that connected the 

themes from the logistics operators with the other areas not covered so far, which included 

consumers, the online retail industry, and the possibilities of technology to mitigate the 

problem. Through the DIG network, two participants were identified, working as advisors 

and consultants in leading positions at a top consulting firm. They had many years of expe-
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rience and extensive knowledge in working with consumer industries, retail and fashion, 

logistics and operations, and how technology can play a role in improving businesses in 

these realms. 

Participant Area Business Sector 

Interviewee 1 Logistics Company A Freight, shipping, forwarding 

Interviewee 2 Logistics Company B Freight, shipping, forwarding 

Interviewee 3 Expert on network Company C Consulting 

Interviewee 4 Expert on network Company C Consulting 

Table 3-1: Interviewees and their positions 

 Semi-structured interviews 

As it was a qualitative abductive approach, semi-structured interviews were chosen to un-

derstand the topic in depth. This method is well-suited for an exploratory research phase 

where the goal was to delve into the topic and comprehend the interviewees' opinions and 

thoughts about the topics (Saunders et al., 2016). The interview questions were open-ended 

to gather the maximum amount of information. The approach was flexible, allowing for 

adaptation during the interview and gathering information about different sub-topics based 

on what the interviewee had to say. It provided room for asking follow-up questions, clarify-

ing topics, and grasping the true meaning of the interviewees' opinions. The interviews last-

ed 60-90 minutes to allow full coverage of the topics. 

However, the interviews were not entirely unstructured. Prior to each interview, a tailored 

interview guide was created, noting the different themes and topics that had emerged from 

previous interviews and data collection. This allowed for comparisons of data, finding 

commonalities and differences, and assessing the level of data saturation. Memos and notes 

from coding and working with the data were also used to shape the interview guides. 

 Interview guide 

The interviewees received information beforehand about the themes I wanted to discuss 

with them. Each interview was adapted based on the previous interviews and the interview-

ee's role. See an example of such an interview guide in the Chapter 3 appendix. 
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The interview guide was adjusted before each interview based on the interviewee's profile. 

It was also modified depending on how my knowledge of the subject developed after each 

subsequent interview, following grounded theory principles.  

 Interview Process 

The interview process was comprised of three stages. Pre-interview, interview, and post-

interview. The process of each stage will be explained below. 

First, the pre-interview phase. This involved contacting the interviewee, sharing preliminary 

information about the research study, and inquiring if they were interested in participating. 

In case of a positive response, an interview guide was tailored to the person's profile, build-

ing on previously emerged knowledge and themes. An information leaflet was then created 

and sent to them, providing details about the research study, the interview's purpose and 

topics, the researcher's identity, the significance of their participation, voluntariness, privacy 

measures, data handling, their rights, and their consent to anonymized data usage in the re-

search. See an example of one in the Chapter 3 appendix. Subsequently, interviewees pro-

vided available timeslots, and the interview date and time were confirmed. 

Next was the interview process. Since the interviewees were physically located elsewhere 

than the interviewer, all interviews were conducted as video calls over Microsoft Teams. 

While this reduced the possibility of establishing a physical connection, it offered the ad-

vantage of interviewing individuals from any location, with greater timing flexibility, re-

duced risk of biases based on appearances, and a lower threshold for the interviewee to par-

ticipate (Saunders et al., 2016). It also simplified the recording and secure storage of inter-

views. Each interview commenced with an explanation of the key information from the leaf-

let. The interviewee was informed about the research's purpose, objectives, their invitation 

to participate, and expectations. Full anonymity and sensitive data handling were assured. 

The interviewee was then asked to consent to video recording, participate in the research, 

and their consent was recorded once more when the recording began. They were reminded 

that there were no right or wrong answers and that the goal was to gather their opinions and 

views. These measures were implemented to ensure interviewees felt comfortable sharing 

openly and understood the professional and respectful handling of the process. The inter-

view proceeded with open and exploratory questions, supplemented by probing inquiries 

when necessary. Occasional specific and closed questions were utilized for clarification 

purposes. This mix of question types aimed to acquire a comprehensive understanding of 



 24 

the interviewee's perspective, opinions, and interpretations (Saunders et al., 2016). During 

the interview, notes were taken while the interviewee spoke, facilitating reference to earlier 

segments for clarification without interrupting longer monologues. After covering the topics 

outlined in the interview guide and any additional topics that arose, the interviewees were 

invited to add or clarify any information, discuss relevant points that were not addressed, or 

suggest topics they believed I should inquire about. These measures were taken to ensure 

the interviews were as comprehensive as possible. Finally, they were informed about the 

final stage of the interview process. 

he final and third stage of the interview process involved rewatching the video recording 

and taking additional notes to ensure that nothing had been missed during the interview. 

Subsequently, the interview was transcribed. This process typically took about a week, and 

the transcriptions were then sent to the interviewees via email. They were asked to review 

the transcriptions and confirm if there were any errors, clarifications needed, or if there were 

any discrepancies between the transcription and their intended statements. All the interview-

ees approved the transcriptions without suggesting any amendments, comments, or changes. 

It took approximately 1-3 weeks to obtain this confirmation each time. Each interview was 

analysed and coded during this period, and no new interviews were conducted until the most 

recent one had been approved by the interviewee, fully analysed, and coded, in accordance 

with the grounded theory research method (Flick, 2013). All the participants seemed eager 

to participate and were positive contributors. 

 Other primary data sources 

In addition to the semi-structured interviews, there were two other sources of primary data. 

The first was a panel discussion in Norwegian, roughly translated as "Tech and Textile – 

How Does the Future Sustainable Textile Industry Look?" This event took place on Septem-

ber 19, 2022, in Bergen as part of the innovation week "OPP." It featured five speakers and 

one moderator and lasted approximately two hours. The main topics covered environmental 

challenges in the fashion industry, the potential role of technology in addressing these chal-

lenges, and other factors influencing this interplay, such as consumer behaviour, trends, reg-

ulations, and more. Following the panel discussion, the author engaged in informal conver-

sations with some of the panel members. The five speakers had diverse backgrounds, rang-

ing from large established clothing companies to small start-ups with circular business mod-

els, technology experts, and industrial suppliers to the industry.  
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The second source of primary data comprises the numerous informal discussions held with 

individuals about the research topic throughout the study. Grounded theory does not solely 

rely on interviews for data collection, and informal conversations are considered a valid 

source of primary data, enhancing the variety of sources and strengthening data collection 

(Flick, 2013). From the beginning of the study in April 2022, until its conclusion in August 

2023, I engaged with a wide range of people. This included colleagues of the authors from 

two different consulting jobs – one in technology and the other in supply chain – as well as 

informal meetings with clients in these roles. It is worth noting that none of the interviewees 

from the semi-structured interviews were employed or connected to any of the author's 

workplaces. These informal conversations also encompassed discussions with professors 

and fellow students at NHH, as well as with co-professors and fellow students while on ex-

change at ESADE. Additionally, family and friends were included. During these meetings, 

the topic of the master's thesis was frequently discussed, and most individuals were willing 

to share their perspectives on the issue, their opinions, and their thoughts on the findings I 

had gathered thus far. This data was documented in memos and notes, which were used to 

shape and test emerging theories and ideas. Throughout this research phase, a journal was 

maintained to continuously capture thoughts and ideas as they arose during work, helping to 

maintain direction and steady progress.   

 Secondary data 

Throughout the study, secondary data was also used to complement the primary data 

sources. As argued by Glaser (1992, 1998, 2008), using other forms of data, such as quanti-

tative data, can be compatible with Grounded Theory. However, it is essential to be mindful 

of how this impacts the research. For instance, using existing literature to find codes and 

forcing the collected data to align with these codes is not consistent with the grounded theo-

ry method. Thus, this approach was not employed in such a manner. Nonetheless, secondary 

data and existing literature served several other purposes in the study. 

Primarily, secondary data was used to gather information in three distinct areas: fashion 

retailers with an online presence, consumers, and technology companies offering potential 

solutions to mitigate the issue. In addition to these three areas, the research incorporated 

secondary data, such as news articles about the industry and the issue to stay updated, as 

well as data about the interviewees and their companies. It also encompassed research pa-

pers providing data on consumer behaviours, whitepapers, and news reports related to e-
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commerce and the retail and fashion industry, some of which were presented in the intro-

duction and chapter 2. In the later stages, as theories began to emerge, literature about con-

sumer actions, such as the theory of planned behaviour, was employed to supplement and 

compare the findings with existing literature. This will be discussed in detail later. 

The extent of the usage and analysis of secondary data, as well as the topics and types of 

sources, varied over time and were adapted based on several factors. First, secondary 

sources were used sparingly on topics that were intended to be explored through in-depth 

interviews. Conversely, secondary data was employed more extensively on topics that were 

not going to be covered to the same degree, such as consumer behaviours, including statis-

tics on the extent of returns in retail, reasons for returns, ethical vs. non-ethical returns, and 

so on. Second, initially, secondary data was utilized sparingly for qualitative data and more 

for quantitative data. Third, due to time and resource constraints, secondary data was used 

to complement data collected from primary sources, enriching and saturating the data fur-

ther. While it would have been preferable to achieve this primarily through primary sources, 

there was a trade-off, as secondary sources allowed for a broader range of coverage and 

facilitated comparisons, among other advantages. An example of this would be delving fur-

ther into freight solutions and reverse logistics possibilities mentioned in two interviews, 

researching other companies to compare the different service offerings available without 

conducting additional interviews with personnel from those companies.  

3.1.3 Data analysis 

 Data preparation 

This subsection will cover the data preparation of the primary data collected through in-

depth semi-structured interviews. The other sources of data were analysed with no prior data 

preparation. 

The data preparation began with the post-interview stage, as described previously in the 

interview process subchapter. After rewatching the recording and taking additional notes, 

the recording was started from the beginning and transcribed using data software that al-

lowed for easy manipulation of the speed and keyboard shortcuts to rewind, change speed, 

pause, and start the video while simultaneously writing the transcription. The transcription 

included notes about any relevant non-verbal communication, such as facial expressions, 

laughter, tone of voice, pauses, etc. The interview was transcribed verbatim, word-for-word, 
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and included timestamps and notes of who spoke when. This process ensured that the full 

meaning of the interviewees could be analysed, and any relevant contextual information that 

might impact the meaning of the data was also taken into account (Saunders et al., 2016). 

 Coding and analysis 

The coding and analysis process utilized the qualitative data analysis tool NVivo. The meth-

od used for coding was that of Strauss and Corbin, where the data first goes through open 

coding, followed by axial coding, and finally selective coding (Corbin & Strauss, 2015). 

These three stages will be elaborated upon below. 

The open coding stage consists of reading the transcription line by line and trying to derive 

meaning from the data to provide labels (Saunders et al., 2016). The result is a large number 

of codes that are generated in vivo (as opposed to a priori), and they are constantly com-

pared and adjusted if needed. 

Following the initial coding stage, the next step in the Grounded Theory Method is axial 

coding, as outlined by Corbin and Strauss (2015). During this stage, the assigned codes 

were organized into a hierarchical structure, capturing the emerging relationships between 

them. To further validate these relationships, a comparative analysis was conducted, involv-

ing both existing and newly acquired data. In this regard, informal discussions proved valu-

able as a primary data source, especially since the number of semi-structured interviews was 

limited. The aim is to gather evidence that either confirms or disconfirms the hypothesized 

relationships and makes adjustments where applicable, thereby enhancing the empirical 

basis of the theory. 

Between axial and open coding, adjustments were also made along the way to the codes and 

the existing coding scheme, as well as the hierarchical structure describing their relation-

ships. Some codes were merged and rewritten, while others were split into two different 

codes. The process of coding the interviews was done after each interview before the next 

interview, but also when coding newer interviews, the codes from the previous interviews 

were also adjusted if needed. This process helped adapt the theory to the data as it emerged 

and as it was tested and compared iteratively. 

The findings after each interview provided the groundwork for what new information was 

needed to collect in the next interviews to reach theoretical saturation (Flick, 2013). After 

some interviews, it was seen as necessary to collect more information on the same topic as 
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was already discussed. In others, it was seen as more beneficial to expand the scope of the 

discussion and include broader or other topics again. This was assessed on a case-by-case 

basis and, to a certain degree, also steered by which interviewees were available to inter-

view and what data was available. Sometimes secondary data sources were used to supple-

ment the primary data from the interviewees, as mentioned earlier with the example of the 

logistics interviews. 

Finally, in the last stage of selective coding, the major categories were integrated and con-

nected to form a grounded theory. This process consisted of making it all come together. It 

was done in several stages. First, key central categories were selected, and these categories 

were connected to the other major categories from the axial coding, incorporating the codes 

from the upper levels of the hierarchy from the axial coding. The main central categories 

and their sub-branches were also chosen to incorporate key findings from the qualitative 

research phase, even if these were less obvious from the coding. Although difficult, this 

process was carried out by reading memos, reviewing the interviews and data sources, re-

viewing the codes, tutor brainstorming, drafting and drawing with pen and paper, and ad-

justing and editing. This result is presented in Chapter 3.3 Findings. 

3.2 Research quality 

This section explains the measures taken to ensure the overall quality of the research by 

evaluating the methods employed for data collection and analysis. In the context of Saun-

ders et al. (2016), research quality is primarily determined by its reliability and validity. 

Reliability focuses on the replicability of study outcomes if conducted by a different re-

searcher. Validity, on the other hand, encompasses the assessment of construct validity, 

which examines the measurement of the intended variable; internal validity, which evaluates 

causal relationships in the research; and external validity, which considers the generalizabil-

ity of the results (Saunders et al., 2016). However, it is worth noting there is a split here 

between interpretivist and positivist researchers. Positivist researchers frequently employ 

reliability and validity as criteria to assess the quality of their own and others' research, 

while interpretivists may choose to either adapt these terms to evaluate their research or 

dismiss them as unsuitable (Guba & Lincoln, 1989, 2005; Lincoln et al., 2011). Consequent-

ly, qualitative research often aims to establish trustworthiness by employing the criteria of 

dependability, credibility, confirmability, and transferability (Lincoln & Guba, 1985; 



 29 

Sinkovics et al., 2008). These trustworthiness concepts bear similarities to validity and reli-

ability, but they are better suited for the grounded theory and qualitative approach employed 

in this part of the study. Therefore, in the context of qualitative research, Lincoln and Guba 

(1985) proposed alternative terms that will be used, using dependability for reliability, trans-

ferability for external validity, and credibility for internal validity. Given the qualitative na-

ture of this research, Lincoln and Guba's definitions are considered more appropriate for 

assessing research quality and will be utilized accordingly. In addition to the aforemen-

tioned criteria, it is important to address how biases that could impact the quality of the re-

search were handled. The way these four were tackled will be presented in the following 

parts. 

3.2.1 Dependability 

Dependability, parallel to the positivist concept of reliability, requires some adaptation in its 

interpretation to cover the traditional notion of repeatability in research. This adaptation is 

necessary because qualitative data collection, such as through semi-structured interviews 

and other sources, involves a flexible approach that necessitates researcher interaction and 

sensitivity to the context and the topic. Consequently, the value of qualitative research lies 

in the uniqueness of its findings, rather than perfect reproducibility by others (Lincoln & 

Guba, 1985; Saunders et al., 2016). Since data collection and analysis can be context-

dependent, and grounded theory methodology allows for a fluid approach, it inherently re-

duces the potential for strict repeatability. 

However, the study and research should still strive for dependability by ensuring that the 

processes are well-documented and transparent, providing clarity on how the research was 

conducted and how the findings were identified or generated. Achieving dependability in 

this research stage involved documenting every phase, sharing the process with my tutor, as 

well as other tutors and students involved in DIG and RaCE, and utilizing NVivo software 

for comprehensive documentation of data collection and analysis. The whole process is 

thoroughly explained in Chapter 3.1. 

3.2.2 Biases 

The concerns of dependability are also related to biases, which can affect the research pro-

cess and findings, thus decreasing the dependability or reliability needed to generate find-

ings that are reproducible. Especially interviewer bias, interviewee bias, and participation 
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bias were attempted to be mitigated through several measures. Interviewer bias can occur if 

the interviewer behaves in a way that leads to biased responses from the interviewee. Inter-

viewee bias can occur due to the intrusive nature of semi-structured interviews, where par-

ticipants may avoid revealing information they find uncomfortable. These biases were miti-

gated in a number of ways, namely by improving rapport, enhancing the credibility of the 

interviewer, clarifying questions, building trust, and striving to reach an accurate under-

standing of the subject. Finally, participation bias can also happen as a selection bias, where 

those who agree to be interviewed have characteristics that make them different from those 

who do not, thus impacting the findings. This was attempted to be mitigated by using in-

formal discussions to supplement the findings from individuals who may not typically agree 

to a full semi-structured interview. The full extent of the measures against these biases is 

elaborated in the different subsections of Chapter 3.2, both previously and below. 

Other factors that could impact the findings by creating biases will be presented below. 

Firstly, to minimize the risk of interviewers’ appearance having an influence on the inter-

viewee’s answers, neutral and professional clothing was worn during the interviews. Addi-

tionally, a blurred background effect was applied to the camera, and the interviews were 

conducted in a silent area without background noises or disturbances, with good natural 

light facing the interviewer. Next, each interview began with some informal chatting to 

build rapport before transitioning to a professional approach with a clear presentation of the 

research study. This was done to establish credibility, explain why the interviewee was cho-

sen, and ensure that their data and participation were treated professionally and privately, all 

of which helped build trust and reduce uncertainty for the interviewee. 

Furthermore, topics and themes for the interviews were prepared before each interview and 

sent to the participants. This promoted transferability, credibility, and reliability by provid-

ing the interviewee with the opportunity to prepare in advance (Saunders et al., 2016). Dur-

ing the interview, the questions were open and clearly phrased, with minimal jargon and 

theories. Leading questions were avoided, and attentive listening skills with notes on con-

textual data were used to ensure that the participant's full meaning could be understood, and 

that they felt assured that their message was getting through. 
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3.2.3 Transferability 

By providing a comprehensive description of the research questions, design, context, find-

ings, and interpretations, others are enabled to design similar projects for different research 

settings. Transferability, in this sense, focuses on the transfer of research design rather than 

statistical generalizations. It is important to acknowledge that qualitative studies using semi-

structured interviews cannot be used to make statistical generalizations about an entire pop-

ulation when data are derived from a small non-probability sample (Saunders et al., 2016). 

3.2.4 Credibility 

The participants in this study were given the opportunity to review and amend the transcrip-

tions of their interviews if they felt that any discrepancies existed between what they intend-

ed to convey and what was transcribed, or if any errors were identified. Additionally, during 

the interviews, an active listening approach was employed, along with the use of clarifying 

and probing questions to ensure a comprehensive understanding of the participants' true 

intentions and enhance the credibility of the study (Saunders et al., 2016). Furthermore, es-

tablishing trust and rapport with the interviewees was crucial in obtaining credible and frank 

responses. To foster this, participants were provided with ample information prior to the 

interviews and were treated professionally and respectfully. Their time and privacy were 

respected, and the research purpose and process were shared with them in a transparent 

manner. 

The reflexive and inquiring nature of grounded theory methodology also helps to increase 

the credibility of the findings, as all data are used to form the emerging theory, and thus any 

negative cases or abnormalities are tested for and evaluated throughout the process of con-

tinuous comparison and analysis. 

To strengthen the findings, data were collected from various sources throughout the research 

phase, and each of the topics explored in the semi-structured interviews was covered by two 

different people. Additionally, informal discussions were used as a supplementary primary 

data source. Thus, the research process and preliminary findings were discussed with a di-

verse range of individuals, including professors, students, professionals, and laymen, obtain-

ing valuable input and enhancing the robustness of the study. 
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3.3 Findings:  

3.3.1 Theory generation and discussion 

After concluding the data collection and continuous analysis and comparison of the find-

ings, several key findings regarding the theory emerged. These will be presented below. 

One of the first findings is that consumers seem to be oblivious to the issue. Most of them 

are not aware of what happens when clothes are returned. They do not know how long the 

return journey is or the number of resources needed to get an item returned and back in 

stock somewhere available for a new potential buyer. Specifically, they are not aware of the 

financial cost involved, nor the physical and human resources needed. Nor are they aware of 

the environmental impact of returning clothing that must travel long distances on its return 

journey, or that sometimes clothing is destroyed as it is cheaper than sending it through the 

whole long process needed to make it available for a new buyer. This is quite interesting, 

since a parallel finding is that many consumers say they care about the environment, and 

eco-friendly behaviour from businesses is expected more and more by consumers today. 

This is also expected by businesses in shipping and logistics, where there is a large pressure 

from retailers on their freight partners to reduce emissions and find more environmentally 

friendly ways of transporting goods, both outbound and reverse.  
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Figure 3-1: Example of open coding in NVivo1  

A second finding is that retailers are not using technology to the extent it can be used to mit-

igate the problem. There is a wide array of various technologies that can help consumers 

find the correct item and, thus, reduce the need for excessive ordering. Yet, these technolo-

gies are only used by a small fraction of retailers, and when they are used, it's to a limited 

degree.  

A potential reason for this is that, as long as retailers offer free shipping and free returns, 

they are actively encouraging their customers to order excessively. Retailers may hope that 

shoppers will buy or keep more than they need, or that this service offering will help them 

obtain more loyal and recurring customers. Retailers might expect a decreasing return rate 

over time as these recurring and loyal customers become more accustomed to their sizes in 

future purchases. Therefore, the extra cost of returning goods is considered a trade-off for 

gaining future loyal customers who may return less over time or become regular shoppers. 

As long as retailers promote these policies as selling points, it could be seen as somewhat 

counterintuitive for them to invest in technology that would encourage customers to add 

fewer items to their shopping cart, despite good intentions. Such technologies could help 

reduce bracketing, but might unintentionally reduce order sizes and make customers less 

inclined to order several different styles to see which fits best (and potentially keep more 

than they originally planned). 

 

1 Where the code “destruction of returns” is highlighted 
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So, are retailers avoiding using technology due to their lenient return policies? Evidence to 

the contrary is that there are more and more retailers who do not offer their customers com-

pletely free rein when it comes to orders and returns, and many of these do not use much 

technology either. They either do not use it at all or use basic and minimal-effort measures. 

From this, one could conclude that technology is not the limiting factor in helping consum-

ers order more accurately and reduce return rates. However, there are other possibilities that 

technology is the issue. Proof of this can be found in the many cases where technology 

could help consumers get the item right, but very few retailers are using it. This could be 

due to the price for retailers to start using these technologies (such as body scanners, digital 

twins of people and clothing, and the use of virtual reality or the metaverse). Or it could be 

due to the uncertainty about how much an investment in such technology would lead to con-

sumers with high return rates actually using it effectively to reduce their excessive ordering 

and returning. 

However, there are players who are using these technologies, as mentioned in Chapter 2, for 

instance, H&M. This is somewhat evidence that the technology is affordable enough to be 

utilized. Nevertheless, one might think that others do not use them due to being smaller or 

having other characteristics than H&M (or other retailers who use this technology). Howev-

er, H&M has many comparable competitors in size, budget, and revenue, who are not using 

even close to the same amount of technology. This suggests that the technology and its price 

does not seem to be the problem or the limiting factor. Rather, it is the fact that the majority 

of retailers do not have a sufficient incentive to deal with the problem at hand. 

If retailers under the status quo do not have the incentive, this leads us to the question of 

whether consumers can be trusted to influence the retailers and create a large enough finan-

cial incentive for retailers to address the issue and offer better solutions. Alternatively, an 

outside force such as regulations may need to come into play to make retailers take respon-

sibility for this issue, which negatively impacts the climate. If this were to happen, an inter-

esting side note here is where consumer rights come into play. How do regulators balance 

consumer protection and rights in online shopping, such as the right to test and return goods, 

while also possibly limiting retailers from giving consumers so many rights that they abuse 
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this freedom by ordering and returning clothing excessively? 

 

Figure 3-2: Result of axial coding: Final hierarchical structure and relation-
ship of level 1 and level 2 codes2 

A third finding is that reverse logistics could likely be more environmentally friendly if re-

turns were handled at a physical local store, where they can be pre-processed to a certain 

degree, sorted, and eligible items could then be returned in a consolidated shipment back-

ward up the supply chain. This would reduce the impact of the return in several ways. 

Goods would not travel long distances just to be destroyed. They could be pre-sorted at an 

early stage, saving facility space and shipping space at later stages of the reverse logistics 

journey. It also prevents shipping items that shouldn't be shipped. Furthermore, it allows 

products to potentially be sold again locally. It is also a possibility for stores to help con-

sumers find the right item in-store, instead of the customer ordering more products online 

that may also need to be returned. There is evidence of several retailers offering incentives 

to return goods in stores, such as free returns (for those who otherwise charge processing 

fees) (McKinsey, 2022; Narvar, 2022).   

A fourth key finding regarding reverse logistics is the complexity in the return process. This 

makes it difficult and costly for retailers to handle themselves, especially retailers who have 

customers in geographical areas far from those areas where they might have their own fa-

cilities for processing returns (for instance, Asian retailers selling to European consumers). 

But the case is the same for small retailers (regardless of geographical distance to consum-

 

2 See appendix for level 3 and level 4 codes of this coding tree 
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ers) or anyone else who lacks local processing facilities. The result of this is a plethora of 

third-party logistics companies who specialize in returns. Such specialized logistics compa-

nies handle different parts of the reverse logistics chain, and as there are a vast number of 

retailers with different needs, the exact specializations of these logistics’ companies vary 

almost as much as the various outbound logistics of each retailer. There seems to be a large 

potential to improve these reverse processes, as these emerging companies are evidence of, 

as well as the number of returns and complexity continues increasing. Many retailers are 

using such companies, which should, in theory, help reduce the impact of each return on 

profits and emissions. However, the return rate in itself would not be influenced by this, as 

such retailers typically only improve the efficiency of the returns, and not the rate of returns 

as such. There is a significant opportunity for reducing the impact from retailers who have-

n't fully optimized their return processes. This potential can be unlocked by partnering with 

a specialized company solely focused on this task. 

Furthermore, traditional logistics providers and freight forwarders are also working on being 

able to better handle reverse logistics to counter competition from smaller, specialized com-

panies. This brings up the next key finding, related to the previous. The demand for im-

proved reverse logistics is only a small fraction compared to the demand for improved out-

bound logistics (such as last-mile delivery and improved outbound shipping solutions). 

Again, this comes back to the demand from the retailers, who are in turn influenced by their 

customers, government, investors, and society. This influence to improve reverse logistics is 

evidently too small, and as previously stated, there seems to be a need for more involvement 

and pressure from consumers to influence a change. If not, government and policymakers 

may be needed to force the retailers to address the situation. 
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Figure 3-3: Result of selected coding. 

3.3.2 A preliminary theory 

The return rate can be reduced by applying technology and reverse logistics to a larger de-

gree, as retailers are currently doing this to a small extent. Presumably, they do not have the 

incentives or pressure to do so, or because the cost outweighs the benefits. We can infer that 

this is the financial cost, and that the environmental cost is not fully accounted for in their 

cost calculation, as this cost is borne by the public, and not directly by the retailers. This is 

akin to the tragedy of the commons (Hardin, 1968). Thus, the retailers do not have sufficient 

incentives to use technology and smarter reverse logistics, which could help mitigate the 

impact of returning clothing. 

This leads one to examine the consumers. Either they do not care and do not have the in-

centives to behave more responsibly, or they do care but are not aware of the problem or the 

extent of it, or they are not able to pressure the retailers to improve. To influence the retail-

ers to act, these questions must be answered. This will be a part of the base theory: that the 

return rate is dependent on the consumers' planned behaviour, their interest in the environ-

ment, and having socially responsible consumption. Once we understand these variables and 

how they are connected, we can determine what can be done to make consumers care 

enough to influence the retailers, and if this is possible at all. Additionally, we need to assess 

if this change in consumer behaviour will be enough to compel retailers to implement the 

necessary changes. Alternatively, if neither the actions of retailers nor consumers can be 
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influenced enough to make responsible choices for the planet, it may necessitate govern-

ment or policymakers' interference to ensure responsible production and consumption of 

goods by consumers and retailers. 

3.3.3 The next steps 

Based on the findings presented above, the focus area for the next steps will be quantitative 

research on consumers, as they are key players in the system who can influence the retailers 

to take action. It is necessary to examine if consumers are responsible enough to demand a 

change and what, in turn, is needed to influence them to change their behaviour and demand 

more and better from the retailers. This is essential to understand to determine whether ac-

tions towards consumers will be sufficient, what factors influence consumers' returns the 

most, or if policymakers must take action towards consumers and retailers.  

 

Figure 3-4: A model of the main parties influencing return rates 

In the next phase of the research, consumers' planned behaviour, their interest in the envi-

ronment and being responsible consumers, as well as their knowledge and interest in the 

subject, will be expanded upon and researched quantitatively. This will help understand the 

importance of each factor, the relationships between the variables, and their influence on the 

return rate. 

3.3.4 Limitations 

There are limitations in this phase of the research, particularly in the number of interview-

ees. Since only four people were interviewed, there is a considerable chance that additional 

interviews could have been useful to achieve a higher level of theoretical saturation (Corbin 

& Strauss, 2015). The decision not to continue with more interviews was made due to limi-
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tations in time, resources, and the availability of additional interviewees. With more time, 

additional interviews could have added further value to the grounded theory. As mentioned 

earlier, there were substantial difficulties in recruiting participants for interviews, despite 

significant efforts. 
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4. Questionnaire 

This chapter will follow the outline below: It begins in Chapter 4.1 by building on the theo-

ry presented at the end of Chapter 3, focusing on consumers' planned behaviour, their inter-

est in the environment, their responsibility as consumers, and their perceived knowledge of 

the subject. Furthermore, this section will elaborate on how these factors are broken down 

and their meanings, as well as thoughts on their relationships. Initially, theory related to 

consumer behaviour will be presented, followed by an explanation of how elements of this 

theory will be integrated into the proposed research model. Subsequently, the other variables 

from the results of the quantitative research will be covered. Finally, a research model will 

be presented using these variables, illustrating the suggested relationships between them. In 

the following section, hypotheses will be stated. Moving on to Chapter 4.2, the methodolo-

gy for researching this quantitatively with a questionnaire will be explained in detail. In 4.3, 

the analyses and steps taken to ensure high-quality research will be elaborated upon. Finally, 

in 4.4, the findings will be presented. 

4.1 Theory development, research model, and hypotheses 

4.1.1 Generation from Grounded Theory and The Theory of Planned 

Behaviour 

 

Figure 4-1: Theory of Planned Behaviour (Ajzen, 1985). 

Behavioural intention is commonly predicted using multiattribute models, particularly with 

the Theory of Planned Behaviour (TPB: Ajzen, 1985, 1991). This theory is an expanded 

version of the Theory of Reasoned Action (TRA: Fishbein & Ajzen, 1975). The TPB model 

has been used to predict many different behaviours, including consumer actions (Armitage 

& Conner, 2001; Venkatesh et al., 2003). The model postulates that an individual’s planned 
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behaviours can be explained through their subjective norms, intentions, attitude, and their 

perceived behavioural control. These three factors are thought to directly influence an indi-

vidual’s intentions, which in turn influence their behaviour (Ajzen, 1991). This theory will 

form the basis for theory development regarding the behaviours surrounding consumers 

ordering more items than they intend to keep. The three variables of this theory will be cov-

ered one by one, starting with subjective norms. 

In short, a person’s subjective norms can be described as social pressure to adhere and con-

form to certain behaviours. Subjective norm is included in the model, as several studies 

have shown it to have an influence on an individual’s behavioural intentions and their own 

personal norms (Ajzen, 1991; Armitage & Conner, 2001; Moser, 2015). 

The subjective norm can be split into two categories: the subjective descriptive and the sub-

jective injunctive. Since subjective norm has been found to be a weak determinant of inten-

tion (Armitage & Conner, 2001), it is therefore seen as necessary to figure out if there is a 

difference between injunctive and descriptive subjective norm. Both injunctive and descrip-

tive norms are related to an individual’s beliefs about others’ norms, specifically other peo-

ple whom they look up to, admire, respect, or care about the opinion of. These people can 

be role models, family, friends, peers, or public figures they admire. Who exactly such a 

person is, will vary for each individual, but the key is that the individual in question cares 

about the opinion of this other person or persons. To simplify going forward, such a person 

will be referred to as a normative influencer from now on, for the sake of having a simple 

term that describes this person, as it could be a great many different people, persons, or 

groups, for each individual. 

The difference between the subjective descriptive and subjective injunctive norms is as fol-

lows: The subjective descriptive norm describes the norms an individual believes their nor-

mative influencers have. For example, they may believe their normative influencers care 

about recycling rubbish and that throwing rubbish in nature is not acceptable. Since an indi-

vidual can have many normative influencers, the norms of each normative influencer may 

vary, as will the beliefs an individual has about each normative influencer’s norms. 

On the other hand, the subjective injunctive norm describes what norms an individual thinks 

their normative influencer expects of them (the individual). For example, an individual may 
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believe that their normative influencer(s) expect them to recycle plastic bottles. This belief 

is the subjective injunctive norm. 

To fully illustrate the difference between the subjective descriptive and the subjective in-

junctive, an example will be presented. Person A has a normative influencer who will be 

called Person B. Person A believes that Person B cares a lot about the environment and that 

their normative influencer (Person B) therefore recycles their rubbish, drives an electric 

vehicle, and avoids disposable cups at their local coffee shop. These beliefs may or may not 

be true, but they are what Person A believes about Person B. These beliefs that Person A has 

about Person B are Person A's subjective descriptive norms. Person A also believes that Per-

son B expects Person A to also recycle their waste. Whether these beliefs are true or not is 

not the question; what Person A believes that Person B expects Person A to adhere to are 

Person A’s subjective injunctive norms. The subjective injunctive, together with the subjec-

tive descriptive, make up a person’s subjective norms. In addition to subjective norm, an 

individual’s behaviours are also influenced by their attitude. This is defined by Fishbein and 

Ajzen (1975:216) as “an individual’s positive or negative feelings about performing the tar-

get behaviour”. It can also be seen as the advantages an individual sees with certain types of 

behaviour.  

Furthermore, an individual’s behaviours are also influenced by their intention. This is de-

fined by Fishbein and Ajzen (1975:288) as “the strength of one’s intention to perform a spe-

cific behaviour.” This is found to be a strong determinant of an individual’s actual behav-

iours, and in a meta-study by Armitage and Conner (2001), it was found to explain 39% of 

the variation in intention. 

Finally, their behaviour is affected by their perceived behavioural control. Ajzen (1991:183) 

defines this as “people’s perception of the ease or difficulty of performing the behaviour of 

interest,” and in this regard, it can be seen as comparable to self-efficacy. 

 Adapting The Theory of Planned Behaviour to suit the context 

Other studies regarding environmentally friendly behaviour have shown that TPB does not 

always provide the best fit. For example, numerous studies have found a disconnect be-

tween an individual’s attitudes toward environmentally friendly behaviour and their actual 

intentions (Gupta & Ogden, 2009; Kollmuss & Agyeman, 2002; Pickett‐Baker & Ozaki, 

2008). Many people have positive attitudes toward environmentally friendly behaviour, but 
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intention does not always translate into a change in behaviours (Norberg et al., 2007). This 

can be explained, for instance, by cognitive dissonance. The disconnect in how people be-

lieve they should act and how they act is handled differently by different people (Kollmuss 

& Agyeman, 2002). So the inclusion of intention in TPB is in the hope that an individual’s 

intention to behave a certain way is strongly correlated with and can predict how they actu-

ally behave (Ajzen, 1985). Therefore, TPB is often used to predict behaviours that cannot be 

measured directly (Armitage & Conner, 2001; Venkatesh et al., 2003). Instead, one looks at 

the antecedents and an individual’s intentions. In this case, instead of looking at the inten-

tion of actual behaviour, it will be studied indirectly by rather looking at reported past be-

haviour. 

As the behaviour in question is returning clothes bought online, and the previous stages of 

research found that consumers, in general, knew little about this, this has implications for 

which variables could be measured and used in the study. For consumers, there is a discon-

nect and ambiguity regarding whether returning clothes bought online is related to environ-

mentally friendly behaviour and to what degree. It would make little sense to measure the 

attitude consumers have toward an activity they are hardly conscious of. For this reason, 

consumers' attitude toward returns was omitted from the research model, as asking respond-

ents about their attitude toward returning clothes bought online would likely produce non-

meaningful answers and a higher rate of random responses. Instead, a proposed variable of 

socially responsible consumption is suggested, which will be elaborated on later. 

Perceived behavioural control was not included in the model for the same reasons, despite it 

being a part of TPB. The reason is similar to the one mentioned above: it would not make 

much sense to measure how much control someone perceives they have over a behaviour 

where they are not aware they are exerting control, as it is done automatically. Most people 

order what they want and return what they don't want, and asking how they perceive they 

have control over these actions would likely not produce meaningful answers. This is based 

on the previously mentioned research and the qualitative stage. 

It's also worth mentioning about adapting the model, as per Ajzen's own words on TPB, that 

in some instances, for example, subjective norm alone may be sufficient to explain a behav-

iour, in others, it may only be attitude and perceived behavioural control, and in others, it 

may involve all three (Ajzen & Driver, 1992). He says “Note that the predictors in the theo-

ry of planned behaviour are assumed to be sufficient to account for intentions and actions, 
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but that they are not always necessary in any given application. The relative importance […] 

is assumed to vary across behaviours and populations” (p.209-210). 

4.1.2 Expanding the model 

As the model has now been stripped down, with three variables removed, it will now be 

built upon in an attempt to enhance the explanation of return behaviour through the motiva-

tion and behaviours of consumers. This will be done by adding other variables based on 

other relevant theories and the findings from the qualitative part of this study, along with an 

explanation of the rationale behind the hypotheses. 

 Personal norms – Objective descriptive 

Personal norms refer to an individual's sense of moral duty or obligation to engage in a par-

ticular behaviour (Ajzen, 1991). Although not explicitly included in TPB, Ajzen (1991) 

suggests that personal norms operate in a similar manner to subjective norms and directly 

influence one's intention to act, regardless of whether this is due to internal or external pres-

sures. Generally, consumers' behaviours can be influenced by their own feelings of ethical 

obligation or moral duty (Gorsuch & Ortberg, 1983; Schwartz, 1973, 1977). 

Personal norms are built upon the moral norm-activation theory of altruism by Schwartz 

(1973, 1977). According to this theory, individuals who are aware of negative consequences 

associated with certain actions and believe that their actions can help prevent those conse-

quences will feel a sense of responsibility and moral obligation to engage in altruistic be-

haviour (Stern, 2000). In this particular context, personal norms can be defined as the indi-

vidual consumer's internalized perceptions of duty or moral compulsion to engage in or ab-

stain from a particular behaviour (Ajzen, 1991). In this case, it is excessive returning. In 

other words, it can help us confirm if people indeed lack awareness of how their returning 

behaviours may have negative consequences. 

Ajzen additionally posited that personal moral obligations are anticipated to exert an influ-

ence on intention, in conjunction with the other variables within TPB. In the model, person-

al norms will be labelled as objective descriptive norms to differentiate them from and high-

light the parallels to subjective norms. 

Although excessive ordering and a high volume of returns, both in relative and absolute 

numbers, can be viewed as negative behaviour by some, it remains unclear how much con-
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sumers know about it. Therefore, measuring the respondents' personal norms is particularly 

relevant in this study. This measure is based on a person's personal norms concerning order-

ing and returning clothes bought online. It is therefore hypothesized that personal norms 

have a positive influence on sent returns and physical returns.  

H1: Objective descriptive norms have a negative influence on sent returns.  

H2: Objective descriptive norms have a negative influence on physical returns. 

 Subjective norms – Descriptive and injunctive 

As described earlier, subjective norms have been showed in numerous studies by Ajzen and 

others (Ajzen & Driver, 1992; Ajzen et al., 2011; De Leeuw et al., 2015), to strongly influ-

ence behaviours and intentions. Subjective norms can be divided into subjective descriptive 

norms and subjective injunctive norms.  

 Subjective descriptive norms 

The subjective descriptive norms are the norms a person believes another person has, where 

said other person is someone whom they look up to, respect, or admire. For instance, this 

can be that a person's beliefs about their parents are that their parents care about recycling 

product packaging. These beliefs are particularly related to pro-environmentally friendly 

behaviour, as social circles and peer pressure can often influence how one acts (De Leeuw 

et al., 2015; Kollmuss & Agyeman, 2002). 

H3: Subjective descriptive norms have a negative influence on sent returns.  

H4: Subjective descriptive norms have a negative influence on physical returns. 

 Subjective injunctive norms 

Subjective injunctive norms pertain to the perceived norms individuals believe others hold 

towards them, especially individuals they look up to, respect, or admire. For example, a 

person may believe that their parents expect them to prioritize recycling product packaging. 

These expectations from others can potentially influence a person's own behaviours, which 

is why they are considered in this study. 

H5: Subjective injunctive norms have a negative influence on sent returns.  

H6: Subjective injunctive norms have a negative influence on physical returns. 
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 Self-reported knowledge 

An individual's knowledge about the topic has been found to impact behaviours (Amoako et 

al., 2020; Dumitrescu et al., 2011; Guerin & Toland, 2020) in some studies, while in others, 

it does not (Ajzen et al., 2011). This variable is particularly relevant to returns, as the quali-

tative phase revealed many indications of low knowledge and awareness among consumers 

regarding the topic. An individual's knowledge and interest in the topic are considered im-

portant for their behaviour, especially concerning the environmental aspect of this behav-

iour. Examining this variable will help determine the extent to which a person's knowledge 

and interest influence their return behaviour and measure how much knowledge they believe 

they possess on the subject. In addition, environmental knowledge is often an intervention 

as it is assumed to produce more environmentally responsible behaviour (Duerden & Witt, 

2010). Therefore, it is relevant to examine its relationship with behaviours and compare it 

with, for example, normative influences. 

This variable can also be viewed as capturing a portion of Ajzen's Attitude variable since 

one's interest and knowledge are likely to influence their attitude on a subject. Furthermore, 

based on the findings from the qualitative stage, it is likely that having more knowledge 

about the issue will impact returning behaviours. For these reasons, it is hypothesized that 

self-reported knowledge negatively influences sent returns and physical returns. 

H7: Self-reported knowledge has a negative influence on sent returns.  

H8: Self-reported knowledge has a negative influence on physical returns. 

 Socially responsible consumption 

Webb et al. (2008) uses the definition provided by Mohr et al. (2001), which states that so-

cially responsible consumption refers to how much a person bases "...his or her acquisition, 

usage, and disposition of products on a desire to minimize or eliminate any harmful effects 

and maximize the long-run beneficial impact on society" (p. 47). A similar measure is em-

ployed in current unpublished research by Andreassen, that assesses the extent to which a 

consumer engages in socially responsible consumption of goods with regard to environmen-

tal aspects. 

Typically, socially responsible consumption encompasses three dimensions: CSR perfor-

mance, consumer recycling behaviour, and avoidance/reduction of environmental impact 

from purchase and use (Prendergast & Tsang, 2019; Webb et al., 2008). These dimensions 
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have been adapted and simplified to measure consumers' behaviours in relation to online 

shopping and returns for the purposes of this research. The inclusion of these dimensions 

provides an alternative way to measure consumers' general attitudes towards socially re-

sponsible consumption of clothing. In this context, it can be viewed as a means of incorpo-

rating the "attitude" element from TPB but under a different name, more accurately reflect-

ing the attitudes being assessed. 

Socially responsible consumption is divided into two categories: buying and returning, and 

product. Starting with buying and returning, it is likely that the degree to which a person 

practices socially responsible consumption in their purchasing and returning behaviours will 

also influence their actual behaviours concerning returning clothes bought online and in-

store. Therefore, it is hypothesized that socially responsible consumption will have a direct 

impact on sent returns and physical returns. 

H9: Socially responsible consumption – buying and returning has a negative influence on 

sent returns.  

H12: Socially responsible consumption – buying and returning has a negative influence on 

physical returns.  

The second part of socially responsible consumption is related to products that are con-

sumed. Based on the qualitative stage, a person’s behaviours regarding the products they 

purchase, are likely to influence the return behaviour they have, due to the environmentally 

impact of returns. 

H11: Socially responsible consumption – products has a negative influence on sent returns. 

H12: Socially responsible consumption – products has a negative influence on physical re-

turns. 

 Self-reported behaviour 

As intention is removed from Ajzen’s model, self-reported behaviour is added as a replace-

ment to assess how the other variables influence actual past behaviour (reportedly). Self-

reported behaviour has also been used by Ajzen & Driver (1992) to measure actual behav-

iour in TPB-studies. In this study participants first estimated how much they expected to 

perform certain behaviour over the next 6 months, and later were asked 12 months later how 
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much they estimated they had performed them over the past 12 months. For this reason, 6 

months was used as a timescale for self-reported behaviour. Self-reported behaviour was 

collected on two areas, return volume and shopping volume. Shopping volume is a possible 

confounding variable for return volume, and therefore return volume must be adjusted for or 

take shopping volume into account. Return volume is further divided into two sub-variables, 

sent returns, and physical returns.   

 Shopping volume 

This measured the extent to which a person had previously ordered clothing online. Re-

spondents were asked to estimate their volume over the last six months, both in terms of the 

number of orders and the number of items ordered. One could argue that shopping volume 

indirectly influences returns; however, it is entirely possible for someone to have a high 

shopping volume and make no returns, or vice versa. Additionally, including it in the model 

allows us to determine its contribution to explaining the variation in return volume. Higher 

shopping volume means more opportunities for items to not meet the buyer's expectations. 

Therefore, the hypothesis is that shopping volume has a positive influence on sent returns 

and physical returns.  

H13: Shop volume has a positive influence on sent returns.  

H14: Shop volume has a positive influence on physical returns. 

 Return volume 

This measures the portion of a person's shopping volume that they have returned. It's also an 

estimate covering the last six months and is divided into two measures: the amount returned 

to a physical store and the amount sent back by mail. This division was based on data from 

the pre-study phase, which indicated that returning clothes to a store where they can be pro-

cessed, potentially bundled and sent back to a central warehouse, or sold in the store, may 

be more environmentally friendly. Respondents were asked about this to explore whether 

there was any correlation between the amount a person returned to a physical store and their 

norms, behaviours, and attitudes. It is believed that there could be significant differences in 

the factors influencing return volume among those with high and low return volumes. For 

example, those with higher scores on socially responsible consumption might have more in-

store returns, which have a lower environmental impact. 
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Our independent variables are how we categorize the respondents. Therefore, we use nor-

mative influences, socially responsible consumption, and self-reported knowledge as our 

independent variables. We want to determine how these variables affect our dependent vari-

able: self-reported behaviour (return volume). 

4.1.3 Research model 

Based on the theory development and hypotheses, the research model is presented below in 

figure 4-1.  

 

Figure 4-2: Research model 

The parts of the model to the right of sent returns and physical returns, will not be assessed.  
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4.2 Method 

4.2.1 Approach 

The primary purpose of the questionnaire was to collect data to measure the variables, test 

the relationships in the theory, and confirm or disprove the hypotheses. Most of the varia-

bles were assessed using a Likert scale ranging from one to seven, where respondents could 

indicate their agreement level, from "totally disagree" to "totally agree." The questionnaire's 

structure organized items for each construct concurrently. Although this approach can poten-

tially increase within-measure correlational systematic error, it typically reduces systematic 

error across measures (Podsakoff et al., 2003). Additionally, it minimizes the risk of confus-

ing respondents (Viswanathan & Kayande, 2012).  

For these reasons, the structure commenced with introductory questions about shopping and 

return volume. Subsequently, it presented items for each construct logically grouped and 

ordered to minimize respondent confusion. To further mitigate within-measure correlational 

systematic error, two response instability checks were implemented as an alternative mech-

anism (Van der Veld & Saris, 2004). Furthermore, specific variables were grouped into low 

and high categories to examine differences among groups of respondents in their respective 

variables, where applicable. Matrix structures were employed for items using the Likert 

scale, allowing users to view the scale without the need to scroll up and down. Although 

Dillman et al. (2011) have raised concerns that this approach may be too advanced for par-

ticipants, it was considered less relevant, as the respondents are typically experienced in 

completing questionnaires. Consequently, prioritizing user-friendliness and layout were 

deemed higher priorities, as it was less likely that respondents would find this feature too 

advanced. 

4.2.2 Data collection 

To test the hypotheses, an online questionnaire was conducted among US consumers in the 

period of 22. March 2023 and 29. March 2023. The questionnaire was distributed by Prolif-

ic, a market research firm, who in turn collected answers from a pool of 120 000 users, 

where a sample was recruited from a pool of 40 000+ active US users of Prolific’s question-

naires in the past 12months (Prolific, 2022). The respondents were offered a reward of 0.4 £ 

for completing the 4-minute questionnaire. Based on the budget available to pay the partici-
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pants and the Prolific fee, the questionnaire lies on Prolific’s site until the maximum number 

of participants is reached, given the budget. This produced 1391 respondents.  

 Data sources and sample 

A wide range of filters can be added to pre-screen which participants can answer the ques-

tionnaire once it is published on Prolific. Three prescreeners were applied to narrow down 

the sample, based on questions Prolific members have answered about themselves. The fol-

lowing prescreeners were used: 

1. “What is your nationality?” 

2. “What is your date of birth?” 

3. “How often (on average) do you shop online?” 

For the first question, the study only included participants who had selected "United States" 

as their response. For the second question, the study only considered participants aged be-

tween 18 and 100 years old. Only the participants' age was visible; their date of birth was 

not disclosed. For the third question, participants were presented with several response op-

tions: "Don't know/Rather not say," "Never," "Once in a few months or longer," "About 

once a month," "Several times a month," "About once per week," and "More than once per 

week." Those who had chosen "Never" or "Don't know/rather not say" were excluded from 

participating in the questionnaire. While this exclusion may potentially reduce the generali-

zability of the study, it was done to increase the number of relevant participants who actual-

ly shop online. Additionally, the Prolific software indicated that excluding participants who 

chose these two options resulted in only a minor reduction of around 120 possible respond-

ents from a total pool of 120,000 users.  

As a result of applying these three filters, the study had a final pool of 17,913 eligible par-

ticipants out of the 121,615 members on Prolific (Prolific, 2022).  

USA was chosen as a sample because it shares some comparable similarities with Norwe-

gian consumers. It was not possible to collect data from a large enough and diverse sample 

of Norwegian consumers due to budget constraints. While the resemblance is not perfect, it 

was considered the best trade-off between collecting a convenience sample of Norwegian 

consumers and gathering a larger and more representative sample of US consumers. 
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4.2.3 Research design 

 Measures and creation of questionnaire items 

The research model contains nine constructs. The complete questionnaire is presented in its 

entirety in Appendix 8.3.2, while the individual items and a simplified overview are provid-

ed in Table 4-1 below. The questionnaire items were designed based on Ajzen (2006), and 

other TBP questionnaires, such as Gkargkavouzi (2019), de Leeuw et al. (2015), and more. 

Please refer to Appendix 4 for a comprehensive list of sources for each item and measure-

ment. Additionally, since this thesis is a collaborative effort with DIG and BEST in Retail, 

parts of the questionnaire also incorporated items and constructs from unpublished research 

conducted in those organizations. These items were further grounded in the qualitative stage 

and relevant literature mentioned earlier. 

Measure Questionnaire items 

SRB – Shop volume “How many times have you ordered clothes online? (i.e., the 

number of orders in the last 6 months, to the best of your recol-

lection)” 

“How many items of clothing have you ordered online? (in the 

last 6 months, to the best of your recollection)” 

SRB – Sent returns “How many items of clothing ordered online have you returned 

by sending back? (in the last 6 months, to the best of your recol-

lection)” 

SRB – Physical returns “How many items of clothing ordered online have you returned 

by handing back to a physical store? (in the last 6 months, to the 

best of your recollection)” 

SRC – Shopping and 

returns 

“When online returns are easy, I shop a little extra” 

“I often shop a little extra online to get free shipping” 

“Overall, I find returning online goods to be easy and hassle 

free”  
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“If online webshops offer free returns I will order more than I 

need” 

“If online webshops require payment from me to return goods, 

for example 5 USD, it will make me think more carefully about 

what I buy” 

SRC – Product  “I prefer to shop for products that can last a while” 

“I often check where the product comes from before I buy it” 

“I often check how the product is manufactured before I shop” 

“I am careful about the correct handling of product packaging 

when I recycle” 

Normative influences – 

Objective    descriptive 

norms 

“I feel a moral obligation to only order what I intend to keep, 

when ordering clothes online” 

“I do not feel a moral obligation to only order what I intend to 

keep, when ordering clothes online. “ 

“I feel guilty ordering clothing online if I know I will be return-

ing some or all of it” 

Normative influences – 

Subjective   descriptive 

norms 

“Most likely, people who are important to me will only order 

clothing online they intend to keep.” 

“Most likely, people who are important to me will not only order 

clothing online they intend to keep” 

“Most likely, people who I respect and look up to, will order 

clothing online, knowing that they will return some/all of it” 

Normative influences – 

Subjective injunctive 

norms 

“Most likely, people who are important to me will recommend 

me (for environmental purposes) to only order clothing I intend 

to keep” 

 “I think people who are important to me expect me to not order 
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clothing online if I know that I will be returning some/all of it.” 

Self-reported knowledge “Ordering more items of clothing online than one intends to 

keep, with the intention of returning some/all, has a negative 

effect on the environment” 

“I spend a lot of time reading about sustainability in general” 

“Based on my previous online shopping, I have gained consid-

erable insight into sustainability” 

“Carbon emissions cause serious environmental problems, such 

as climate change” 

“In general, I consider myself more interested in sustainability 

than the average online shopper” 

“Overall, I act in an environmentally responsible way” 

Table 4-1: Measures and items for questionnaire 

Below each measure and item will be elaborated upon.  

 Shopping volume 

This is one of the independent variables, and consisted of two items where the respondent 

estimates their shopping volume in the past six months. 6 months was used as a period as it 

was found to be the best balance between having a long enough time period that irregulari-

ties between months would be somewhat smoothed out, and a short enough time period that 

respondents are able to accurately enough estimate the correct amount. In addition this time 

frame has been used in other TPB-studies before for reporting past behaviour (Ajzen & 

Driver, 1992).  

 Return volume 

This measure can be further split into two sub-measures: sent returns and physical returns, 

where the latter are returns handed back to a physical store and the former are returns sent 

and shipped back. Each sub-measure consists of one item. For both items the respondent 

was asked to estimate the number of items returned in the last six months. Physical returns 

were added as a result of the preceding qualitative phase, to add nuance to total return vol-
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ume, and find differences in total return volume as well as test the theory that consumers 

who score higher on socially responsible consumption also have more physical returns. 

These items were made based on the theory generation and qualitative stage.  

 Socially responsible consumption – Shopping and returns 

As the topic is new and no questionnaires about consumer consumption in relation to re-

turns were found, items for this measure were sourced from alternative places. The items 

were found and used from current research projects by BEST in Retail by Andreassen (per-

sonal communication, email 16.01.2023). This measure was to understand the current be-

haviour of the respondents in regard to shopping and returns items bought online, in a more 

general sense than the questions about the actual volume.  

 Socially responsible consumption – Product 

Four items were used for this measure. These items also came from current research pro-

jects by BEST in Retail by Andreassen et al., the measures are similar as those used by Col-

lado et al. (2019), Gkargkavouzi et al. (2019), and Webb et al. (2008). These items were 

used to measure the attitudes surrounding purchasing of products when it comes to socially 

responsible consumption. Although like the previous measure, this measure focuses on the 

product, while the previous measure focuses on the act of shopping or returning.  

 Personal norms – Objective descriptive 

This measure consists of two items based on research by  Petschnig et al. (2014), Jansson 

(2011), Gkargkavouzi (2019), Ateş (2020), Harland et al. (1999), Abrahamse and Steg 

(2009), van der Werff & Steg (2015, 2016). A lot has already been said about objective de-

scriptive norms (i.e., personal norms), to summarize shortly, the items are to measure what 

moral obligations a person feels when it comes to ordering clothing online, knowing some 

of it will be returned.  

 Norms – Subjective norms: descriptive and injunctive 

This measure consists of two sub-measures, the first is subjective descriptive, while the sec-

ond is subjective injunctive. First is based on de Leeuw (2015), Ajzen (2006), Gkargkavouzi 

et al. (2019), Gao et al. (2017), Albayrak et al. (2013), and Hong & Tam (2006) while sec-

ond is based on items from research by Gkargkavouzi (2019), Gao et al. (2017), Hong & 

Tam (2006), Ajzen (2006), and Mathieson (1991). Both are as mentioned in the theory gen-

eration section thought to impact behaviours, in the sense that people one looks up to or 
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admire, or one’s social circle, will influence one’s own actions and behaviours. These two 

measures measure firstly the personal norms the respondent believes others have, and sec-

ondly what norms the respondent thinks others except the respondent to have or follow.  

 Self-reported knowledge 

This consisted of six items, adapted based on research by van der Werff & Steg (2015, 

2016), Coyle (2005), Arcury and Jonhson (1987), Gkargkavouzi (2019) and Collado et al 

(2019). As mentioned previously, an individual’s self-reported knowledge on the topic and 

on sustainability in general is thought to influence their behaviours in this area, and is 

measured by these items.  

4.2.4 Research quality 

 Reliability and reducing the risk of errors and biases 

When designing the questionnaire, various factors were considered to make sure that the 

results are trustworthy. In particular, the possibility of systematic errors and biases, such as 

participant bias, observer bias, and survey errors, were carefully considered, as they can 

compromise the reliability of the results (Saunders et al., 2016). The following sections will 

cover how the questionnaire design was done to mitigate these risks and ensure high data 

quality. This is particularly important as respondents were paid to answer the survey, and 

there was considerable risks of random responses and other non-sensical answers in an at-

tempt to earn the reward with minimum effort and time spent answering or thinking.  

 Participant error 

Participant error can occur if the respondents misunderstand the questions, or if they do not 

understand the issue and cannot relate to the topic and see no personal relevance. This was 

addressed by adding an information text before the participants could join the questionnaire, 

and another information text in the start after joining. The second text was followed by a 

comprehension check question to ensure participants had read and comprehended the in-

formation before continuing. Any participants who failed this check were discarded from 

the sample3. In addition to these two tests, the questions were reformulated for clarity after 

feedback from two rounds of pilot tests.  

 

3 See instructional manipulation check 2 in appendix 8.3 – Data cleaning details 
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Participant errors can occur if respondents misunderstand the questions or fail to compre-

hend the issue, finding it unrelated and lacking personal relevance. To address this, an in-

formation text was added before participants could access the questionnaire, along with an-

other information text at the beginning after joining. The second text was followed by a 

comprehension check question to ensure participants had read and understood the infor-

mation before proceeding. Any participants who failed this check were excluded from the 

sample (see instructional manipulation check 2 under 2.1 Data collection and sample). Addi-

tionally, the questions were reformulated for clarity based on feedback from two rounds of 

pilot tests. 

 Participant bias 

Participant bias can take various forms, including social desirability bias, recall bias, acqui-

escence bias, central tendency bias, random response bias, item order effect bias, mood bias, 

and demand characteristic bias. Each of these will be discussed below. 

Social desirability bias is a tendency for respondents to adjust their answers in favour of 

what they perceive as socially acceptable (Maccoby & Maccoby, 1954). This can occur sub-

consciously. To mitigate this potential bias, two steps were taken. First, participants were 

assured of their anonymity in both information texts. Second, they were explicitly told that 

there were no right or wrong answers and that the study was solely interested in their per-

sonal opinions, encouraging them to respond honestly to the best of their ability. 

Acquiescence bias involves respondents generally and subconsciously agreeing with the 

statements they are asked about, potentially skewing results to be more positive than they 

truly are. While reducing this bias is challenging, awareness of its presence is important 

(Lydeard, 1991). The use of reversed scale questions was employed to assess acquiescence 

bias, and the results showed a moderately low balance between agree/disagree for such 

questions. However, it is important to note that measuring acquiescence bias can be diffi-

cult, and there may be some level of uncertainty associated with it. 

Central tendency bias is characterized by respondents consistently rating items around the 

midpoints of scale questions. This tendency can manifest when respondents are uncertain 

about how to rate or become fatigued or disinterested during the questionnaire, leading them 

to avoid extreme ends of the scale. To mitigate this bias, two strategies were employed. 

First, the questionnaire was kept as concise as possible, with elements like demographic 
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questions removed. This reduction aimed to prevent respondents from becoming disengaged 

due to questionnaire length, as well as to avoid purpose creep. 

Secondly, the questionnaire underwent three rounds of pilot testing to assess statement clari-

ty and relevance. While some statements were initially found to be challenging, adjustments 

were made to enhance clarity. Additionally, the testing evaluated whether respondents gen-

erally avoided the scale's lower or higher ends. 

Random response bias can also stem from factors related to central tendency bias, with re-

spondents sometimes selecting responses randomly. This risk is especially pertinent in paid 

surveys where respondents may be incentivized to complete them quickly. To address this 

concern, two measures were implemented.  

First, attention checks, as mentioned in Appendix 8.3 Data cleaning details, were included 

to motivate respondents to carefully read and respond to the statements. It was made clear 

that respondents would not receive a reward if they failed these checks, encouraging them to 

engage sincerely rather than select responses randomly. 

However, there still exists a risk that some respondents may only read the questions to iden-

tify attention checks and subsequently choose responses randomly. To reduce this risk, the 

second measure was taken, which involved optimizing statement clarity, comprehensibility, 

and relatability. This aimed to make it effortless for respondents to respond sincerely rather 

than randomly.  

Item order effect bias can arise when respondents' answers are influenced by the sequence 

of items in the questionnaire. This bias can be reduced by randomizing the order of state-

ments for each respondent. However, this was not implemented as it is generally considered 

to require more effort and mental capacity from respondents, potentially increasing the like-

lihood of random responses (Saunders et al., 2016). Consequently, the order of items was 

not randomized, introducing a potential risk of item order bias. 

The questionnaire's item ordering was thoughtfully chosen to minimize biases. Initially, 

questions solicited quantitative behaviours followed by personal norms. This sequencing 

aimed to encourage respondents to provide honest answers without feeling judged or overly 

influenced by social expectations. Subsequently, questions about respondents' perceptions of 

others' norms and expectations were presented. These were placed later to prevent respond-
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ents from first contemplating external expectations, which could have heightened social 

desirability bias. Finally, questions about self-perceived knowledge were positioned last, as 

they were perceived as easy to answer and less likely to be influenced by preceding ques-

tions. While the risk of previous questions colouring the responses here was considered low 

(though not zero), this order was deemed the most reasonable based on the available trade-

offs. 

Mood bias can occur when a participant's emotional state influences the responses they pro-

vide. The ordering of questions, particularly those related to how respondents believe others 

perceive them, can impact their mood. To address this, the questionnaire was thoughtfully 

structured as previously explained. However, fully assessing and mitigating the extent of 

mood bias is challenging, as external factors beyond the questionnaire's control may also 

influence respondents' moods. These external factors can include confusion, boredom, irrita-

tion, and enthusiasm, all of which were minimized to the greatest extent possible through 

the previously mentioned measures. 

Demand characteristics bias can manifest in various ways. One way is if the participants are 

aware of the research's intended use and consequently tailor their responses to serve their 

own interests. For example, they might alter their answers if they believe that policy chang-

es may result from the recommendations derived from the survey responses. To mitigate this 

bias, participants were not informed about the specific purposes for which the research re-

sults would be utilized, apart from being told it was for a master's thesis. 

In summary, among the participant biases considered in this study, social desirability bias, 

acquiescence bias, and random response bias were deemed the most critical.  

 Researcher error and bias 

Observer error was minimized by directly importing data into SPSS to eliminate the poten-

tial for errors resulting from manual data entry. Observer bias, which can arise when an-

swers are subjectively interpreted based on open-ended questions, was reduced by employ-

ing an online questionnaire with closed-ended questions. 

Survey error, including various forms such as survey scope error, purpose creep error, sam-

pling error, response rate refusal, and item nonresponse error, was also taken into account. 

The first two were addressed through careful questionnaire design based on the theoretical 

model and predefined constructs. Purpose creep, in the form of unnecessary demographic 
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questions, was avoided since all demographic data about the respondents was provided by 

Prolific, eliminating the need for additional demographic inquiries in the questionnaire. This 

approach helped keep the questionnaire concise and reduce respondent fatigue.  

Regarding the response rate, it wasn't a concern as the questionnaire was distributed through 

Prolific, allowing anyone in the sample who wished to participate to do so. A small number 

of respondents opened the questionnaire but did not complete it within the time limit4, and 

these responses were discarded (n = 8). Calculating the response rate was deemed meaning-

less because the questionnaire remained open until it reached the maximum number of re-

spondents within the budget. However, the possibility of nonresponse bias exists, especially 

if the 8 non-completers and the 121 excluded from the total pool differed significantly from 

the 1391 who completed the questionnaire (Armstrong & Overton, 1977). Additionally, 

those who are not on Prolific may differ from those who are, potentially introducing bias. 

Mitigating or calculating nonresponse bias in online questionnaires is challenging, but it is 

considered an acceptable trade-off for the convenience and other advantages of online data 

collection methods. 

In summary, the wording and design of the questionnaire were carefully crafted to minimize 

the impact of biases and errors on the collected data. 

 Validity 

For a questionnaire, content validity, construct validity, and external validity are the most 

relevant (Saunders et al., 2016), and will be elaborated below. 

Content validity refers to the extent to which the questionnaire adequately covers the entire 

range of content or topics it is meant to assess. It ensures that the items or questions within 

the tool are relevant and representative of the construct or concept being measured 

(Saunders et al., 2016). The model has been designed to include all the variables needed to 

explain the dependent variable, but since the model is created based on various other theo-

retical sources and the qualitative phase, there is a chance that the independent variables do 

not sufficiently explain the dependent variable or that the model is incorrectly formulated. 

Great efforts have been made to prevent this, such as the extensive qualitative stage, as well 

 

4 36 minutes, as set på Prolific 
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as the other underlying theories and literature used in generating the theory and research 

model to be tested. These steps are hopefully sufficient to ensure an adequate model and 

variables. 

Construct validity is particularly important when developing and using questionnaires. It 

refers to the extent to which the questionnaire accurately assesses the underlying theoretical 

construct or concept it is intended to measure (Saunders et al., 2016). To maintain construct 

validity, several steps were taken. Firstly, the measurements and items measuring the under-

lying latent variables of the model are based on previous research and their measurements. 

Secondly, the questionnaire underwent a pilot test before modification and then another pi-

lot test. Finally, the author's supervisor also contributed in sparring sessions on the design of 

the questionnaire and provided feedback over several iterations. 

External validity concerns the generalizability of research findings to a broader population 

or different settings beyond the specific conditions of the study (Saunders et al., 2016). In 

other words, it assesses whether the results can be applied to real-world situations and other 

groups or contexts. Although the sample collected is close to a representative sample of the 

US population, there is a risk that the participants are not representative since they are all 

individuals who complete online surveys in exchange for money, and thus share a common-

ality not shared with those in the population who do not do this. However, the size of the 

sample and the range of different demographics included should help increase the generali-

zability of the results.  

4.3 Data analysis 

4.3.1 Data preparations and data cleaning 

The survey data was exported from Qualtrics, cleaned in Excel and analysed in SPSS and 

STATA. When offering rewards for questionnaire responses, there is a risk of receiving care-

less responses. To reduce the risk of obtaining careless responses, several efforts were taken. 

These efforts were used to remove respondents who likely responded carelessly, not to their 

best effort, unreasonably fast, or misunderstood the questions. Among these steps were three 
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instructional manipulation checks5 and two questions checking for response instability6. In 

total n = 419 respondents were removed, leaving n = 904 in the final sample. Below is a 

summary of the step taken, for a full explanation and justification for each, see section “Da-

ta cleaning details” in Appendix Chapter 8.3.  

What is checked Number 

failed 

% of full answers 

(n=1323) 

Sum failed at least one check N=419 31.67% 

Instructional manipulation check 1 N=73 5.52% 

Instructional manipulation check 2 N=2 0.15% 

Instructional manipulation check 3 N=13 0.98% 

Illogical shopping or return volume 1 N=41 3.10% 

Illogical shopping or return volume 2 N=15 1.13% 

Response instability check 1 N=118 8.92% 

Response instability check 2 N=275 20.79% 

Respondent speed N=64 4.84% 

Table 4-2: Summary of all data quality measures 

After cleaning the data in excel, the dataset was analysed using the software SPSS and 

STATA for structural equation modelling (SEM).  

The demographics of the remaining respondents was close to representative for the U.S 

population in general (U.S Census, 2020), as seen below. The left column shows the quanti-

 

5 Where respondents are asked to press a certain answer to prove they are reading the instructions and ques-

tions 

6 Where respondents answer significantly different on two questions asking the same or exact opposite thing as 

an earlier question 
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ty for a perfectly representative sample with the given sample size. The right column shows 

the quantities for the sample achieved. The are two considerable differences. The first are 

the differences in the sample compared to a representative sample is the higher proportion 

of people aged 25-44, and lower proportion aged 60 and above. This difference decreases 

the generalizability of the data, however online shopping is less common for those aged 60 

years and above (McKinsey, 2022), which helps mitigate this discrepancy. The second is the 

difference in ethnicity, where a representative sample would have a higher proportion of 

black respondents, and lower proportion of white respondents. In absolute numbers this dis-

crepancy is not very large, only 5% or approximately n = 54, however this signifies the 

black respondents are almost half the number of what they should have been to be repre-

sentative.  

  

Representative sample 
N     (%) 

Sample used 
N      (%) 

Sex 
Female 459   (51%) 450   (50%) 

Male 445   (49%) 454   (50%) 
  

Age 

18-24 127   (14%) 94   (10%) 

25-34 158   (17%) 235   (26%) 

35-44 146   (16%) 223   (25%) 

45-54 155   (17%) 147   (16%) 

55-59 77   (9%) 85   (9%) 

60-150 241   (27%) 120   (13%) 
   

Ethnicity 

Asian 49   (5%) 59   (7%) 

Black 115   (13%) 61   (7%) 

Mixed 28   (3%) 45   (5%) 

Other 52   (6%) 25   (3%) 

White 661   (73%) 713   (79%) 

Table 4-3: Sample demographics vs a representative sample 

 

The next step was to test the assumptions required to perform statistical analyses. This was 

followed by first transforming data if required to satisfy the assumptions needed. Finally, 

analyses were performed to assess the previously presented research model and developed 

conceptual framework. These steps will be presented below, where step two and three (test-
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ing assumptions and collecting results) will be presented consecutively for each of the de-

pendent variables.  

4.3.2 Assumptions and tenatative results for multivariate analyses 

To conduct analyses of multivariate models, certain assumption must be satisfied. These 

assumptions encompass conditions such as normality, homoscedasticity, linearity, and the 

absence of autocorrelation and multicollinearity, as outlined by (Black et al., 2010; Field, 

2013) Also, there mustn’t be significant unusual points, such as outliers, leverage points, or 

highly influential points (Fox, 2015).  

As there are two dependent variables in the model, sent returns and physical returns, each 

must satisfy the assumptions along with their relationship with the independent variables. 

The following section will first handle the variable sent returns and its relationship to the 

independent variables presented in the model. Later, physical returns will be assessed. All 

results of the regressions will report the standardized beta-coefficient, of each of the inde-

pendent variables to assess, compare and rank the amount of variance explained by each of 

the independent variables.  

 Part 1 – Sent returns 

 Run 1 – Testing of assumptions 

First, shipped returns was plotted against each independent variable in a scatterplot to visu-

ally assess their relationship. The scatterplots against each individual independent variable 

all showed relationships with no signs of non-linearity, approximately equal variance across 

the range of values (homoscedasticity), and no significant unusual points. There was one 

exception, where it was plotted against items purchased, here there were slight tendencies of 

heteroscedasticity, where the variance is possibly increasing along the x-axis. To quantita-

tively check for homoscedasticity, a Breusch pagan test was conducted in STATA. This pro-

duced a p-value of >0.001, rejecting the null-hypothesis of homoscedasticity, confirming the 

presence of heteroscedasticity (Astivia & Zumbo, 2019).   

Next, the relationship between the dependent variable and the independent variables collec-

tively was assessed by plotting the studentized residuals against the unstandardized predict-

ed values, see Appendix 8.3. This plot showed no signs of non-linearity, it did however have 

clear heteroscedasticity with increasing variance, and several significant unusual points. A 

histogram of the standardized residuals was also produced. Although it had a mean of ap-
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proximately 0 (-9.71E-17) and a standard deviation of close to 1 (σ = 0.994), indicating 

normality, it showed a non-normal distribution with positive kurtosis (a high peak). A Nor-

mal P-P plot also showed a non-normal distribution of the standardized residuals, as did a 

Normal Q-Q plot.   

Next, the data was tested for unusual points, this included 3 tests. The data was tested for 

significant outliers, leverage points, and highly influential points. First tested was outliers, 

where the number of cases where the studentized residuals were ± 3 standard deviations. 

This is SPSS’s default test for diagnosing outliers, and it produced n = 19 outliers. Fox 

(2015) argues that assessing studentized deleted residuals is a better way of finding outliers, 

by looking at cases where the standard deviation is ± 3, so this was also done, and also pro-

duced n = 19 outliers. Second, were diagnosing for any leverage points. According to Huber 

(1981), leverage values of 0.5 and above are dangerous, and values between 0.2 and 0.5 are 

risky. The highest value found was 0.100, thus no cases were identified as leverage points. 

Thirdly, highly influential points were searched for my assessing Cook’s distance for each 

case. Here, all cases except n = 1 was above the recommended threshold of 1 (Fox, 2015), 

this case overlapped with previously identified outliers. Hence, 19 cases in total were identi-

fied as unusual points.  

Following this, data was tested for independence of residuals, where the Durbin-Watson test 

for first order autocorrelation was utilized. This produced a score of 1.890, where scores 

between 1 and 3 are satisfactory (Field, 2013).  

Finally, multicollinearity was checked with two assessments. First the variance inflation 

factors (VIF) were all well within the acceptable range of < 10 (Hair, 2009; Hammervold, 

2020) (VIF = 1.047 – 1.987). Next, the inter-construct correlations were assessed, where all 

values were below the recommended level of 0.7 (Field, 2013). These results mean that no 

two variables are so closely correlated that the individual effect contribution from each of 

them would be too difficult to distinguish apart (Fox, 2015).  

To summarize, the assumptions satisfied were that of no non-linear relationships, independ-

ence of residuals (no issues with autocorrelation), and no issues with multicollinearity. The 

assumptions not satisfied, ere unusual points, normality of residuals, and homoscedasticity. 

What remains of options then is to proceed with the analyses in spite of these shortcomings, 

or to transform the data in hopes to satisfy the assumptions (Fox, 2015). There is empirical 
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evidence that the assumption of normality is less important for large samples (n > 200) as 

discussed by e.g. (Black et al., 2010). As the sample size here is n = 904, it could possibly 

be ignored, as it mainly suffers from positive kurtosis, and minimal skewness. That would 

then leave the assumptions of no unusual points and homoscedasticity the only issues. These 

can possible be managed by transforming of the data (Fox, 2015). Therefore, it was decided 

to both do the analyses without transforming the data, and to transform the data then do the 

analyses, before finally comparing the results of both to assess what findings are more likely 

trustworthy and robust.  

 Run 1 – Analysis 1 

Starting with the analyses without transforming the data, the model was plotted into STATA 

to use its structural equation modelling software package. After creating the model in 

STATA, the analyses failed to provide any results due to not satisfying the assumptions or 

the model not fitting the data. Structural equation modelling is less flexible to data not con-

forming to the underlying assumptions (Osborne, 2012; Ullman & Bentler, 2012, p.165), so 

this does indicate that the issues described above may have a significant severity. Data could 

be transformed to satisfy the assumptions, then run through SEM in STATA, but this would 

mean there is no “baseline” to compare the results after transforming the data with the find-

ings from the analyses of the untransformed data. Due to this, the analyses following will be 

to proceed with multiple linear regression, instead of SEM.  

Linear regression was done in SPSS, measuring the relationship between the dependent sent 

returns (untransformed) and the independent variables (socially responsible consumption, 

normative influences, and self-reported knowledge. In addition, control variables included 

shopping volume, age, gender, sex, and ethnicity. The overall model fit gave an adjusted R2 

score of 0.462. Weak but significant relationships were found for the control variables age 

(β = -0.08, p < 0.001) and sex (β = 0.079, p < 0.001). Worth noting is the lower and upper 

bound of the 95% confidence interval for age was -0.037 and -0.003, implying a very weak 

relationship. A strong relationship was found with shopping volume (β = 0.653, p < 0.001). 

And medium strength negative relationships for Norms – Objective descriptive (β = -0.113, 

p < 0.001), and medium strength positive relationship with Socially responsible consump-

tion - Shopping and returns (β = 0.133, p < 0.001).  



 67 

 Run 2 – Testing of assumptions 

For the second run, the data were transformed following guidelines from Fox (2015). This 

comprised of filtering the unusual points, to see if this would sufficiently satisfy the as-

sumption of homoscedasticity and normality of the residuals. The n = 19 unusual points 

identified in run 1 were filtered out, leading to a sample size of n = 885. The assumptions 

were re-assessed following the exact same procedure as run 1. The results of the assumption 

testing were almost identical to run 1, with the exception of the following: There were iden-

tified a total of n = 20 outliers. The same plots that previously showed heteroscedasticity 

and non-normality still exemplified these issues, but to a lesser extent than run 1. The rest of 

the tests and assumptions had the same findings. Furthermore, the linear regression found 

the same independent variables to have significant relationships with the dependent variable 

proved almost the same results as run 1. The overall model had an R2 score of 0.444. Social-

ly responsible consumption – Shopping and returns had a positive relationship (β = 0.207, p 

< 0.001) Norms – Objective descriptive had a negative and significant relationship (β = -

0.117, p < 0.001). Shopping volume had a positive and significant (β = 0.554, p < 0.001). In 

addition, Norms – Subjective descriptive have a small negative relationship (β =-0.075, p = 

0.022, 95% CI [-0.207, -0.016]), however as the confidence level almost crosses zero, this 

relationship is almost negligible.  

As the results were very similar to run 1, the data were transformed further, by filtering out 

the n = 20 additional unusual cases found in run 2. This equals to 4.31% of the sample size. 

The results after this transformation will be considered the findings of run 2.  

The testing of assumptions was done again and led to similar findings as previously. The 

assumptions met previously were still satisfied. Furthermore, the scatterplots that previously 

showed heteroscedasticity now exhibited it to a far lesser degree, almost not at all. The data 

did however still provide a significant test result in the Breusch Pagan test, implying some 

heteroscedasticity. The plots assessing normality now showed the residuals having an ap-

proximate normal distribution. In short, based on the plots, all the assumptions are met. 

However, the Breuch-Pagan test still had a p < 0.001 implying some heteroscedasticity. 

 Run 2 – Results  

The final results for run 2, where n = 39 unusual cases were filtered out, were again similar 

to previous findings. The overall model had an R2 score of 0.446. Socially responsible con-

sumption – Shopping and returns had a positive relationship (β = 0.212, p < 0.001) Norms – 
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Objective descriptive had a negative and significant relationship (β = -0.115, p < 0.001). 

Shopping volume had a positive and significant relationship (β = 0.607, p < 0.001). In addi-

tion to these, results also found relationships with age and Norms – Subjective descriptive, 

these were however very close to the confidence interval and almost negligible. Age had a 

negative relationship (β = -0.121, p < 0.001, 95% CI [-0.020, -0.006]). In addition, Norms – 

Subjective descriptive had a small negative relationship (β =-0.065, p = 0.022, 95% CI [-

0.144, -0.001]).  

 Run 3 – Testing of assumptions 

For the third run, data was this time transformed following a different procedure from Fox 

(2015). After some trial and error, the dependent variable sent returns was transformed using 

a square root function, to deal with the positive kurtosis and increasing homoscedasticity. 

The square root was taken for all the values, and then used as the dependent variable for the 

rest of the analyses in this third run.  

First, all previously mentioned scatterplots were created, they all showed no signs of non-

linearity, approximate equal variance (homoscedasticity), and very few unusual points. The 

plot for the independent variables collectively plotted against the dependent variable, 

showed small signs of heteroscedasticity, this did appear to possibly be a consequence of 

using a Likert scale on many of the independent variables.  A histogram of the residuals and 

normal P-P and Q-Q plots showed a normal distribution.  

The various tests for unusual points found n = 12 significant outliers, no leverage points, 

and no highly influential point. The Durbin-Watson test produced a score of 0.633, showing 

independence of residuals and no issues with autocorrelation. The assumption of multicol-

linearity was also satisfied with acceptable VIF values (VIF = 1.041 – 1.987), and all inter-

construct correlations under < 0.6, well within the acceptable range.  

In short, all the assumptions were satisfied, with the possible exception of homoscedasticity, 

but this seemed to be borderline. A Breusch-Pagan test was therefore conducted, which con-

firmed the hypothesis of heteroscedasticity (p < 0.001).  

 Run 3 – Results  

The final results for run 3, where no cases were filtered out, but the dependent variable was 

transformed with a square root function, were again similar to previous findings. The over-

all model had an R2 score of 0.461. Socially responsible consumption – Shopping and re-
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turns had a positive relationship (β = 0.267, p < 0.001) Norms – Objective descriptive had a 

negative and significant relationship (β = -0.119, p < 0.001). Shopping volume had a posi-

tive and significant relationship (β = 0.594, p < 0.001). Sex has a positive relationship (β = 

0.085, p = 0.011). In addition to these, results also found relationships with Age and Norms 

– Subjective descriptive, these were however very close to the confidence interval and al-

most negligible. Age had a negative relationship (β = -0.092, p = 0.007, 95% CI [-0.011, -

0.002]). In addition, Norms – Subjective descriptive had a small negative relationship (β =-

0.066, p = 0.039, 95% CI [-0.089, -0.002]). 

 Part 2 – Physical returns 

 This part will assess the dependent variable Physical returns against the independent varia-

bles in the previously mentioned model, which are the same independent variables as were 

tested against sent returns.  

 Run 4 – Testing of assumptions  

First, all previously mentioned scatterplots and graphs were created, they all showed no 

signs of non-linearity, approximate equal variance (homoscedasticity), and very few unusual 

points. The plot for the independent variables collectively plotted against the dependent 

variable, showed small signs of heteroscedasticity, this did appear to possibly be a conse-

quence of using a Likert scale on many of the independent variables.  A histogram of the 

residuals and normal P-P and Q-Q plots showed a normal distribution.  

The various tests for unusual points found n = 16 outliers, no leverage points and no highly 

influential point. The Durbin-Watson test produced a score of 2.003, showing independence 

of residuals and no issues with autocorrelation. The assumption of multicollinearity was 

also satisfied with acceptable VIF values (VIF = 1.041 – 1.987), and all inter-construct cor-

relations under < 0.6, well within the acceptable range.  

In short, all the assumptions were satisfied, with the possible exception of homoscedasticity, 

but this seemed to be borderline. A Breusch-Pagan test was therefore conducted, which con-

firmed the hypothesis of heteroscedasticity (p < 0.001).  

 Run 4 – Results  

The final results for run 4, are based on the dependent variable physical returns. Some trial 

and error was done in attempting to transform the variable or filter cases, but this did not 

show any improvement or change, and was therefore not done or kept as the final data for 
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run 4. Run 4 is therefore the original data for physical returns. The overall model had an R2 

score of 0.175. Shopping volume had a positive and significant relationship (β = 0.381, p < 

0.001). The remaining variables with significant relationships all had confidence intervals 

that were close to crossing zero. Norms – Subjective descriptive had a negative relationship 

(β = -0.111, p = 0.005, 95% CI [-0.202, -0.036]). Socially responsible consumption – Shop-

ping and returns had a positive relationship (β = 0.088, p = 0.007, 95% CI [0.031, 0.191]). 

Age had a negative relationship (β = -0.08, p = 0.02, 95% CI [-0.015, -0.001].  

4.4 Findings and summary of results 

This section will first present the findings from the various runs of transforming the data 

prior to testing and retesting the assumptions and findings. Following this it will present the 

final findings and support of the hypotheses.  

4.4.1 Construct validity 

As mentioned, several steps were taken to ensure construct validity. To test this quantitative-

ly, a Chronbach’s alpha score was calculated for each of the measures. The threshold rec-

ommended for acceptable scores is 0.7 (Saunders et al., 2016). All constructs were above 

the threshold, except for socially responsible consumption – product, which produced a 

score of 0.69. As this partially consists of self-constructed items, and is relatively close to 

the threshold value of 0.7, this is often deemed as an acceptable reasons for items with 

scores between 0.6 and 0.7 (Thrane, 2018), and it was therefore kept in the study.  

Construct Alpha Items 

Objective descriptive norms 0.79 2 

Subjective descriptive norms 0.76 2 

Subjective injunctive norms 0.73 2 

Self-reported knowledge 0.83 6 

Socially responsible consumption – Product 0.69 4 

Socially responsible consumption – Shopping and returns 0.71 5 

Table 4-4: Chronbach's alpha for constructs 

4.4.2 Descriptive statistics 

Table 4-5 below shows the descriptive statistics of the variables from the model. Socially 

responsible consumption, normative influences and self-reported knowledge all used one to 
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seven Likert scale items, and have means ranging from 4,17 to 4,58. Self-reported behav-

iour (sent returns, physical returns, items ordered) all have quite diverse ranges, means and 

positive skewness and kurtosis. This will be commented upon later in the analysis chapter, 

as will the transformed version of sent returns. 

Construct N Minimum Maximum Mean 

Std. Devia-

tion Skewness Kurtosis 

Sent returns 904 0 50 1,42 3,49 7,195 75,863 

Sent returns (transformed) 904 0 7,1 0,71 0,96 1,762 5,084 

Physical returns 904 0 20 0,53 1,48 5,940 52,726 

Items ordered 904 0 100 9,00 9,95 3,468 18,649 

SRC7, shopping and returns 904 1 7 4,58 1,17 -0,244 -0,277 

SRC, product 904 1 7 4,45 1,16 0,049 -0,422 

Objective descriptive norms 904 1 7 4,37 1,79 -0,307 -0,946 

Subjective descriptive norms 904 1 7 4,51 1,38 -0,048 -0,240 

Subjective injunctive norms 904 1 7 4,17 1,44 -0,017 -0,125 

Self-reported knowledge 904 1 7 4,38 1,17 -0,175 -0,363 

Table 4-5: Descriptive statistics 

4.4.3 Testing of hypotheses 

This section will first summarize the findings from the 4 runs of transforming the data, test-

ing assumptions, and calculating results. Then, a summary of the hypothesis support will be 

presented in Table 4-6. 

 Regression 1 

This regression tested the independent variables on the dependent variable sent returns. 

There were done three runs of varying data transformation, testing of assumptions and linear 

regression. Each run showed similar results and findings, however run 3 satisfied the as-

sumptions of multiple linear regression best, and for this reason was found to be the most 

accurate results. Furthermore, the transformation was not seen as too much or skewing the 

results too much, as the other runs with similar results (and no transformation) had similar 

findings. In addition to this, the transformation closely follows the procedure of Fox (2016). 

The full procedure of this testing is previously elaborated in Chapter 4.3.2.  

 

7 Socially responsible consumption 
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For the model as a whole, an explanation of 46.1% of the variance was found jointly 

through the variables, The individual determinants from strongest effect to weakest effect, 

were the following: shopping volume (β8 = 0.594, p < 0.001), socially responsible consump-

tion – shopping and returns (β = 0.267, p < 0.001), objective descriptive norms (β = -0.119, 

p < 0.001). In addition, weak but significant relationships were found for sex (β = 0.085, p = 

0.011), age (β = -0.092, p = 0.007), and subjective descriptive norms (β =-0.066, p = 0.039). 

However, the 95% confidence interval was very close to zero on these three and thus their 

effects are almost negligible. Thus, support was found for H1 and H13. Although H9 found 

a strong and significant relationship, the direction was the opposite of the hypothesis, hence 

there was not found support for it. 

 Regression 2 

For the model as a whole, an explanation of 17.5% of the variance was found jointly 

through the variables. The individual determinants from strongest effect to weakest effect, 

were the following: Shopping volume (β = 0.381, p < 0.001), subjective descriptive norms 

(β =-0.111, p = 0.005) and socially responsible consumption – shopping and returns (β = 

0.088, p = 0.007). Objective descriptive norms was close to significant, but the 95% CI 

crossed zero (β = -0.076, p < 0.054, 95% CI [-0.127, 0.001]). In addition, a weak but signif-

icant relationship was found for age (β = -0.092, p = 0.007). However, the 95% confidence 

interval was very close to zero on the latter and thus its effects are almost negligible (95% 

CI [-0.015, -0.001]). Thus, support was found for H4 and H14. Although H10 found a sig-

nificant relationship, the direction was the opposite of the hypothesis, hence there was not 

found support for the hypothesis. 

 

 

 

 

 

 

8 All reported beta-coefficients are standardized beta-coefficients unless otherwise stated. 
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        Standardized   

No. IV Direction DV β p 

H1 Objective descriptive norms - Sent returns -0.119 <0.001 

H2 Objective descriptive norms 
- 

Physical 

returns -0.076 0.054 

H3 Subjective descriptive norms - Sent returns -0.066 0.039 

H4 Subjective descriptive norms 
- 

Physical 

returns -0.111 0.005 

H5 Subjective injunctive norms - Sent returns 0.011 0.743 

H6 Subjective injunctive norms 
- 

Physical 

returns 0.023 0.592 

H7 Self-reported knowledge - Sent returns -0.012 0.733 

H8 Self-reported knowledge 
- 

Physical 

returns 0.031 0.464 

H9 

Socially responsible consumption - 

Shopping and returns 
- 

Sent returns 0.267 <0.001 

H10 

Socially responsible consumption - 

Shopping and returns 
- 

Physical 

returns 0.088 0.007 

H11 

Socially responsible consumption - 

Product 
- 

Sent returns 0.03 0.321 

H12 

Socially responsible consumption - 

Product 
- 

Physical 

returns -0.048 0.2 

H13 Shopping volume + Sent returns 0.594 <0.001 

H14 Shopping volume 
+ 

Physical 

returns 0.381 <0.001 

Table 4-6: Summary of hypotheses results 

 

 Control variables 

Some of the control variables showed significant effects, albeit weak, on the dependent var-

iable, however these effects were close to zero, especially considering their 95% confidence 

intervals, and are therefore almost negligible. See overview in Table 4-7 below of the varia-

bles in question. 

    95% CI, unstandardized 

Control 

variable Dependent variable Standardized β p Upper Lower 

Age Sent returns -0.092 0.007 -0.011 -0.002 

Sex Sent returns  0.085 0.011  0.038  0.287 

Age Physical returns -0.08 0.020 -0.015 -0.001 
Table 4-7: Control variables 
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5. Discussion 

5.1 Implications of the findings 

5.1.1 Part 1 – Grounded theory development 

In the first part, four key findings were identified. In short, it was found that consumers 

have low knowledge about returns, the environmental cost, and the retailer cost. Retailers 

are not using existing technological tools to the extent they could, presumably due to a 

mismatch between the cost of implementing such tools and not implementing them. Fur-

thermore, they have conflicting interests, and implementing return rate reduction practices 

can have negative side effects elsewhere, which they do not want to risk, again presumably 

due to the reward. Additionally, the complexity in reverse logistics runs deep, and the ma-

jority of improvements could be achieved by outsourcing the task to specialized companies. 

However, this is more related to the impact of each return than the return rate in itself. Final-

ly, it was found that physical returns are likely more environmentally friendly than sending 

returns back by mail, given a retailer has a physical store with the capacity to process the 

return, sort and bundle it before sending it further back up the supply chain, and that the 

consumer doesn’t take a polluting means of transport, which otherwise wouldn’t have been 

done if they didn’t return (for example, a return while doing a routine drive that would have 

happened anyway, or taking public transport, or walking or cycling to return it). 

All in all, this signifies that although there are measures retailers can take to reduce the fi-

nancial and environmental impact, there are likely not large enough financial incentives to 

take the risk of investment due to its potential to reduce sales or have other adverse effects. 

For this reason, retailers can likely not be trusted to take the steps required to enact the 

change needed. In addition, due to the game-theory aspect of potentially losing competitive 

power by going against the rest of the market with measures to reduce and discourage ex-

cessive ordering, retailers risk missing out or having other actors undercut the efforts. In 

other words, central governance would be a possible mechanism, for instance, with cross-

border policies, that ensure all retailers align on the issue.  
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5.1.2 Part 2 - Questionnaire 

The model shows varying degree of fit with the data. For sent returns, the model has a me-

dium-high degree of explanation with 46.1% of the variance explained. Compared to other 

TPB research this is somewhat on par (Armitage & Conner, 2001). For physical returns, the 

model has a low degree of explanation with only 17.5% of the variance explained. This can 

indicate that perhaps there is another variable omitted from the model, which influences 

return behaviour for both sent returns and physical returns, but which is more prominent and 

has a stronger relationship with physical returns. For instance, it could be related to the per-

ception of effort or cost for returning goods, and encompass aspects like how easy it is for 

someone to return items compared to just keeping them, how far away they live from a post 

office or the physical store where they could return the item, what type of item or clothing 

they bought, the size of the item, what means of transportation they have available, or how 

many “hoops” a retailer makes them jump through to get a shipping label and approval to 

refund the item, et cetera. 

The main variables significantly influencing sent returns to the largest degree were found to 

be the number of items a person has ordered, their degree of socially responsible consump-

tion in regard to shopping and return behaviour, and their objective descriptive norms (i.e., 

personal norms). The main variables significantly influencing physical returns most were 

found to be the number of items returned and subjective descriptive norms. There were mi-

nor influences from some of the other variables too, for both types of returns. Below, the 

influence of each independent variable will be discussed. 

 Normative influences 

Normative influences encompassed objective descriptive norms, subjective descriptive 

norms, and subjective injunctive norms. These showed varying degrees of influence on 

physical and sent returns. Objective descriptive norms were found to have a significant rela-

tionship with sent returns, with a standardized beta coefficient of -0.119. Subjective descrip-

tive norms were found to have a weak but statistically significant relationship with sent re-

turns, with a standardized beta of -0.066. 

On the contrary, for physical returns, subjective descriptive norms had a significant relation-

ship. The standardized beta coefficient was -0.111. The other norms had no significant rela-

tionship. The difference in relationships to sent returns and physical returns is quite interest-
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ing, especially the fact that subjective descriptive norms had such a weak relationship with 

sent returns, while, on the contrary, they were the only significant norms to influence physi-

cal returns. Furthermore, the standardized beta coefficient for subjective descriptive on 

physical returns was almost the exact same as objective descriptive norms were for sent 

returns (-0.111 vs. -0.119). 

These findings could imply that overall, our norms influence the way we act when it comes 

to returning clothing but do not explain the majority of our behaviour. Also, if we return 

items physically in a store, our thoughts about others' norms are the main normative influ-

ence (i.e., subjective descriptive norms), while, on the contrary, if we return by sending 

clothing back by mail, our own personal norms have that same impact (i.e., objective de-

scriptive), while the norms we think others expect of us (subjective descriptive) take the 

back seat and only have a very minor influence, if any. In any case, the subjective injunctive 

norms (i.e., what we think others expect of us) were not found to be influential in either type 

of returns. 

All this could be an indication of a larger root cause, the fact that shopping online can be 

done without peers observing one's behaviour, hence leading to their norms being less influ-

ential than when returning in a store and having to possibly explain it to or defend it to an-

other human being. When one sends items back in the mail, no one knows if you ordered 20 

items just to try them on or post on social media and are sending 19 of them back. While in 

a store, this behaviour would likely be less socially acceptable, and few people would likely 

do this regularly. 

 Socially responsible consumption 

The findings on this theme were particularly interesting. Socially responsible consumption 

was divided into two variables, one for products and one for shopping and returns. Both 

were hypothesized to have a negative relationship with returns, i.e., consumers who scored 

higher on socially responsible consumption would have fewer returns. First of all, there was 

found no significant relationship between the product variable of socially responsible con-

sumption and returns. Second of all, the dimension for shopping and returns had a positive 

and significant relationship, with a higher coefficient than norms. This is the opposite direc-

tion of what was hypothesized. 
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Interestingly enough, persons with higher degrees of socially responsible consumption 

(shopping and returns) also seemed to have higher returns as the β-coefficient was positive, 

not negative as hypothesized. Perhaps there is a belief that it is more socially responsible to 

order excessive amounts all in one go and then return what is not wanted, rather than order-

ing one item at a time and possibly generating more returns and also more outbound orders. 

Again, the findings indicate there may be a lack of knowledge among consumers, as well as 

causal ambiguity surrounding what behaviour has the lowest impact. 

 Self-reported knowledge 

Self-reported knowledge showed no significant relationship with either sent returns or phys-

ical returns. This is interesting, as there are cases where this has been found to be an influ-

ential predictor of behaviour previously (Duerden & Witt, 2010). There are several possible 

explanations for this. There may be a difference between the knowledge people believe they 

have and report they have, compared to what they actually know about the topic. The ques-

tions only tested self-reported knowledge and not actual knowledge. In hindsight, the items 

could have had a more quiz-like approach to test the actual knowledge of the respondents; 

however, this approach could also have its issues, as some respondents might possibly 

search for the correct answer online, making it difficult to assess the quality and authenticity 

of the answers. Nevertheless, having respondents self-report their knowledge also has its 

downsides; it is not perfect either. 

Another possibility is that the items and scale, although based on the literature, did not have 

specific enough questions about returns and asked too general questions. Although the ques-

tions are valid and backed by the literature, the majority of them were more general about 

sustainability rather than specifically about returning clothing online. This could lead to the 

results where there is no clear relationship between self-reported knowledge and returns if 

the knowledge is too general. This does, however, imply that general knowledge about sus-

tainability and the environment is not a strong enough predictor for return behaviour or sus-

tainable return behaviour. In other words, it indicates that the topic is too narrow, and 

knowledge about it is not common, even among those who report that they themselves have 

high knowledge about sustainability. 

To conclude regarding self-reported knowledge, the findings show no clear relationship, 

implying that there possibly is a mismatch between what people think they know and what 

they actually know, or that the knowledge people have is too general, and this topic is not 



 78 

well-known enough for those with generally good knowledge to be aware of the issue. Last-

ly, it could also mean that some people do know, while others do not, but this knowledge 

just is not enough to make people change their behaviour, possibly because they are not held 

accountable, or they do not care either way.  

5.2 Contributions 

5.2.1 Theoretical implications 

To assess the theoretical contributions, the findings, and implications of these will be com-

pared to the initial research question and the gaps in research identified in Chapter 2.3. 

The aim of this thesis was to better understand what can be done to reduce the impact of 

returning clothing bought online, by examining two aspects: the return rate and the impact 

of each return, both environmental and on retailers' profits. This resulted in the following 

three research questions: 

RQ1: What factors, if any, will have the largest impact on reducing consumers’ return rate 

of clothing bought online? 

RQ2: What factors, if any, will have the largest impact on reducing the carbon footprint of 

each returned online order?  

RQ3: What factors, if any, will have the largest impact on reducing the financial cost of 

each returned online order? 

RQ1 was thoroughly assessed with a questionnaire answered by a large and almost repre-

sentative9 sample of U.S consumers, based on a model building on existing theory, and on 

new findings from qualitative grounded theory. Here, it was found that normative influences 

from the theory of planned behaviour explained some of the behaviour. Furthermore, differ-

ent norms explained sent returns compared to physical returns, but to approximately the 

same degree. For sent returns, personal norms were the best normative influence to explain 

 

9 With the exception of the sample having a slightly higher proportion respondents aged 25-44 and fewer aged 60+, as well 

as a slightly higher proportion with a white ethnicity, and fewer with a black ethnicity, compared to a representative sam-

ple, see more details in section 4.3.1. 
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the behaviour among the norms. While for physical returns, it was a person's subjective un-

derstanding of others' norms that had this effect. Besides this, the results found that 

knowledge on the subject may be low, incorrect, or otherwise unrelated to behaviour, as no 

relationship was found. However, socially responsible consumers regarding shopping and 

returns surprisingly had a higher number of sent returns. This also possibly implies ambigui-

ty in knowledge about the actual impact of returns. However, the strongest predictor of re-

turn volume was shopping volume, so regardless of a person's norms, values, influences 

from others, and knowledge on the subject, those who shop more seemingly have higher 

returns as well. All in all, this led to the independent variables explaining 46.1% of the vari-

ance in sent returns and 17.5% of the variance in physical returns. In comparison, Armitage 

and Conner (2001) found in their meta-study of 185 studies that TPB explains 39% of the 

variance in behavioural intention. Based on this, the model for sent returns could be consid-

ered decently successful. It also indicates that there are likely other variables not sufficiently 

covered in this thesis, outside of TPB and what was found in the grounded theory phase, 

that influence behaviour, particularly physical returns, but likely also sent returns. 

RQ2 and RQ3 were mostly addressed in Chapter 3, and in part Chapter 2. 

Both the financial impact of returns and the environmental impact of returns are closely 

connected, as both are related to how far an item is sent, the number of links in the return 

chain, how it is packaged in terms of material used, excess space taken up during transport, 

the number of items discarded due to not arriving in good enough condition, and how quick-

ly it can be routed to a new customer. All these factors impact both the environmental and 

financial aspects. They can both be mitigated by more localized processing centres, avoid-

ing the costly and complex return process back to central distribution hubs far from the con-

sumers. Specifically, by returning items to local stores that have the possibility to resell 

them directly and possibly help the consumer find a new item on the spot, without purchas-

ing many more items online that may also need to be returned. However, the environmental 

impact of this depends on how consumers travel to a physical store, for instance, by not us-

ing high emission means of transport for the sole purpose of returning. Besides this, returns 

will have a certain unavoidable impact that cannot be mitigated without reducing the num-

ber of returns altogether.   
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5.2.2 Practical implications 

The findings in this thesis have practical implications for retailers, policymakers, and envi-

ronmental conservation and sustainability groups. 

For retailers, a key implication is that different measures can be taken to reduce both the 

return rate and the impact of returns. This can help them reduce their scope 3 emissions and 

reduce the cost of accepting customer returns. Firstly, by increasing and investing more in 

the technological tools available, they can assist customers in getting their purchases right 

the first time. Secondly, by encouraging customers to return items physically in-store, either 

by communicating the environmental benefits or using incentives, they can cut return costs 

and increase the chance of a customer finding the correct item, rather than having to lose the 

entire sale and the cost of the return. Thirdly, the findings do not provide evidence that in-

creased buying volume leads to consumers better understanding their size or preferences for 

future buying; in other words, return volume does not decrease as a consumer buys more; it 

keeps increasing. Therefore, by understanding that increased purchases will likely lead to 

increased returns, reverse logistics operations can be scaled and optimized to avoid both 

excess capacity, which can be costly, and undercapacity, which can lead to delays in getting 

returns of seasonal stock back on shelves for resale before it becomes obsolete. Finally, by 

informing customers more about the issue and the financial and environmental costs of re-

turns, there is a possibility that this will help raise awareness of the cause and make selected 

consumers more conscious of their shopping and returning behaviour. Although the model 

here did not specifically find support that knowledge would impact behaviour, there is still a 

possibility that it could indeed do so, given that the measurement of knowledge used in this 

research may not have aligned well enough with actual knowledge on the subject10. 

For policymakers, one key implication is that retailers that only aim to maximize profits 

with no concern for the environment may very well do the bare minimum when it comes to 

reducing the impact of returns. This is due to the ambiguity regarding how well measures 

actually reduce return rates without negatively affecting total sales volumes and whether a 

measure to reduce return rates and thus the costs of returns will outweigh the risk of a pos-

 

10 This is discussed further in Chapter 5.1.2 
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sible reduction in sales and customer loyalty. A second implication is that consumers have 

few constraints stopping them from excessive ordering and returning, even those with 

knowledge of sustainability and socially responsible consumers. Also, knowledge is likely 

lacking regarding the consequences and costs of returning clothing bought online. Inform-

ing consumers could possibly help; however, as mentioned above, there is uncertainty sur-

rounding the effectiveness of such an action. 

To address both of these implications, a possible action could be to work on cross-border 

policies, for instance, ratified by the European Union, to influence market mechanisms and 

force retailers to implement measures that will, in turn, impact consumer behaviours. Spe-

cifically, this could involve financial incentives, such as reducing consumer rights to freely 

return items purchased online or implementing incrementally higher fees for returning high-

er quantities of clothing to address excessive ordering. 

For environmental and sustainability groups, one key implication is the discrepancy be-

tween the behaviours of environmentally responsible consumers and returns, as well as sub-

jective norms only being significant for physical returns and not sent returns. This could 

imply that the guilt of less sustainable behaviour is easier to deal with when no one else is 

looking, and increased consumerism and online shopping are likely to exacerbate and in-

crease the problem. A second implication concerns knowledge on the topic, similar to the 

points mentioned above. 

5.3 Limitations 

The limitations of each stage have been laid out in their respective chapters; below, they will 

be briefly repeated and somewhat elaborated on. 

In Chapter 3, the main limitation was the number of subjects interviewed. Although the data 

collected indicated that for each of the two themes explored, saturation was possibly 

reached, it is not unlikely that additional interviews could have provided more insights into 

the addressed themes. 

In Chapter 4, there were several limitations. Firstly, the data was borderline in terms of sat-

isfying all the assumptions required for conducting multiple linear regression, specifically 

the assumption of no unusual points or outliers and homoscedasticity. Regarding the data 
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not quite meeting the assumptions required to conduct multiple linear regression, there are 

possibly other models that would have been better suited to model and represent the rela-

tionship between the variables. For instance, different combinations of grouping the return 

volumes could have better captured the data. For instance, dividing them into two groups 

using a median split and comparing the high and low groups. This could have provided data 

that better satisfied the assumptions, as outliers and the increasing variance for return vol-

ume (i.e., heteroscedasticity) would have been eliminated by grouping all the data into high 

or low groups. However, this approach comes with drawbacks, one being that the large 

number of data points close to the median but only marginally different would be classified 

as different from each other as the outliers farthest from the median. This would reduce the 

richness and natural variation in the data dramatically. This is only one drawback, as other 

drawbacks are also elaborated by DeCoster et al. (2011), Grace-Martin (2018), and Os-

bourne (2012). An implication of this is that the theory possibly only holds true for the "av-

erage" consumer who has shopping and return volumes close to the average consumer, 

while the model is not true for and fails to explain the behaviour of the outlier consumers 

who have exceptionally large deviations from the rest of the population concerning shop-

ping and return volumes. Finally, even in a normal distribution, any sample will by nature 

on average have approximately 1 in every 300 data points located outside of 3 standard de-

viations from the average (Frost, 2019) and thus be categorized as an outlier (Osborne, 

2012). Thus, with a sample of ~900, a certain number of outliers should be expected and 

does not automatically invalidate the results of multiple regression, despite two assumptions 

(a normal distribution and not having unusual points in the data) seemingly not being met. 

To build on this, respondents were asked to estimate their return and shop volumes. It is 

likely that a person who has shopped for 50 items in the past 6 months will estimate this 

volume with a larger margin of error than a person who has purchased 3 items in the past 6 

months. The latter person would have an easier time recalling the correct number, as the 

number of instances of shopping online would be fewer. If this is indeed the case, it could 

explain why some of the data exhibited heteroscedasticity, especially among outliers with 

high shop volume or return volume. In other words, the wording of the question naturally 

results in different variances across the range of answers. The drawback is that this compli-

cates the statistical analyses, even though it provides richer and more accurate data than 

reducing the data to ordinal variables, instead of scale variables, by dividing them into 
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groups of two or more categories, such as low and high or very low, low, medium, high, 

very high, or similar. Again, this was not done due to the mentioned drawbacks. 

Secondly, the sample was not entirely representative. The sample only contains persons who 

complete surveys for money, and many of these have done a large number of surveys. As 

such, the survey is naturally biased and does not contain data from the portion of the popu-

lation that does not complete surveys for money. Additionally, after the survey was finished, 

and demographics and data were collected for the respondents, the number of surveys the 

respondents had previously completed and had approved was also displayed in the dataset. 

The average number was 1704 approved surveys in total, ranging from 1 to 6647, with a 

standard deviation of 1487. In other words, many of the respondents could almost be seen as 

professional survey responders. This was also part of the reason why a large number of an-

swers were filtered out in the data cleaning process, as described in detail in Appendix 8.3, 

in the section "Data Cleaning Details." Despite the high number of surveys done by many of 

the respondents, the author still received messages from respondents saying they thought the 

topic was very interesting and thanked for participating. This indicates that many likely took 

it seriously and answered honestly to the best of their ability. In addition to this, survey pub-

lishers on Prolific (like the author) must approve the answers from the respondents, using 

instructional manipulation checks. If respondents fail such tests, they are penalized and will 

lose their membership on the site if their submissions are rejected several times (Prolific, 

2023). In other words, although the respondents may be very experienced, there are a series 

of checks to ensure that any negligent respondents are filtered out of the final data set and 

sample. This is done both by the checks in place performed by the author and by the many 

checks the respondents likely have been through when answering all their previous surveys 

that have been approved. However, there will always be a risk that a certain number of them 

get past all the checks and manage to game the system. On the other hand, too many checks 

could also filter out valid answers, so there is a balance to be struck. As mentioned, due to 

the large sample size, the author has erred on the side of caution and attempted to be rela-

tively strict in filtering out possible random responses from negligent participants, as elabo-

rated in the mentioned sections of this thesis. 
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5.4 Future research 

Several interesting results have emerged from this study that can serve as a foundation for 

future research. Additionally, any research will inherently have weaknesses due to design 

trade-offs and decisions regarding budget and resource allocation. The study has strived to 

ensure high reliability and validity of the results; however, future research could replicate 

the study in different populations and with more representative samples to test the generali-

zability and replicability of the findings. 

Furthermore, as explained earlier, there are potential extensions to the research model, par-

ticularly to explain the variation in physical returns. The study collected limited qualitative 

data directly from consumers, and more insights into their behaviour could possibly be un-

covered through qualitative exploratory studies, such as focus groups, to gain a deeper un-

derstanding of potential independent variables affecting return volume. Additionally, this 

approach could shed light on the behaviours of average consumers as well as those with 

behaviours that could be described as outliers, characterized by exceptionally high or low 

return or purchase volumes. These findings could then be tested in extended versions of the 

research model proposed in this thesis, with an aim to increase explanatory power, as hy-

pothesized. 

There are several potential variables that could be explored in greater depth. Firstly, the cost 

or effort of returns could be assessed to understand how easy it is to return an item com-

pared to keeping it. This variable could include dimensions related to how difficult a retailer 

makes it to return an item, such as requiring forms to be filled out or pre-approval from cus-

tomer service. It could also assess the perceived effort required from the customer, such as 

the travel distance to return an item, the need for extra packaging, and the type of item being 

returned. 

Another variable worth deeper exploration is knowledge. As mentioned, the measurement of 

knowledge in this study was self-reported, making it challenging to determine whether the 

lack of a relationship is due to low actual knowledge, consumers overestimating what they 

know, or the measurement being too general in assessing sustainability knowledge rather 

than knowledge specific to returns of clothing bought online. Therefore, a more precise 

measurement of knowledge, along with a stronger measure for knowledge, could be devel-
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oped. This could include one facet testing general sustainability knowledge and another 

assessing reported knowledge specifically related to returns of clothing bought online. 

Lastly, the self-reported shop and return volume could be improved through a longitudinal 

study that collects actual behavioural data, potentially reducing or mitigating the issue of 

heteroscedasticity. 
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6. Conclusion 

Overall, the research aimed to reduce the impact of clothing bought online by addressing 

both the return rate and the impact of returns. These aspects were initially explored through 

qualitative research, followed by quantitative research. The study also incorporated existing 

literature and research, combining newer findings with well-established theories. 

In terms of the return rate, the research culminated in a research model with sent returns and 

physical returns as dependent variables. These models were quantitatively tested using a 

questionnaire, and the independent variables explained 46.1% and 17.5% of the variance in 

sent returns and physical returns, respectively. For sent returns, the strongest predictor was 

the number of items purchased, followed by socially responsible consumption related to 

shopping and returns. Surprisingly, socially responsible consumption was associated with 

higher returns, and personal norms had a negative relationship with sent returns. For physi-

cal returns, the number of items purchased was the most influential predictor, followed by 

subjective norms, which refer to what individuals believe others' norms to be. In summary, 

it became evident that norms alone might not be sufficient to address the issue, and policies 

or other mechanisms should be implemented to encourage both retailers and consumers to 

reduce the return rate. 

Regarding the financial and environmental impact of returns, the study found that returning 

items to local stores presented an opportunity for improvement. This approach reduces the 

cost and environmental impact compared to extensive journeys through multiple processing 

centres over long distances, which often result in items being destroyed due to the high cost 

of such return processes. To encourage this practice, greater financial incentives could be 

introduced. Additionally, technology could play a significant role in helping consumers or-

der correct sizes, provided there are stronger financial incentives for retailers to invest in 

and apply such technology. 

In conclusion, raising consumer awareness is essential, and additional mechanisms beyond 

norms must be employed to address the issue, targeting both consumers and retailers.   
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8. Appendix 

8.1 Chapter 2 appendix 

 

Table 8-1: Categories of online returning behaviour  

(Saarijärvi et al., 2017) 
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Table 2: 

 

Table 8-2: main reasons and sub-reasons for inline apparel return  

(Kaushik et al., 2020) 

 

8.2 Chapter 3 appendix 

Participant 2, Logistics, Company B 

 
o What do you do? 
o How does your company handle return shipments? 
o Are returns difficult to handle? Why/why not?  
o Do you have data and statistics on your returns? 

• Volume, where it comes from, where it’s going to, type of prod-
uct/industry/consumer 

• How much data is typically registered on these things? Is it the same for la-
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belled end labelless shipments? 
o Cross border challenges in relation to returns, how does your company work with 

this? 
o What can be done to reduce carbon footprint of returns? What makes it easier for 

you to deal with returns and optimize flow? 
o EUs new strategy for textiles, are you aware of this? Do you notice this having any 

effect on you? 
o Do you notice shops have different strategies around making it easy or difficult for 

consumers to return clothes? 
o Do many retailers cover the return cost for the final customer? Is this trend chang-

ing? 
o How much are businesses working with return logistics? 
o Is your company doing anything towards a possible shift to a more circular econo-

my?  
o Do you notice that speed of returns is important for companies? Is it a metric/KPI 

you use? 
o Anything else you want to add? 

 

Table 8-3: Example of interview guide (interview 2) 
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Figure 8-1 Example of information leaflet for participants (Participant 2) 
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Figure 8-2 Level 2 to 3 codes for the level 1 code “Climate focus” 

 

 

Figure 8-3: Level 2 to 3 codes for the level 1 code “Decrease return rate” 
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Figure 8-4: Level 2 to 4 codes for the level 1 code “Development in return 
services” 
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Figure 8-5: Level 2 to 3 codes for the level 1 code “Fashion industry” 

 

8.3 Chapter 4 appendix 

8.3.1 Questionnaire – Landing page on Prolific 

 

Figure 8-6: Questionnaire – Landing page on Prolific 
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8.3.2 Questionnaire – Qualtrics 

 



 103 

 

 



 104 

 



 105 

 

 



 106 

 

 

8.3.3 Data cleaning details 

First is a summary of them, in table 4-1. In total n = 419 were discarded, and n = 904 were 

kept. Below is first a summary of the tests and checks in Table 4-1, repeated below from 

Chapter 4, with an overview of how many did not pass. This is followed by the reasoning 

for each test and check and an elaboration. 

N=2 withdrew consent. n = 11 didn’t complete the first question. n = 73 failed IMC1 and 

didn’t “move on” and thus didn’t see or answer any more questions. n = 13 passed IMC1 

but didn’t answer any more questions. n = 14 answered the next 4 questions and none after 

that. n = 111 didn’t complete the last question. Thus, we are left with 1323 respondents who 

completed the questionnaire, out of 1436 who started the questionnaire. Below shows which 

percentage of these who failed the different attention checks. All those who didn’t do the 

attention checks obviously didn’t pass them, as they didn’t get that far in the questionnaire. 

The calculated percentage is therefore based on the total number of respondents who actual-

ly completed the full questionnaire (n = 1323). The 419 respondents who failed at least one 

attention check were discarded from the sample, leaving n = 904 in the final sample.  



 107 

What is checked Number 

failed 

% of full answers 

(n=1323) 

Sum failed at least one check N=419 31.67% 

Instructional manipulation check 1 N=73 5.52% 

Instructional manipulation check 2 N=2 0.15% 

Instructional manipulation check 3 N=13 0.98% 

Illogical shopping or return volume 1 N=41 3.10% 

Illogical shopping or return volume 2 N=15 1.13% 

Response instability check 1 N=118 8.92% 

Response instability check 2 N=275 20.79% 

Respondent speed N=64 4.84% 

Table 4-1: Summary of data quality measures 

Below, each of these filters and checks will be explained.  

 Instructional manipulation checks 

Three instructional manipulation (IMC) checks were placed in the questionnaire. These aid 

in identifying respondents whom are not reading the text in the questionnaire, such as the 

instructions, general information, statements, and questions (Oppenheimer et al., 2009).  

1. The participant was instructed to think of their behaviour for the last 6 months when 

answering the questionnaire. Then they were asked how many months they should 

think of when answering the questionnaire. Participants had to answer “6” to pass 

the test. 5.5% failed this test (N=76).  

2. This question was a scale item on the “To what extent do you agree or disagree with 

the following statement” and the statement read “Please click "7 Totally agree" on 

this statement to show you are paying attention.” It was the third statement listed. 

Those who did not answer “7” failed the test. 7.6% failed this test (N=106). 
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3. This was similar to the one above, but the statement read “Please click "1 Totally 

disagree" on this statement to show you are paying attention.” It was the 22nd state-

ment. Those who did not answer “1” failed the test. 7.3% failed the test (N=101).  

 Illogical shopping or return volumes 

All answers were tested to check if their responses made sense on certain of the questions. 

This was also done to ensure respondents were reading the text and understood the ques-

tions. In particular, the questions asking for the shopping and return volume from the re-

spondent. Two efforts here filtered out respondents who have been inattentive and given 

non-sensical answers or misunderstood the questions. 

1. Q4 asked how many orders were made in the last 6 months. Q5 asked how many 

items of clothing were ordered in the last 6 months. If the number of clothing items 

was not equal to or greater than the number of orders, the respondents’ answers were 

discarded, as it is not possible to order less items of clothing than number of orders. 

2.5% of respondents failed this check (N=35). 

2. Q6 and Q7 asked for the return volume in number of items, in the last 6 months. If 

this number was greater than the number of items ordered in the last 6 months (an-

swered in Q5), the respondents answers were discarded. 1.2% failed this check 

(N=17). 

 Response instability checks 

Two statements were repeated in the questionnaire to check for response instability. Re-

sponse instability occurs when a respondent answers the same questions differently when 

asked twice. In the case of the statements where respondents were asked to indicate their 

degree of agreement or disagreement, two of these statements were repeated. However, the 

second time these statements were presented, they were reversed. The wording of the state-

ment remained identical, but an additional "not" was added to reduce any potential misun-

derstanding. For example, if a respondent answered "7 - Totally agree" to a statement, they 

were expected to answer "1 - Totally disagree" when the same statement was reversed. 

This repetition was introduced to ensure that respondents were carefully reading and com-

prehending the statements. Zaller and Feldman (1992) argue that discrepancies in responses 

can occur even when respondents are attentive and understand the statements. The pilot tests 
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supported this rationale. Consequently, if a respondent's second response differed from what 

was logically expected by a maximum of one point, they passed the check. 

To clarify, if the initial answer was 7, the expected answer on the reversed version of the 

same statement was 1 or 2. Similarly, an initial answer of "6" required a response of "1," 

"2," or "3" on the reversed version. An initial response of 5 necessitated a response of "2," 

"3," or "4" on the reversed version, and so on. In other words, the sum of the reversed and 

original versions of the statement should ideally equal 8 when added together. However, a 

sum of 6 or 9 was also accepted to account for variability that may arise when reconsidering 

the same question twice, as these statements could be challenging to answer. Below are the 

results of this check. 

1. The first asked “I feel a moral obligation to only order what I intend to keep, when 

ordering clothes online” and later asked “I do not feel a moral obligation to only or-

der what I intend to keep, when ordering clothes online”. Here, 15.5% of the re-

spondents failed the check (N=215) 

2. Later came the statement “Most likely, people who are important to me will only or-

der clothing online they intend to keep” and the reversed version “Most likely, peo-

ple who are important to me will not only order clothing online they intend to keep”. 

Here, 26% of the respondents failed the check (N=361) 

 Respondent speed test 

The final check to discard responses from respondents not paying full attention was based 

on the time taken to complete the questionnaire. The time required to complete the ques-

tionnaire should exceed the time needed to read and understand it, along with the time re-

quired to consider each response. A time threshold of 105 seconds was established for this 

purpose. The rationale behind this threshold will be explained below. But first, it's important 

to justify why this check is necessary. The fastest respondent completed the questionnaire in 

just 48 seconds while still passing all the previously mentioned checks. This highlights the 

need to include this additional check. 

Now, let's delve into the explanation of the 105-second threshold. The time limit should 

account for: a) the time needed to read and comprehend the questionnaire, b) the time re-

quired to think about each response, and c) the time needed for navigation between pages, 

clicks, and typing. Regarding a), we can assume that most people read at a rate of around 
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350 words per minute. However, some skilled speed-readers can reach speeds of 600-700 

words per minute. While it's safe to assume that very few respondents fall into this category, 

some may read at around 500 words per minute. Therefore, the absolute minimum time re-

quired to read the entire questionnaire is estimated at 64 seconds. For b), if we assume that 

each answer takes a minimum of 0.5 seconds, the 32 questions and statements would re-

quire 16 seconds to answer. As for c), we can reasonably estimate an additional 10 seconds, 

considering there are 5 text-box answers, and respondents must navigate between pages and 

click multiple times before completing the survey. 

In summary, the absolute minimum time required to complete the questionnaire while still 

comprehending the questions and providing truthful and well-considered responses is ap-

proximately 90 seconds. However, if we adjust a) to a more typical reading speed of 350 

words per minute, it will take 115 seconds in total (89 seconds to read, 16 seconds to an-

swer, and 10 seconds to navigate). Taking an average of 90 seconds and 115 seconds, we 

arrive at 102.5 seconds. To establish a clear threshold, this figure was rounded up to 105 

seconds, equivalent to one minute and 45 seconds, which happens to be half of the median 

time used. Consequently, 105 seconds was set as the minimum threshold for completing the 

questionnaire while ensuring full understanding and providing accurate responses. A total of 

144 respondents, or 10.4% of the participants, completed the questionnaire in less than 105 

seconds, and their responses were subsequently discarded. 

8.3.4 Adapted measures and sources for questionnaire items 

 

Measure My Item Source11 

Demographics What is your prolific ID N/A 

N/A [Infotext] N/A 

Instructional ma-

nipulation check 

Based on the information above, how many of the last 

months should you think of when answering the ques-

tions in this survey? N/A 

SRB - Shop vol-

ume 

How many times have you ordered clothes online? (i.e., 

the number of orders in the last 6 months, to the best of 

your recollection)  Qualitative phase 

 

11 Sources noted «Andreassen (2023) are from current unpublished research from Andreassen (personal communication, e-

mail 16.01.2023) 
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SRB - Shop vol-

ume 

How many items of clothing have you ordered online? 

(in the last 6 months, to the best of your recollection)  Qualitative phase 

SRB - Sent re-

turns 

How many items of clothing ordered online have you 

returned by sending back? (in the last 6 months, to the 

best of your recollection)  Qualitative phase 

SRB - Physical 

returns 

How many items of clothing ordered online have you 

returned by handing back to a physical store? (in the last 

6 months, to the best of your recollection)  Qualitative phase 

N/A 

[Headline for remaining questions:] To what degree 

do you agree or disagree with the following state-

ments?  N/A 

SRC - Shopping 

and returns When online returns are easy, I shop a little extra Andreassen (2023) 

SRC - Shopping 

and returns I often shop a little extra online to get free shipping Andreassen (2023) 

SRC - Shopping 

and returns 

Overall, I find returning online goods to be easy and 

hassle free 

Venkatesh et al 

(2012) 

SRC - Shopping 

and returns 

If online webshops offer free returns I will order more 

than I need Andreassen (2023) 

SRC - Shopping 

and returns 

If online webshops require payment from me to return 

goods, for example 5 USD, it will make me think more 

carefully about what I buy Andreassen (2023) 

Instructional ma-

nipulation check 

Please click "7 - Totally agree" on this statement to 

show you are paying attention N/A 

SRC - Product I prefer to shop for products that can last a while 

Andreassen (2023), 

Webb et al (2008) 

SRC - Product 

I often check where the product comes from before I buy 

it 

Andreassen (2023), 

Gkargkavouzi 

(2009), Webb et al 

(2008) 

SRC - Product 

I often check how the product is manufactured before I 

shop 

Andreassen (2023), 

Gkargkavouzi 

(2009), Webb et al 

(2008) 

SRC - Product 

I am careful about the correct handling of product pack-

aging when I recycle 

Andreassen (2023), 

Collado et al (2019), 

Webb et al (2008) 

NI - Objective 

descriptive norms 

I feel a moral obligation to only order what I intend to 

keep, when ordering clothes online 

Gkargkavouzi 

(2009), Petschnig et 

al. (2014), Jansson 

(2011), Ateş (2020), 

Harland et al. (1999) 

Response insta-

bility check 

I do not feel a moral obligation to only order what I in-

tend to keep, when ordering clothes online Question above 

NI - Objective 

descriptive norms 

I feel guilty ordering clothing online if I know I will be 

returning some or all of it 

van der Werff & 

Steg (2015, 2016), 

Petschnig et al. 

(2014), Ateş (2020), 

Harland et al. (1999) 

NI - Subjective 

descriptive norms 

Most likely, people who are important to me will only 

order clothing online they intend to keep 

Gkargkavouzi 

(2009), Albayrak et 
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al. (2013), Ajzen 

(2006), de Leeuw 

(2015) 

Response insta-

bility check 

Most likely, people who are important to me will not 

only order clothing online they intend to keep Question above 

NI - Subjective 

descriptive norms 

Most likely, people who I respect and look up to, will 

order clothing online, knowing that they will return 

some/all of it 

Gkargkavouzi 2009, 

Hong & Tam 

(2006), Ajzen 

(2006), Mathieson 

(1991), Gao et al. 

(2017) 

NI - Subjective 

injunctive norms 

Most likely, people who are important to me will rec-

ommend me (for environmental purposes) to only order 

clothing I intend to keep 

Hong & Tam 

(2006), Mathieson 

(1991) 

NI - Subjective 

injunctive norms 

I think people who are important to me expect me to not 

order clothing online if I know that I will be returning 

some/all of it. 

Gkargkavouzi 2009 

Hong & Tam (2006) 

Self-reported 

knowledge 

Ordering more items of clothing online than one intends 

to keep, with the intention of returning some/all, has a 

negative effect on the environment 

van der Werff & 

Steg (2016), Quali-

tative stage 

Self-reported 

knowledge 

I spend a lot of time reading about sustainability in gen-

eral Gkargkavouzi 2009 

Instructional ma-

nipulation check 

Please click "7 - Totally agree" on this statement to 

show you are paying attention N/A 

Self-reported 

knowledge Overall, I act in an environmentally responsible way 

Andreassen (2023), 

Gkargkavouzi 

(2009), van der 

Werff & Steg (2015, 

2016) 

Self-reported 

knowledge 

Based on my previous online shopping, I have gained 

considerable insight into sustainability Andreassen (2023) 

Self-reported 

knowledge 

Carbon emissions cause serious environmental prob-

lems, such as climate change 

Coyle (2005), 

Gkargkavouzi 

(2009), van der 

Werff & Steg (2015, 

2016), Arcury & 

Johnson (1987) 

Self-reported 

knowledge 

In general, I consider myself more interested in sustain-

ability than the average online shopper 

Andreassen (2023), 

Gkargkavouzi 

(2009) 

Table 8-4: Adapted measures and sources for questionnaire items 

 

 

 

8.3.5 Histogram, Normal Q-Q plot and P-P plot, scatterplots 
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Run 1 Scatterplot 

 

Run 2 Scatterplot 
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Run 3 scatterplot 

 

Run 4 scatterplot 
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8.3.6  Regression results 

Variable Standardized Coefficients   95,0% Confidence Interval for B   

  Beta p Lower Bound 

Upper 

Bound 

Age -0,092 0,007 0,0 -0,002 

Sex_M/F 0,085 0,011 0,038 0,287 

Ethnicity -0,051 0,136 -0,092 0,013 

Shopping volume 0,594 <,001 0,052 0,062 

SRC, shopping and returns 0,267 <,001 0,176 0,261 

SRC, product 0,03 0,321 -0,024 0,074 

Objective descriptive norms -0,119 <,001 -0,097 -0,03 

Subjective descriptive norms -0,066 0,039 -0,089 -0,002 

Subjective injunctive norms 0,011 0,743 -0,038 0,053 

Self-reported knowledge -0,012 0,733 -0,064 0,045 

Table 8-5 Regression 1, sent returns 

 

Variable Standardized Coefficients   95,0% Confidence Interval for B   

  Beta p Lower Bound 

Upper 

Bound 

Age -0,08 0,02 0,0 -0,001 

Sex_M/F 0,055 0,098 -0,03 0,356 

Ethnicity -0,005 0,882 -0,087 0,075 

Shopping volume 0,381 <,001 0,047 0,066 

SRC, shopping and returns 0,088 0,007 0,031 0,191 

SRC, product -0,048 0,2 -0,155 0,033 

Objective descriptive norms -0,076 0,054 -0,127 0,001 

Subjective descriptive norms -0,111 0,005 -0,202 -0,036 

Subjective injunctive norms 0,023 0,592 -0,062 0,11 

Self-reported knowledge 0,031 0,464 -0,065 0,142 

Table 8-6 Regression 2, physical returns 


