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Preface 
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The rollout of ChatGPT in November 2022 sparked our fascination with artificial intelligence, 

prompting us to explore this promising field further. We quickly realized the potential of AI in 

transforming various sectors, particularly education, which plays a pivotal role in societal value 

creation. Our literature review revealed that the education sector stands to benefit significantly 

from AI, particularly in enhancing productivity. This discovery led us to investigate AI's 

applications and implications in an educational setting, especially considering the impact of 

attitudes on the successful integration of such technologies. We noted that at NHH, the policy 

surrounding GenAI tools was unclear, leading to uncertainty among students and professors. 

This observation further cemented our choice to focus on the attitudes towards AI in higher 

education, as understanding these perspectives is critical for effective implementation. 

We would like to thank our supervisor, Mohammed Mardan, for his invaluable contributions, 

including insightful ideas, constructive feedback, and unwavering support throughout the 

semester. His expertise greatly enriched the quality of our work. We are also grateful to Frank 
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Bram Timmermans for his perspectives on AI's role in this sector. His invitation to present and 

discuss our findings at a workshop with esteemed professors from NHH, Aalborg University, 

Gothenburg University, and Tampere University was an honor. Lastly, our thanks go to Joel 

Berge, Siv Skard, Aruna Tatavarthy, and Björn Schmeisser for their valuable feedback on our 

survey. 
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Abstract 

This exploratory and descriptive study investigates the attitudes of students and professors at 

Norwegian School of Economics (NHH) towards the implementation of Generative Artificial 

Intelligence (GenAI) in higher education. The research is set against the backdrop of GenAI’s 

rapid rise in popularity due to OpenAI’s prominent service in ChatGPT, a development that 

has ignited extensive discussions within the educational sector. Grounded in a thorough 

literature review, we developed and administered an online survey, collecting quantitative data 

from 274 participants. Specific applications of GenAI explored include text generation for 

student work, GenAI as an assessment tool, and GenAI as a tool for virtual assistance. 

Findings reveal a general trend of enthusiasm among students towards GenAI, contrasted with 

a slightly more cautious approach from professors, indicating a potential generational gap. 

Further, the study observes (1) a decline in approval for text generating features as they get 

more intrusive in the student’s work, (2) a critical stance towards GenAI as an assessment tool, 

and (3) a preference for human advice while simultaneously recognizing the utility of GenAI 

as a virtual assistant tool. 

In the last part, we propose reflection points and recommendations for future policy-making at 

NHH in regard to GenAI use, rooted in the earlier analysis and discussion. The general 

suggestion revolves around developing education-specific GenAI tools, drawing inspiration 

from University of Oslo’s approach, as well as forming an AI-committee for ongoing 

evaluation of how the GenAI applications play out. Lastly, it must be highlighted that while 

there is interest in integrating GenAI in higher education, significant considerations must be 

addressed, including varied opinions, institutional goals, and the need for specialized tools and 

competencies. This research contributes to the understanding of GenAI's role in higher 

education and aspires to serve as a source of inspiration when forming future policies at NHH, 

and beyond. 
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1 Introduction 

GenAI, a branch of the broader field of AI, has recently attracted a lot of attention with the 

emergence of OpenAI’s chatbot ChatGPT. Only two months after its launch in November 

2022, the service reached a staggering 100 million users and notably passed the US bar exam 

scoring in the 90th percentile (Arredondo, 2023; Hu, 2023). In addition to sparking wider 

societal discourse, the academic community caught interest in the potential use of GenAI in 

higher education. More specifically, the technology has received mixed reactions from 

educational institutions, where some have opted to completely prohibit all use, while others 

proactively adopt it as an educational learning tool (UCL, 2023; UiO, 2023; Vassdal 2023). 

Looking at the literature, we find preliminary research highlighting both benefits and 

challenges related to integrating GenAI in higher education. Some of the benefits include 

personalized feedback, accessibility, scalability, reduced barrier for educational support, and 

student engagement (Andreassen, 2023; Chan & Hu, 2023; Crompton et al., 2023; Labaddze 

et al., 2023; Mollick et al., 2023; Wollny et al., 2021). On the other hand, misleading and non-

factual information, dishonest use, data privacy, lack of socialization, and reduced critical 

thinking, are often mentioned issues (Ayman et al., 2023; Chan & Hu, 2023; Montenegro-

Rueda et al., 2023; Munthe et al., 2022).  

Concerning research specifically gauging opinions towards the use of GenAI in higher 

education, we find two papers with contrasting results. First, Chan and Hu (2023) conducted a 

survey of 399 undergraduate and postgraduate students in Hong Kong, which revealed a 

generally positive attitude and familiarity towards the use of GenAI. Conversely, a study on 

Spanish economics and business students by Almaraz-López (2023) uncovered that a majority 

of participants expressed discomfort with AI concepts. These contrasts allude to varying 

degrees of familiarity and acceptance across different cultural and educational settings. 

After conducting an extensive literature review, it becomes apparent that the academic 

resources available on this subject are scarce, which likely is a consequence of the technology's 

very recent surge in mainstream popularity. In this paper, we would therefore like to contribute 

in the effort of bridging this research gap by further exploring attitudes towards the adoption 

of GenAI in higher education. More specifically, we will be examining the perceptions of 

students and professors at NHH, which is the institution our research team is conducting the 

master thesis under. 
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At a broad level, our research is important because higher education plays a crucial role in 

society. It not only fosters individual intellectual development and social progression (Mokyr, 

2002), but also has the responsibility to serve public purposes by enforcing social change 

(Shapiro, 2005). Brennan further discusses the social role of universities in a digital era, 

highlighting their importance in the development of labor market skills and citizenship. This is 

particularly relevant in our context because the labor market expects institutions like NHH to 

equip students with future-oriented skills like being proficient with using GenAI. 

Narrowing down to Norway, our thesis is useful because the significance of AI in shaping 

Norway’s digital future has been increasingly recognized by the government (Astrup, 2020). 

Although this technologically advanced country is uniquely positioned to effectively leverage 

AI (Nesse & Erdal, 2022; Parmiggiani & Mikalef, 2022), the Norwegian ministry of education 

and research has acknowledged that there still remain major steps before digital tools could 

add the desired quality in education (Kunnskapsdepartementet, 2021). In this effort, our 

research could possibly inform a strategy of how to appropriately integrate GenAI in a way 

that satisfies the mentioned desired educational quality. 

Finally, we would like to highlight the importance of gauging attitudes as a necessary precursor 

to technological adoption. Chatterjee and Bhattacharjee (2020) demonstrate that attitudes 

significantly influence individuals’ intentions to use AI in higher education. Similarly, 

Okonkwo et al. (2019) establish that user attitudes are key determinants in the adoption of 

software engineering products. These findings collectively suggest that assessing attitudes is a 

crucial preliminary step in technology adoption, providing a gauge of user readiness to embrace 

GenAI in a higher education context. 

 

Research question: What are students’ and professors’ attitudes towards implementing 

generative artificial intelligence in higher education? How do the perceptions differ between 

the two groups?  
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2 Literature review 

In this paper, we would like to map NHH students’ and professors’ attitudes towards adoption 

of GenAI in higher education. To do this, we must first understand (1) the current state of 

higher education in Norway, (2) what GenAI is, and (3) investigate the intersection between 

these domains. By reviewing existing literature, studies, and reports, this chapter aims to lay a 

foundation for understanding the complex dynamics at play in the perception and use of GenAI 

in an academic setting. 

2.1 The current state of higher education in Norway 

The Norwegian higher education system, as reported in government documents, is founded on 

principles of quality, accessibility, and research excellence (Ministry of Education and 

Research, 2022). This system encompasses a variety of predominantly publicly funded 

universities and specialized colleges, ensuring that education remains affordable for students, 

irrespective of financial background (Liu & Kong, 2023). This egalitarian approach is a 

cornerstone of the Nordic model of education, emphasizing inclusivity and equal opportunities 

for all learners. With rising labor market needs for educated workers as well as supportive 

government policies, participation rates in higher education have steadily increased from just 

a few percent in the 1960s, to around 37% in 2023 (Bleiklie, 2023; ssb.no, 2023). 

Despite all the positive aspect, there are also significant challenges in the Norwegian higher 

education system, where digitalization is a particularly prominent topic. During the Covid-19 

pandemic, students and professors were abruptly required to move from the traditional physical 

space to a digital one in order to maintain social distancing requirements during lockdown 

(Ratten, 2023). This accelerated an already growing change towards digitalization in higher 

education. The Norwegian ministry of education and research acknowledged that the sector 

was not ready for this sudden move, and that major steps remain before digital tools could add 

the desired quality in Norwegian higher education (Kunnskapsdepartementet, 2021). 

Nonetheless, the ministry also noticed the potential digital teaching could provide. Students 

and professors gained valuable hands-on experience of digital teaching and educational 

technology, such as Zoom and Microsoft Teams. While post-pandemic has shown a 

reintroduction of physical face-to-face classes, students’ desires have now changed as we are 

seeing an increase in wanting hybrid learning (Ratten, 2023). Imran et al. (2023) confirm the 
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effectiveness of hybrid learning and anticipate it having a significant impact in enhancing 

teaching in higher education in the post-pandemic landscape. 

2.2 GenAI 

2.2.1 Artificial intelligence and machine learning 

To get an understanding of what GenAI is, we must first define the terms artificial intelligence 

and machine learning. 

Artificial intelligence can be defined as a broad field of study that encompasses the creation of 

intelligent agents, which are systems that can reason, learn, and act autonomously (Russel & 

Norvig, 2009). These agents utilize techniques ranging from rule-based systems to complex 

neural networks. Core components of AI include search and optimization for task-solving, 

knowledge representation for information storage, and diverse learning methods such as 

machine learning and evolutionary algorithms (McCarthy, 2007; Nilsson, 1998). Through 

capabilities like natural language processing in chatbots and autonomous navigation in self-

driving vehicles, AI’s overarching aim is to emulate human-like intelligence across various 

contexts (University of Bergen, n.d). 

Machine learning (ML), a subfield of AI, emphasizes the development of algorithms capable 

of learning from data (Domingos, 2012; Domingos, 2015; Mitchell, 1997). An essential aspect 

of ML is training algorithms using datasets, which are structured collections of examples 

related to a specific task. A typical application of ML can be seen in image classification. Here, 

an algorithm is trained with labeled images, and learns to categorize them based on pixel 

patterns (Cortes & Vapnik, 1995; Goodfellow et al., 2016). This pattern recognition is a crucial 

step in the learning process (Bishop & Nasrabadi, 2006). Once adequately trained, such 

algorithms can predict outcomes for new and unseen data. Today, ML algorithms have found 

their way into various services and products we use daily, from internet search engines to email 

spam filters. 

2.2.2 GenAI and chatbots 

Just as machine learning is a subset of the broader field of AI, GenAI is a branch of machine 

learning – see Figure 1. This subfield emphasizes the production of new content that is often 

almost indistinguishable from genuine data. At the forefront of this movement is the concept 

of Generative Adversarial Networks (GANs). Introduced by Goodfellow et al. (2014), GANs 
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consist of two neural networks, the generator and the discriminator, which work in tandem. 

The generator crafts new data samples, while the discriminator evaluates their authenticity. 

Through iterative training, the generator becomes increasingly better at producing realistic 

data. GANs have paved the way for machines to generate content that mirrors human creativity, 

whether it is in the form of photo-realistic images, synthesized art, or lifelike chatbot responses. 

 

Figure 1 - The field of AI 

Chatbots, a notable branch of GenAI, particularly in the context of higher education due to its 

potential applications as virtual assistants and text-enhancing tools (Chassignol et al., 2018), 

have greatly benefited from these advancements. Traditional chatbots relied on predefined 

decision trees or rule-based systems for responses (Shawar & Atwell, 2007). However, with 

the evolution of GenAI, there have been significant advancements beyond GANs, most notably 

the development of the Transformer architecture. This architecture, developed at Google Brain 

by Vaswani et al. (2017), employs a mechanism called “self-attention” that allows it to process 

whole sequences of words simultaneously rather than one at a time. This method enhances the 

understanding and generation of contextually relevant text, significantly improving the 

performance of language models. Thus, alongside GANs, the advent of the Transformer 

architecture represents another major stride in the development of GenAI, particularly 

influencing the capabilities and responsiveness of chatbots. Models such as OpenAI’s GPT 

series, known as Large Language Models (LLMs), are based on this Transformer architecture 

and are not directly influenced by GAN principles. They demonstrate an ability to craft 

humanlike text. Hence, the integration of GenAI into chatbots represents a shift within AI from 
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simple reactive mechanisms to systems that can proactively generate content, leading to 

increasingly adaptive, engaging, and humanlike digital interactions (Vinyals & Le, 2015). 

2.3 Intersection between GenAI and higher education  

In Norway and the Nordic countries, specific literature exploring the intersection of GenAI 

with higher education is currently limited. To bridge this gap and offer a comprehensive 

understanding, our analysis extends to a global perspective. This broader approach allows us 

to identify and understand emerging trends, challenges, and opportunities that GenAI presents 

in the educational sector.  

We will start by reviewing literature on the current use and perceptions of GenAI in higher 

education, followed by an investigation of its possible applications. 

2.3.1 Use of GenAI in higher education today  

The introduction of OpenAI’s ChatGPT in November 2022, which notably passed the US bar 

exam scoring in the 90th percentile (Arredondo, 2023), sparked a widespread debate within the 

academic community on use of GenAI in higher education. While some institutions such as 

University of Oslo and University College London are exploring frameworks for application 

of these technologies (UCL, 2023; UiO, 2023), others have completely banned them due to 

ethical concerns (Vassdal, 2023). Currently, the integration of GenAI in higher education is 

still developing, with AI chatbots at the forefront. The primary use of these chatbots has been 

answering simple queries about class registrations, financial aid, and other administrative 

matters (Global Admissions, 2023). However, more advanced chatbots are also in 

development, such as University of Oslo’s student tailored version of OpenAI’s ChatGPT 

which has added privacy filters (UiO, 2023). 

Although GenAI has not been widely integrated into higher education, it has gained substantial 

traction for personal use. Most notably is ChatGPT, which reached 100 million users just two 

months after its release (Hu, 2023). A report by Kantar Media (2023) suggests that 

approximately one in five students (18%) in Norway between the ages of 15 to 24 have used 

ChatGPT for educational needs (Zulic et al., 2023). Additionally, the EDUCAUSE QuickPoll 

reveals that 67% of respondents in higher education have used GenAI tools in their work during 

the 2022–23 academic year, and 83% agree that these technologies will profoundly change 

higher education in the next three to five years (McCormack, 2023). Moreover, a study in the 
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United States by the Walton Family Foundation (2023) finds that over half (51%) of teachers 

and one-third (33%) of students aged 12 to 17 use ChatGPT. Together, such reports indicate a 

global trend, where many students and professors are already using GenAI tools despite there 

being no formal integration of them into the educational system. 

2.3.2 The effect of digital tools on learning 

Munthe et al. (2022) examined the use of digital tools in Norwegian primary and high schools, 

in order to assess its effect in education. As of 2021, 98% of high school students had access 

to their own digital computers, presenting a prime opportunity to explore the learning outcomes 

facilitated by digital tools. The study found that the implementation of digital tools positively 

affects student learning in Norway. This positive impact is attributed to more engaging and 

personalized teaching, which in turn increases student motivation. Additionally, the study 

highlights the benefit of digital tools in providing instant feedback on complex issues, further 

enhancing learning through such technology. However, the research also points out some 

challenges, where some students report that the utilization of digital tools has led to technical 

difficulties. Moreover, students reported that the heightened use of digital tools could 

negatively impact the communication and interaction within the classroom.  

In the context of GenAI, a study by Ayman et al. (2023) at The British University in Egypt 

provides a relevant perspective. Their research on ChatGPT and its learning implications, 

reveal similar benefits to those observed by Munthe et al. (2022). These include enhanced 

student motivation, engagement, and the provision of immediate and personalized feedback. 

Together, these insights highlight the potential impact of GenAI technologies in higher 

education, a topic that is particularly pertinent as Norwegian institutions adapt to an 

increasingly digitalized educational landscape. 

2.3.3 Perceptions towards the use of GenAI in higher education today 

Understanding the diverse attitudes towards GenAI in higher education is crucial for its 

effective integration. Darayseh et al. (2023) investigated the perceptions of science teachers in 

the UAE using the Technology Acceptance Model. Their study demonstrated no significant 

demographic differences in attitudes toward AI, suggesting a broadly uniform perception 

among educators in this field. However, the study also emphasized the need for further research 

into other disciplines and student acceptance of AI, highlighting a possibility of varied attitudes 

across different educational contexts. 
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Davis (1989) further highlights that successfully implementing new technology heavily relies 

on user acceptance. In the context of GenAI in higher education, Chan and Hu’s (2023) 

conducted a survey of 399 undergraduate and postgraduate students in Hong Kong, which 

revealed an overall positive attitude and familiarity towards this technology, with perceived 

benefits including personalized learning support and assistance in writing. Yet, concerns about 

accuracy, transparency, and ethical issues were also noted, underscoring the complexities 

surrounding the adoption of GenAI. 

In contrast, research by Almaraz-López (2023) on Spanish economics and business 

management students revealed a majority (59%) expressing discomfort with AI concepts, 

indicating varying levels of familiarity and acceptance across different cultural and educational 

settings. This study raises important questions about how GenAI is perceived and understood 

in different academic environments, implying that cultural and educational backgrounds may 

significantly influence attitudes towards technology. 

2.3.4 Applications of GenAI in higher education 

Based on our literature review, four applications of GenAI in higher education emerged as the 

most prominent. These include: (1) GenAI as virtual assistants, (2) GenAI as a tool for grading 

assignments and exams, (3) GenAI as a tool for text generation of student work, and (4) GenAI 

as a tool for administrative tasks. The ensuing sections will further explore these. 

GenAI-powered virtual assistants 

In higher education, the integration of GenAI as a personalized virtual assistant offers several 

advantages, particularly in emulating the key benefits of personal tutors (Labaddze et al., 2023). 

Personal tutors have been vital in higher education for providing individualized learning 

experiences, offering tailored guidance and enhancing student participation in their learning 

journey (Mollick & Mollick, 2023). In fact, Andreassen (2023) notes that such personalized 

learning can lead to a 22% increase in student performance. However, the high cost of personal 

tutors often makes them inaccessible to many students. GenAI presents a cost-effective and 

scalable solution in this context (Wollny et al., 2021). 

While traditional educational settings struggle to offer personalized student feedback at scale 

(NTNU KTDiM, 2013), chatbots could bridge this gap by working as virtual assistants, 

offering its broad knowledge to meet the diverse learning needs and interests of students 
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(Labadze et al., 2023). These virtual assistants also provide instant feedback, essential in large 

classroom settings where individual attention is limited (Wollny et al., 2021). Further, their 

24/7 accessibility allows students to seek help anytime, anywhere, fostering continuous 

learning and making education more inclusive. 

Mollick & Mollick (2023) highlights the effectiveness of using GenAI as a tutor when students 

craft appropriate prompts, fostering cognitive thinking through interactive dialogues. 

Intelligent Tutoring Systems (ITS) further enhance this capability, allowing AI to tailor 

interactions based on comprehensive insights into individual student profiles and learning 

histories (Crompton & Burke, 2023). This approach is highly scalable, making it accessible to 

any student with internet access (Mollick & Mollick, 2023). 

Although formal integration of chatbots as virtual assistants in higher education is still 

emerging, some smaller scale case studies have been conducted. One such example is a project 

conducted at UniDistance Suisse, where an AI tutor application was tested in a psychology 

class (𝑛 = 51) during a neuroscience course over a semester (Baillifard et al, 2023). This class 

was then compared to a similar course without AI assistance. The study found that students 

frequently engaging with the AI tutor achieved significantly higher grades. In particular, 

regular interaction with the AI tutor correlated with an average increase of up to 15 percentile 

points in grades, compared to students in the non-AI-assisted course. 

GenAI as an assessment tool 

Assessment in education is crucial for evaluating and enhancing student learning (Ramesh & 

Sanampudi, 2022). Ramesh and Sanampudu (2022) highlight that traditional methods are time-

consuming and often lack consistency, a challenge aggravated by increasing student-to-teacher 

ratios. Historically, Automated Essay Scoring (AES) systems were limited to evaluating 

multiple-choice tests, but recent advancements in GenAI have enabled possibilities related to 

assessment and scoring of written essays (Mizumoto & Eguchi, 2023).  

The reliability and accuracy of AES have been examined in a study by Mizumoto and Eguchi 

(2023), exploring the role of AI in enhancing AES. Their findings reveal that AI not only has 

the potential to reduce time in the grading process, but also ensures greater consistency in 

evaluation. They further highlight tools like ChatGPT as potentially transformative in writing 

evaluation and feedback, signifying a significant shift in academic assessment practices. 

Similarly, Chan and Hu (2023) identify AI as a possible solution to scale and reduce time spent 
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on feedback. However, while these advancements are promising, they also necessitate a 

consideration of the challenges and limitations inherent in AI-assisted assessments, such as 

ensuring fairness and addressing biases in AI algorithms. 

Moreover, Ayman et al. (2023) investigates the possibility of using AI as a complimentary tool 

for students and teachers in assessing. With GenAI’s potential of providing immediate 

feedback, students can start the revision process much faster by pinpointing strengths and 

weaknesses in their work. For teachers, it can be used as a complementary for getting a second 

opinion in the evaluation process, as well as analyzing specific aspects of a student’s text. 

GenAI as a tool for generating text for assignments and exams 

One of the key benefits of GenAI, as identified by students in Chan and Hu’s (2023) study, is 

its proficiency in writing assistance. This capability extends to correcting grammar, rephrasing 

and restructuring sentences, and generating text, thereby aiding various stages of the writing 

process. Harunasari (2023) observes that tools like ChatGPT have proven effective in 

supporting students from formulating initial ideas to producing well-structured, final drafts. 

Additionally, Haleem et al. (2023) highlight GenAI’s proficiency in verifying grammar and 

sentence structure, enhancing the quality of written academic work.  

Despite these advantages, there are significant concerns regarding the potential academic 

misuse of GenAI tools. Montenegro-Rueda et al. (2023) highlight the importance of addressing 

issues related to dishonesty and unethical practices in academia, particularly where AI-

generated text may be used inappropriately. This concern is echoed by Ayman et al. (2023), 

who point out instances where GenAI tools can generate content that is factually incorrect or 

misleading, all while being technically flawless texts. 

The dual nature of GenAI as both a facilitator and a potential challenge in academic writing, 

underscores the need for a balanced approach in its adoption. Educators and institutions must 

navigate these complexities, ensuring that while the benefits of GenAI in enhancing student 

learning and writing skills are harnessed, robust measures are in place to prevent its misuse and 

maintain academic integrity. 

GenAI as a tool for administrative tasks 

The application of GenAI in administrative tasks within higher education is gaining increasing 

attention for its potential to enhance productivity and efficiency. In their literature review, 
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Okonwo and Ade-Ibijola (2021) highlight that there are significant possibilities of streamlining 

administrative processes in academic institutions through the use of this technology. These AI-

driven chatbots are capable of handling a wide range of routine queries from students, including 

inquiries about admission procedures, scholarship opportunities, tuition fees, class schedules, 

and more, thereby reducing the workload of administrative staff. 

Further emphasizing this potential, Andreassen (2023) draws attention to a report by the 

McKinsey Global Institute which finds that automation in the higher education sector, 

particularly in administrative tasks, could lead to substantial cost savings. Specifically, it 

estimates an annual saving of 200 billion US dollars, largely attributed to reductions in labor 

costs associated with routine administrative functions. 

Finally, the implementation of GenAI in these areas not only offers financial benefits but also 

contributes to a more responsive and efficient administrative system. By automating repetitive 

tasks, educational institutions can allocate human resources to more complex and impactful 

areas, enhancing overall institutional effectiveness (Okonwo & Ade-Ibijola, 2021). The 

deployment of GenAI-powered chatbots is a step towards a more streamlined, cost-effective, 

and student-centric administrative model in higher education. 

Research question 

Based on our literature review, we would like to further investigate the three following 

applications of GenAI in higher education: (1) text generation for student work, (2) assessment, 

and (3) virtual assistance. As our priority and research interests primarily lie with student 

learning, we decided to leave out the aspect related to administrative automation. 
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3 Methodology 

In the upcoming chapter, we will outline our strategy for addressing the research question. This 

will include choice of (1) research design, (2) data collection, (3) data analysis and (4) ethical 

considerations. 

3.1 Choice of research design 

The research purpose of this study can be characterized as both exploratory and descriptive 

because the research question seeks to map students’ and professors’ attitudes towards use of 

GenAI in higher education. Contrary to explanatory research, we do not aim to establish any 

causalities, but rather describe correlations and characteristics. A descriptive approach is 

particularly suitable in our context because we found a moderate-to-low amount of academic 

literature on the topic in the literature review (Saunders et al., 2019). Consequently, we aim to 

contribute in establishing groundwork for future research to further advance and nuance the 

understanding of this subject. Additionally, since we do not set out to test any hypotheses, but 

instead take a bottom-up approach where we attempt to derive descriptions from the collected 

data, the study can be defined as inductive. 

Further, the nature of our research design is primarily quantitative, as we have opted for surveys 

as the research strategy. The rationale behind this decision boils down to the fact that surveys, 

particularly those using Likert scales, are traditionally used to gauge opinions and attitudes – 

making them well-suited for our specific context (DeVellis, 2012; Streiner & Norman, 2014). 

Moreover, surveys are a preferred method in situations where (1) preexisting data is absent, 

and (2) one would like to gather quantitative data from a large number of respondents, as is the 

case in our research (Creswell & Creswell, 2017; Lewis et al., 2016; Sekaran & Bougie, 2016). 

Additionally, quantitative data provides uniform and quantifiable data, enabling a precise way 

of identifying and describing patterns, correlations, and characteristics. 

  

3.2 Data collection 

In the ensuing section, we will elaborate on (1) our sampling method, (2) the execution of data 

collection, (3) the questionnaire design and (4) ethical considerations. 
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3.2.1 Sampling 

The population for our study consists of all business and administration students and professors 

in Norway, while the target population is limited to those at NHH.  

Targeting NHH students and professors was a decision grounded in pragmatism. More 

specifically, we did not have the necessary resources to access contact details for students and 

professors at other higher education institutions such as University of Bergen or Western 

Norway university of Applied Sciences. Hence, we would not be able to send out the survey in 

a systematic and dependable manner. 

To sample the target population, we chose a voluntary self-selection method. This decision was 

primarily driven by a concern of not getting enough respondents had we not made the survey 

open for all students and professors at NHH. Although there certainly are challenges and 

limitations with opting for a non-probabilistic sampling method, ensuring sufficient response 

rate was prioritized. 

A further discussion on the implications of our methodological choices regarding sampling will 

follow in section 3.3 on data analysis methodology, where we will particularly touch upon the 

risks of self-selection bias. 

3.2.2 Primary data collection 

The timeframe for the data collection can be described as cross-sectional, because the data from 

each participant was recorded through completing a single questionnaire (Saunders et al., 

2019). Further, the survey period was approximately 17 days, or 2.5 weeks. During this period, 

we issued a reminder to the participants at the beginning of the second week. When we 

experienced an entire day without new responses, we decided to conclude the data collection 

period. 

To distribute the survey, we got access to two email lists: (1) one for all bachelor and master 

students, and (2) another for PhD students and professors. The former had a total of 3305 

recipients, while the latter had 615. Consequently, we sent out an email to all the 3920 students 

and professors at NHH with a link to our survey, accompanied with an invitational text to nudge 

individuals to participate. Here it should be mentioned that we did not use any economic 

incentives, such as gift cards or other prizes, to increase response rates. This was a deliberate 

decision which was influenced by two factors. (i) Firstly, we wanted to keep the survey 
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completely anonymous, for reasons we will touch upon later. Followingly, we could not ask 

for any contact details to reach out to any “winners”. (ii) Secondly, we wanted to avoid a 

situation where individuals clicked through our survey with the single intention of attaining 

some sort of “prize”. This could have led to rushed and false responses, subsequently distorting 

our data. 

Our self-completed internet questionnaire could be conducted through a computer, mobile 

phone or tablet. This accessibility increased the likelihood of higher response rates, which we 

highlighted as notably important. Despite somewhat different formatting due to screen size, the 

experience was tested across various devices, and was considered as clear and user friendly 

before sending out to the target population. Although, it should be mentioned that the survey’s 

accessibility also has its drawbacks, such as challenges related to interpretation of questions, 

verification of respondent identity, time of day, social environment, hunger level, and more 

(Saunders, 2019). However, we do not consider this a considerable issue granted we have a 

high number of respondents. 

3.2.3 Questionnaire design 

Structure 

The questionnaire was divided into five main sections: (1) Profile data, (2) attitudes towards 

GenAI, (3) attitudes towards using GenAI for text generation in higher education, (4) attitudes 

towards using GenAI as a tool for assessment in higher education and (5) attitudes towards 

using GenAI as virtual assistants in higher education. More specifically, the survey began by 

collecting demographic data, then progressed to explore general perceptions of GenAI, and 

finally concentrated on the three specific areas of interest we outlined at the end of our literature 

review. See Appendix 1 for a complete view of the questionnaire. 

All participants received a uniform survey as the questions were identical. However, we 

utilized the “display logic” feature of Qualtrics to ask follow-up questions based on the 

individual answers. For example, in the first section on profile data, we asked participants for 

their role at NHH, and depending on their response, different follow-up questions were 

triggered. If the individual responded “Master student”, they received a follow-up question on 

what their profile was. Meanwhile, if they answered “Professor”, they would be queried on 

which department they worked in. 
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We attempted to make the questionnaire as concise as possible to increase response rates, while 

including enough questions to get meaningful results. The survey comprised of 23 possible 

questions, including six follow-up questions. Depending on the responses, the participant 

would be presented 17 to 22 of these questions, which translated to an estimated completion 

time of approximately 5 to 10 minutes. 

Question design 

Likert scales are particularly well-suited for gauging attitudes (DeVellis, 2012; Streiner & 

Norman, 2014), and were therefore chosen as the primary design throughout our survey. By 

employing Likert scales, we can to some degree operationalize qualitative constructs such as 

“attitudes towards use of GenAI in higher education”, and get measurable results (Saunders, 

2019). Here, we utilized a five-point Likert scale where we posed a statement, followed by 

response-options which can be characterized as ordinal variables (measuring level). More 

specifically, we presented the following response-options: (1) “Disagree”, (2) “Somewhat 

disagree”, (3) “Neither agree nor disagree”, (4) “Somewhat agree”, and (5) “Agree”.  

In addition to the Likert scale questions, we also employed single-choice and multiple-choice 

questions. The former is suitable for querying demographics such as age and gender where the 

answer is singular and straightforward, while the latter is utilized when multiple answers can 

be correct, for questions such as: “What GenAI tools have you used?”. The measuring level for 

these response variables varies depending on the question. For instance, response-options for 

gender and degree level can be characterized as nominal, while age is a ratio variable by nature 

(Saunders et al., 2019). 

All questions had preset values for participants to choose from. Through pilot testing our survey 

with a smaller group of students and professors, we attempted to ensure comprehensive lists of 

response options for all questions (Saunders et al., 2019). Additionally, we added a last 

response option of “Other (please specify)”, for many of the single and multiple-choice 

questions, in case the presented response options were not adequate for the participant. 

Further, when designing each question in our survey, we had to keep in mind best practices for 

how to formulate ourselves. (1) First, it is important to use simple language, so the questions 

stay clear and unambiguous (Fink, 2013; Saunders et al., 2019). Given our respondents are 

business students and professors with varying familiarity with GenAI, a pilot tester of our 

survey highlighted the benefit of defining terminology related to our subject. We implemented 
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this feedback by introducing each of our sections with concise definitions explaining crucial 

terms in the upcoming section. (2) Second, we attempted to use unbiased and open-ended 

language. For instance, one of our single-choice questions where: “What do you consider the 

most significant benefit of using GenAI in higher education?”. This exemplifies a non-leading 

question. Although, it should be mentioned that for the Likert scale questions where we posed 

statements, somewhat biased language is unavoidable as the whole premise of the question is 

to address the participant’s relation towards the statement. (3) Third, we also wanted to 

highlight the importance of avoiding double-barreled questions. Reusing the example of: 

“What do you consider the most significant benefit of using GenAI in higher education?”, we 

asked a single question, steering away from bundling multiple inquiries into one. (4) Fourth, 

we employed the technique of posing multiple similar questions from different angles to see 

whether the responses stayed consistent, or gave counter-intuitive results (Patton, 2002; 

Podsakoff et al., 2003). For instance, we posed the two following Likert statements: “In a 

higher education context, implementing chatbots as virtual assistants will benefit student 

learning” and “In a higher education context, virtual assistants can help students achieve a 

better grade by serving as a complementary teaching tool”. Here, we expect participants to 

have similar attitudes towards both statements, and the more datapoints we have on the same 

matter, the better it is for our findings validity. (5) Fifth, it is also worth mentioning a slight 

variation of the previous technique, where we ask highly similar questions with a single critical 

point of difference, seeking to attain a nuanced understanding of the dynamics we are 

investigating, by holding everything else “constant”. We will come back to this in the 

discussion. 

3.2.4 Ethical considerations 

To conclude the data collection methodology section, we would like to discuss a couple of 

ethical considerations. We will start by highlighting the survey’s anonymity, which was clearly 

stated in both the invitational email and the first page of the survey. Anonymity was important 

for us because we did not want participants to be hesitant in giving their true thoughts. We 

acknowledge that discussing the use of GenAI tools in a higher education context can be a 

sensitive topic for some students and professors, as it is unclear whether many of the 

applications are allowed to be used. We therefore wanted to reassure participants that there are 

no risks to doing our survey, because we cannot trace back information to identify individuals. 

For this, online surveys are a particularly well-suited research strategy, as a meta-analysis by 
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Gnambs and Kaspar (2015) finds that online surveys increase respondents’ disclosure of 

sensitive topics. Additionally, it is also worth mentioning that anonymity can increase 

participation rates (Tourangeau & Yan, 2007), which we previously noted as highly important 

for us. 

Further, we would also like to shed some light on the survey’s voluntariness and transparency. 

Considering there was no monetary reward or “prize” for completing the survey, all 

respondents who engaged in it, presumably did so out of interest in the topic. Notably, we 

informed participants that one should only proceed if one wishes to participate in the study, 

and that one can quit at any time. Moreover, we also stated the purpose of the survey for 

transparency reasons, as well as providing our contact details should there be any questions. 

These efforts seek to create a “safe” environment for the participants to answer truthfully, 

without any limitations, and in an ethically sound manner. 

3.3 Data analysis  

In the following section we will start by detailing our data analysis methods, consisting of (1) 

data cleaning, (2) data measurement scale and (3) statistical methods. We will then move on to 

a discussion of our study’s validity and reliability. 

3.3.1 Data cleaning 

The survey received 274 responses through Qualtrics, where 208 of those are utilized in our 

analysis. The data cleaning process involved two key criteria: 

1. Time-Based Filtering: Responses taking under 150 seconds  were excluded, based on our 

estimation that this duration was the minimum required to read, comprehend, and answer the 

survey questions. This criterion aims to ensure that respondents engaged meaningfully with the 

survey content, rather than hastily completing it. Notably, this time estimate did not account 

for reading the AI-related descriptions, assuming that respondents with prior AI knowledge 

could understand the questions without extensive reading. 

2. Completion Rate: We also eliminated responses where less than 80% of the survey was 

completed. This threshold was chosen to ensure a comprehensive understanding and 

engagement with the survey. 
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Additionally, we calculated the variance of each respondent and inspected those who score 

below 0.7. This threshold was chosen due to an observable “gap”, which lead to an additional 

response removed. In total we removed 55 participants, based on the aforementioned criteria.  

Furthermore, we excluded the “other” category from the participant role question, removing 

11 responses. This category, mainly consisting of roles like postdoctoral researchers, research 

assistants, and emeriti, did not fit neatly into our study’s focus on students and teaching staff, 

thereby not aligning well with our research question. 

Post-cleaning, the sample consisted of 208 respondents: 56 bachelor students (26.9%), 88 

master students (42.3%), 17 PhD students (8.2%), and 47 professors (22.6%). This refined 

dataset forms the basis of our analysis. 

3.3.2 Data Measurement Scale 

In our study, we employed Likert-style questions, which are ordinal in nature. This implies a 

hierarchical ranking system in our survey, ranging from (1) “Disagree” to (5) “Agree”. 

Analyzing ordinal data presents unique challenges, as most statistical tests are designed for 

nominal data. 

To conduct parametric tests on ordinal data, we utilized the interval scale assumption. This 

means that we treat our Likert-data as interval data. In practical terms, for our analysis, this 

means interpreting the midpoint between (1) “Disagree” and (3) “Neutral” as (2) “Somewhat 

disagree”. This approach is widely common in dealing with Likert-style data (Wu & Leung, 

2017). 

Wu and Leung (2017) suggest that increasing the number of Likert points can enhance 

normality in data analysis. However, a trade-off was observed in our study. Implementing more 

points in the Likert scale resulted in a less mobile-friendly survey experience in Qualtrics. To 

balance user experience with data integrity, we opted for a five-point scale, aiming to maximize 

participant response rates. 

An alternative scale ranging from (1) strongly disagree to (5) strongly agree was considered to 

potentially increase normality. However, given the relatively nascent nature of the technology 

under study, we anticipated that strong attitudes might not yet be fully formed. It is generally 

observed that direct experience with the object increases the attitude strength (Jhangiani & 

Tarry, 2022). Additionally, there was skepticism about the uniformity of intervals between 
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strongly agree, agree, and neutral. Therefore, a five-point scale, without the extremes of 

“strongly” agree or disagree, was deemed most appropriate for capturing the nuances of 

participants’ attitudes towards emerging technology. 

3.3.3 Statistical Methods 

In this section, we will outline the statistical tests, conducted in R, applied during the data 

analysis phase of our research.  

Descriptive Analysis 

Descriptive statistics, which include both numerical and graphical methods, summarize and 

present data for easy comprehension (Gudivada, 2012). These techniques focus on central 

tendency and dispersion in a dataset (Saunders et al., 2019). Central tendency is described using 

mean and median, offering insights into typical responses. Dispersion is assessed through 

standard deviation, and minimum and maximum values, highlighting the data’s range and 

variability. Additionally, histograms are used to graphically depict response distributions, 

especially useful for the Likert-style questions in our survey, as they clearly illustrate the 

frequency of each response. 

Statistical testing assumptions 

The validity of our statistical tests rests on three key assumptions, as outlined by Kothe (n.d.): 

1. Normality 

The assumption of normality requires that the data in each group should be normally distributed 

(Saunders et al, 2019). To test this assumption, we employed the Shapiro-Wilk test, a 

recognized method for assessing normality. 

As outlined by Mishra et al. (2019), the null hypothesis for the Shapiro-Wilk test is that the 

data are normally distributed. A p-value less than 0.05 leads to the rejection of the null 

hypothesis, implying the data are not normally distributed. In our study, the Shapiro-Wilk test 

was conducted on all Likert-scale variables. The results led to the rejection of all null 

hypotheses, with p-values below 0.05, indicating a lack of normality. 

To further assess normality, we also plotted the residuals of each Likert-scale variable on Q-Q 

plots. These graphical representations help visualize how closely the data follow a normal 

distribution. When combined with the results from the Shapiro-Wilk test, these plots provided 
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a comprehensive basis for evaluating normality in our dataset. The conclusion was that none 

of the variables in our data set satisfied the normality assumption. 

Despite the observed deviation from normality, our approach considers the sizeable number of 

observations in our dataset. The Central Limit Theorem argues that for sufficiently large 

sample sizes, the distribution of the sample mean will approximate a normal distribution, 

regardless of the population’s distribution (Statistics LibreTexts, u.d.). This theorem generally 

becomes applicable with a sample size of 30 or more, a criterion met by most of our groups, 

with the exception of the PhD student group. Additionally, the Welch’s t-test and Welch’s 

ANOVA-test is regarded as robust against normality violations (Caldwell et al., n.d .) Hence, 

while we acknowledge the lack of normality, especially in smaller groups like the PhD 

students, the large sample sizes in other groups allow us to somewhat mitigate this concern. 

However, we exercise caution in interpreting results, particularly for the PhD student group, 

due to their smaller sample size. 

2. Homogeneity 

The homogeneity of variances assumption for ANOVA states that the variances within each 

group should be similar (Saunders et al., 2019).  To assess this assumption, we conducted a 

Levene test, which is less sensitive for normality deviations than the more common test, 

Bartlett’s test (McDonald, 2017).    

Key assumptions of the Levene test include the random sampling of observations and their 

independence, with the latter also being a fundamental requirement for ANOVA, which will 

be discussed separately. The null hypothesis for the Levene test is that all groups have equal 

variances, implying homoskedasticity (Gatswirth et al., 2009). A p-value below 0.05 leads to 

a conclusion of heteroskedasticity.  

In our study, the Levene test detected heteroskedasticity among some of the variables, leading 

us to conduct Welch’s t-test and Welch’s ANOVA, instead of the regular t-test and ANOVA-

test, as it does not assume homoskedasticity.  

3. Independency 

The third assumption for our statistical tests is the independence of observations within each 

group (Saunders et al., 2019). This assumption implies that the responses (or residuals) from 
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different participants are not influenced by each other and do not exhibit any systematic 

relationship. 

Assessing independence is often context-dependent and can be challenging to test directly. As 

Kothe (n.d.) illustrates, a common violation of this assumption occurs when participants belong 

to multiple groups simultaneously, creating interdependencies in responses. In our study, 

however, such a scenario is not applicable. The distinct roles of our respondents (e.g., PhD 

students, master’s students)  are mutually exclusive by their nature, ensuring that a participant 

in one category cannot simultaneously be in another. This separation effectively upholds the 

independence assumption for our dataset. 

Welch’s two sample t-test 

A two-sample t-test is a statistical method used to compare two independent groups, in our 

case, means (JMP, n.d.). The null hypothesis in the t-test is that there is no difference in means 

between the groups, whereas the alternative hypothesis is that there is a difference in means 

between the groups. In our study our specific hypothesis is as follows:  

H0: 𝜇𝑆𝑡𝑢𝑑𝑒𝑛𝑡𝑠 = 𝜇𝑃𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟𝑠/𝐿𝑒𝑐𝑡𝑢𝑟𝑒𝑟𝑠   

HA: 𝜇𝑆𝑡𝑢𝑑𝑒𝑛𝑡𝑠 ≠ 𝜇𝑃𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟𝑠/𝐿𝑒𝑐𝑡𝑢𝑟𝑒𝑟𝑠  

In our analysis we conduct Welch’s t-test, as we detected heteroskedasticity in some of our 

variables. The Welch’s t-test does not assume homoscedasticity, which results in it being more 

robust towards Type 1 error rates, when heteroskedasticity is detected (Delacre et al., 2017). 

Additionally, newer research argue for using Welch’s t-test by default, compared to the 

traditional t-test, making it optimal also for our variables where heteroskedasticity was not 

detected (Delacre et al., 2017; West, 2021).  

Welch’s ANOVA  

Analysis of Variance (ANOVA) is a statistical method used to determine whether there are any 

statistically significant differences between the means of two or more independent groups. 

While ANOVA is a parametric test typically suited for nominal data. In our study, we employed 

the one-way ANOVA, which assesses if the means of two or more groups differ significantly 

from each other. This test utilizes the F-statistic to compare the variance between groups to the 

variance within groups, as described by Kim (2017). 
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We utilized the Welch’s ANOVA, as heteroskedasticity was detected in some of our variables. 

The Welch’s ANOVA is an alternative to the traditional ANOVA that does not require the 

assumption of equal variances, making it more suitable for data where this assumption is 

violated (Declare et al., 2019). Additionally, newer studies argue that researchers should also 

use Welch’s ANOVA by default, instead of the traditional ANOVA, making it appropriate also 

for variables where heteroskedasticity is not detected (Delacre et al., 2019). 

Our Welch’s ANOVA analysis was guided by the following hypotheses: 

H0:𝜇𝐵𝑎𝑐ℎ𝑒𝑙𝑜𝑟 = 𝜇𝑀𝑎𝑠𝑡𝑒𝑟 = 𝜇𝑃ℎ𝐷 = 𝜇𝑃𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟𝑠/𝐿𝑒𝑐𝑡𝑢𝑟𝑒𝑟𝑠  

HA: at least one group mean is significantly different from the others 

A high F-value indicates that the variance between the groups is greater than the variance 

within them, potentially indicating significant differences in group means and resulting in a 

low p-value (Saunders et al., 2019).  

Post Hoc Analysis  

Following a Welch ANOVA test, if the null hypothesis of equal means among groups is 

rejected, it becomes necessary to employ post-hoc tests (Frost, n.d.).  These tests are crucial for 

identifying which specific groups that statistically significant differ, in terms of means. 

Post-hoc tests, as explained by Frost (n.d.), systematically compare the means of each group 

pair in the dataset to determine statistically significant differences. The hypothesis tested for 

each pair is H0:𝜇1 = 𝜇2 (null hypothesis), against HA:𝜇1 ≠ 𝜇2 (alternative hypothesis). This 

process is identical to conducting multiple t-tests, but with adjustments to account for the 

increased error rate due to multiple comparisons. 

The more comparisons made, the higher the likelihood of a Type I error (false positive; Frost 

n.d.).  While the Bonferroni correction is one method to address this, we chose to use the Games 

Howell test, because we found it easier to conduct in the R programming language. 

Additionally, the Games Howell test does not rely on the assumption of homogeneity of 

variances, making it more suitable for data where the Levene test has detected 

heteroskedasticity (Rusticus & Lovato, 2019). 
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3.3.4 Validity  

Internal validity 

Although internal validity, strictly speaking, refers to the extent to which a study can 

demonstrate a clear, causal relationship between the independent and dependent variables 

(Saunders et al., 2019), we can still discuss some relevant points related to our exploratory and 

descriptive research which does not seek to prove or disprove causality. 

First, the cross-sectional timeframe is restricted to a static snapshot (Saunders et al., 2019). 

This limits our ability to investigate the temporal order of the various variables we have. For 

instance, we have a question querying whether the participants view GenAI as a progressive 

step towards the future of higher education, and another one querying how often they use 

GenAI tools. However, since all the information is captured at a single point of time (survey 

takes approximately 5-10 minutes), we do not know whether the first variable precedes the 

second, or vice versa. Although, as mentioned above, contrary to an explanatory research 

purpose we do not seek to establish causality, but rather describe statistics and correlations. 

Therefore, we do not consider the cross-sectional timeframe to significantly decrease the 

study’s internal validity. 

Second, designing questions for our survey in a way that mitigates biased responses, also 

directly relates to internal validity because it is tied to the accuracy and trustworthiness of the 

study’s findings within its specific context (Saunders et al., 2019). Above, we detailed five best 

practices to follow when designing questions: (1) Simple language, (2) non-leading and open-

ended formulations, (3) avoiding double-barreled questions, (4) posing multiple similar 

questions from different angles, and (5) nuancing them to uncover critical points of difference. 

In the context of avoiding biased responses, we would like to highlight the importance of using 

(2) non-leading language. By formulating the questions in a neutral manner, we increase the 

likelihood of participant-responses to truly reflect their true opinions, not distorted by guided 

formulations (Fink, 2013). Moreover, (4) posing multiple similar questions from different 

angles further increases the probability that participant-responses match their actual opinions 

because we get more datapoints on the same matter (Patton, 2002; Podsakoff et al., 2003). 

Combined, these efforts aim to reduce the amount of response biases, which consequently 

increases the study’s internal validity. 
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Third, construct validity is also highly relevant when discussing internal validity (Saunders et 

al, 2019). As mentioned previously, our main approach to operationalize qualitative constructs 

is by employing Likert scales, due to it being the most natural way to map attitudes in a numeric 

and quantitative way (DeVellis, 2012; Streiner & Norman, 2014). For example, in the last 

section of our survey, we focused on GenAI as a virtual assistant tool. Here, we wanted to 

measure the attitudes NHH students and professors had towards whether they valued human 

advice above the advice of GenAI, or vice versa. By analyzing the data from our five-point 

Likert scale, we were able to assess whether there were significant differences between groups 

of respondents with varying demographic attributes, such as age and degree level. This was 

done for all Likert scale questions. Moreover, it should also be mentioned that we acquired and 

analyzed measurable results from single-choice questions as well. Single-choice questions 

were utilized when we wanted a singular and clear-cut answer, while Likert scales inherently 

represent more of a spectrum. 

Following the thread of construct validity, a notable limitation to our study is that our questions 

have not been previously tested and validated in other research, which may reduce the internal 

validity (Groves et al., 2009). However, considering that (1) there is a scarce body of literature 

to validate from, and (2) that we have attempted to follow best practices when designing the 

questions, we thought it would still be worth opting for an approach where we measure untested 

constructs, instead of solely conducting qualitative research on the attitudes of NHH students 

and professors. 

Lastly, it is also worth briefly mentioning that we will not go into the discussion of spurious 

effects, confounding variables, and necessary prerequisites to test causality, as this is beyond 

the scope of our exploratory and descriptive research purpose. 

External validity 

In the following section, we will examine to which extent our findings can be generalized to 

other populations beyond the specific context in which we conducted the research in (Saunders 

et al., 2019). 

Starting with the sample size, our cleaned data set of 208 respondents has a total of 161 students 

and 47 professors. For each of these two broad categories we consider the number of 

respondents as acceptable. However, when dividing the students further up into 56 bachelor 

students, 88 master students and 17 PhD students, we observe that the PhD students are on the 
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lower end of what is considered sufficient. We therefore need to be cautious when we discuss 

this group’s generalizability. The same goes for splitting it in other configurations, such as by 

master majors and professor departments. However, if we choose to do so, it can still be both 

interesting and valuable to look at these statistics in some places because they can give us a 

vague understanding of the broader picture, despite the low generalizability. 

The overall response rate for our survey was 6.99%. To calculate the response rate for students 

and professors, we must use NHH’s annual report for 2022 (Norwegian School of Economics, 

2022), because the mailing list with 615 recipients bundled PhD students together with 

professors. Although this report is a year old at the time of writing, we assume the number of 

positions has not changed greatly. According to this report, there were a total of 84 PhD 

positions  at NHH. Assuming our mailing list followed this number, the response rate for 

students was 5.29%,  and 10,55% for professors. According to Groves et al. (1995), there is no 

single acceptable response rate that can be applied to all studies, but rather depends on 

numerous factors such as research purpose and methodological design. In example, exploratory 

and descriptive research does not necessarily require the same level of precision as explanatory 

research where one is tasked with proving or disproving causality. Moreover, we did not find 

any statistics on average response rates for online surveys at NHH, or other higher education 

institutions in Norway, further complicating the clarity of what to expect. However, based on 

the results from one of our Likert-questions stating: “I think AI is an interesting field”, 97% 

clicked “Agree” or “Somewhat agree” (�̅�= 4.73). This gives us a reasonable suspicion of there 

being some degree of self-selection bias at play here, where those who are particularly 

interested in conducting our survey also are people with disproportionately higher levels of 

interest in the technology. 

The concern for self-selection bias in our dataset is further fueled by our underlying non-

probabilistic sampling method, which did not randomize who received our online survey  

(Saunders et al., 2019). As mentioned in the section on sampling, the priority was to get a 

sufficient number of respondents, which could come at the cost of somewhat lower sample-

representativeness. However, even with a probabilistic sampling method, there would still be 

a risk of self-selection bias. 

We will end the discussion on external validity here, and further elaborate on the sample’s 

generalizability in the following chapter when discussing profile data and demographics. 
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3.3.5 Reliability 

Reliability refers to the replicability of the findings when the same methods are employed under 

consistent conditions over time, showcasing the consistency and stability of the measurements 

(Saunders et al, 2019). 

In our research, we have attempted to be considerably transparent and elaborate on our 

methodology, to ensure a high level of reliability. By detailing everything from the overarching 

methodological choices, down to specific question-design-techniques and statistical analyses, 

we enable future researchers to replicate and scrutinize our study. Not only does this strengthen 

the integrity of our research, but the detailed methods also create a roadmap for subsequent 

studies that wish to extend our work, which lays at the core of exploratory research (Saunders 

et al., 2019). 

As mentioned in the section on collection of primary data, our self-completed online survey is 

prone to both participation error and participation bias. These biases not only effect the internal 

validity as discussed above, but also the reliability. While convenient for respondents, the 

survey’s accessible nature, allowing participants to take it anywhere and at any time during the 

survey period, introduces the risk of participation error. For example, variables such as the time 

of day and the respondent’s hunger level can influence their responses (Saunders et al., 2019). 

In addition to factors altering the answers, there are also false responses caused by biases. An 

example of this would be the social desirability bias, where respondents taking the survey in 

public spaces might feel observed, which leads them to provide answers that they believe are 

socially acceptable, instead of their true opinions or experiences (Krumpal, 2013). Both 

participation error and participation bias result in distorted answers, which is an inherent 

measurement consistency problem, thereby decreasing the study’s reliability. However, we do 

not consider participation error and participation bias to have a significant effect on our dataset, 

and we believe that the number of responses will to some degree naturally even things out. 
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4 Analysis 

In this chapter, we explore the data gathered from our Qualtrics survey to address our research 

question: “What are students’ and professors’ attitudes towards implementing GenAI in higher 

education? How do the perceptions differ between the two groups?” Our analysis is segmented 

into five key sections: (1) Profile Data, (2) General Attitudes, (3) Text Generation, (4) 

Assessment, and (5) GenAI-powered Virtual Assistants. Each section will dissect the responses 

from single-choice and Likert-scale statements in our sample. 

We categorize our participants into two main groups for a layered analysis: (1) students 

(Bachelor and Master levels, excluding PhD) versus professors, and (2) a more detailed 

division of Bachelor students, Master students, PhD candidates, and professors. The first layer 

aims to reveal the overarching differences and similarities between the broader student body 

and professors, for which we will apply Welch’s t-test due to the binary nature of the groups. 

The second layer seeks to delve into the nuances among the different academic levels, utilizing 

Welch’s ANOVA to accommodate the analysis of four distinct groups. This layered approach 

is critical for identifying specific needs and perspectives at each academic level, thereby 

informing the development of nuanced and effective policies.  

Mention the overarching structure: We first analyze, then discuss. We do this question by 

question in our survey, in chronological order. 

4.1 Profile data 

4.1.1 Demographics 

As seen in Figure 2, the gender distribution for our sample size is 38.5% women and 61.5% 

men. Figure 3 further breaks this down based on the participants’ “Role at NHH”. The numbers 

for bachelor, master and PhD students, as well as the professors in our cleaned data set was 

detailed in the previous chapter, under the section of data cleaning. In the 2022 annual report 

for NHH, the women-percentage was 42% for bachelor students, 37% for master students, and 

50% for PhD students (Norwegian School of Economics, 2022). These statistics closely 

resemble our data set, with the biggest deviation being 6 percentage points for master students. 

Further, the 2022 annual report also shows a 17% female proportion among professors, while 

ours is somewhat higher with 28%. The reason for the 11 percentage points gap is unclear, but 

one can speculate (1) whether self-selection bias would prefer this segment, (2) whether there 
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is a maternal motivation to “help out young students” with their master thesis, or (3) whether 

this simply is a result of standard deviation. 

Moving on to age, Figure 4 shows a left-skewed distribution towards a young sample size, 

predominantly below or equal to the age of 25 years. This was expected considering that there 

are far more students than professors. Additionally, the year Norwegians normally finish upper 

secondary school, they turn 19 years of age. Given that the master’s degree takes five years to 

complete for most, nearly all students are 25 years old or below, for most of their stay at NHH, 

even when accounting for “gap years”. 

Further, we would like to highlight the distribution of participants according to major and 

department affiliation. Firstly, it is important to note that this only applies for master students, 

PhD students, and professors. Starting with the master students, we observe that Business 

Analytics (BAN), Business analysis and performance management (BUS), Energy, Natural 

resources and the Environment (ENE), Financial Economics (FIE), and Strategy and 

Management (STRAT) are the largest categories with 𝑛 ≥ 12 (Figure 5). This is followed by 

Accounting and Auditing (MRR), consisting of 9 participants. Moreover, we see that the PhD 

students and professors in our sample are mainly affiliated with the department of Business 

Figure 2 - Overall gender distribution Figure 3 - Gender distribution across roles 

Figure 4 - Age distribution 
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and Management Science, Economics, and Strategy and Management (STRAT), with 𝑛 ≥ 13 

(see Figure 6). This is then followed by Accounting, Auditing and Law (AAL), and Finance, 

with 8 participants in each department. All in all, the sample size is somewhat varied, although 

there are some seemingly underrepresented groups. These are Economic Analysis (ECO), 

Economics (ECON) and Marketing and Brand Management (MBM) for master profiles, and 

Professional and Intercultural Communication (communication) for departments. The true size 

of these seemingly underrepresented groups is unknown, but we assume they are generally 

smaller than the largest groups in our sample size. Despite this assumption, we still believe a 

notable implication of our varied group sizes in relation to major and department affiliation, is 

that the generalizability for the smaller groups is significantly lower. Although, considering 

our biggest groups have 𝑛 = 15, we should be cautious with generalizations in general because 

even the largest groups have a rather low number of respondents. 

4.1.2 Generalizability 

Lastly, we would like to end the section on profile data with a brief discussion on the 

generalizability of our sample. Now that we have had a closer look at the demographic 

breakdown, we can continue the discussion we left off in the section on external validity. 

As noted in the chapter on methodology, the population for our study consists of all business 

and administration students and professors in Norway. We chose this population because we 

believe our target population of students and professors at NHH can be generalized to this 

broader context. More specifically, we considered (1) geography, (2) field of study, and (3) 

courses and curriculum as useful aspects to evaluate when formulating a suitable population. 

Figure 5 - Distribution of main profiles Figure 6 - Distribution of department affiliation 



 

 

 

38 

At the broadest level, we found geography to be a convenient starting point when narrowing 

down our population. More specifically, we have limited ourselves to Norway due to a finding 

in the literature review which characterizes Norway as a country in a unique position to 

leverage AI effectively because of its status as one of the most technologically advanced and 

digitalized nations globally (Astrup, 2020). The claim is further backed by Parmiggiani and 

Mikalef (2022) who posits that Norway scores well in digitalization because Norwegians are 

considered early adopters of digital technologies and possess very good digital skills. This 

presumably also shapes the attitudes students and professors in Norway has towards new digital 

technology. Similarly, Sweden, Denmark, and Finland, are also considered as particularly well-

developed in the digital space compared to other European countries, due to the development 

of the 4G/5G grid, internet use, ICT competence, and access to public digital services (Nesse 

& Erdal, 2022).  However, since criteria (2) and (3) are not necessarily directly translatable to 

other Nordic countries to the same degree as this criterion, we decided to limit ourselves to 

Norway. Although, it is evident that there is no binary answer to what is generalizable and not, 

but rather a spectrum of options – this logic applies for the ensuing three criteria as well. 

Second, we believe that it is reasonable to assume that different fields of study encompass 

students and professors who have greatly different attitudes towards use of GenAI in higher 

education. For example, the field of philosophy, electrical engineering, and machine learning 

all require different skills and personal attributes compared to those needed for business and 

administration at NHH, which is our target population. We would therefore argue that an 

individual’s field of study significantly shapes their attitudes. One could for instance imagine 

how an organizational psychology major would share many of the same attitudes with NHH 

students, while a physiotherapy major would not to the same degree. 

This divergence becomes noticeably evident when we think about the course selection and 

accompanying curriculum for different schools and fields of study. At NHH there is a set course 

selection and curriculum for all students at bachelor’s and master’s level because this school 

only offers the protected Norwegian degree of “civil economist”, at the time of writing this in 

December 2023 (Norwegian School of economics, n.d). Despite there being elective courses 

as well as major specializations at master’s, the education for bachelor and master students is 

highly uniform. Hence, generalizing our findings to other schools offering “civil economist” 

as a degree, like BI, which is another business school in Norway, would make the most sense. 

However, we would argue that the generalizability also extends beyond students and professors 
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involved in a “civil economist”-program. Although the courses and curriculum for other 

business and administration degrees are somewhat different as there are multiple variations of 

it, as opposed to the more standardized “civil economist”-program, the course material and 

topics are fairly similar. Finally, another possible extension would be to generalize to student 

and professors involved with Industrial Economics and Technology Management (INDØK), 

which is a popular study program offered at Norwegian University of Science and Technology 

(NTNU, n.d). However, here the course selection and curriculum start to diverge significantly 

from the one at NHH, due to the strong emphasis on engineering and technology. 

Taking a step back, we observe that there is no clear-cut answer as to what population our 

target population is representative of, but rather a dynamic discussion of varying degrees of 

generalizability, depending on how much the population diverges in its attributes. More 

specifically, we used the three criteria of (1) geography, (2) field of study and (3) course 

selection and curriculum as a guiding framework for our discussion. In the end, we concluded 

that our chosen population consists of all business and administration student and professors in 

Norway. Further, considering the gender, age, major and department affiliation distribution in 

our sample, we estimate the representativeness to be acceptable in relation to our target 

population. Hence, we would argue that the findings onwards, stemming from our sample, in 

fact can give valuable insights into our broader population. 

4.2 Usage and general attitudes towards GenAI 

In the following section we will (1) analyze the level of GenAI usage among our participants, 

(2) map the general attitudes towards the topic, and (3) present participants’ perceptions on the 

most significant benefits and challenges of using GenAI in higher education. 

4.2.1 Analysis 

GenAI usage 

Our survey explored the frequency of GenAI tool usage among participants. Remarkably, only 

3.4% (7 participants) reported never having used GenAI tools, whereas 64.9% (135 

participants) engage with these tools on a weekly or daily basis (Figure 7). Further analysis 

based on academic roles reveal a distinct pattern where bachelor, master, and PhD students 

lean towards more frequent usage, compared to professors who have more evenly distributed  

responses, indicating a varied adoption rate (Figure 9).  
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General attitudes Likert statements 

To investigate general attitudes towards GenAI, we had participants rate five statements using 

our five-point Likert scale. For the first statement, “I think AI is an interesting field”, analysis 

reveals a high mean score of 4.73 (𝑆𝐸 = 0.56; see Table 1). This suggests a strong agreement 

among most respondents, implying a keen interest in GenAI. Curiously, no respondent 

completely disagreed, while only three somewhat disagreed with the statement (Figure 10). 

Looking at the distribution across academic roles at NHH (Figure 10 and 11), the results of the 

Welch’s t-test (𝑝 = 0.978) and Welch’s ANOVA test (𝑝 = 0.798) indicate that this interest is 

uniformly distributed among students and faculty alike, regardless of their specific role. 

Figure 7 - Overall GenAI usage 

Figure 8 - GenAI usage by students (excl. PhD) 
and professors 

Figure 9 - GenAI usage by academic roles 
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We also assessed the participants’ confidence in using GenAI tools with the statement, “I am 

confident in using GenAI tools like ChatGPT”. Responses gravitated predominantly towards 

the upper end of the Likert scale (Figure 13), resulting in a mean of 3.89 (𝑆𝐸 = 1.12; see Table 

1). This trend hints at a general confidence among participants in using these tools. A further 

role-based analysis revealed higher confidence among students (�̅� = 4.04), as opposed to 

professors (�̅� = 3.36). Welch’s t-test shows a statistically significant difference in this 

confidence level within Layer 1 (𝑡 = −3.064, 𝑝 < 0.01). Additionally, Welch’s ANOVA 

identified significant variations in confidence levels across academic roles in Layer 2 (𝐹 =

3.750, 𝑝 < 0.05), with Games-Howell post-hoc tests highlighting significant differences 

between master students and professors (difference = 0.743, 𝑝 < 0.01), and between PhD 

students and professors (difference = 0.756, 𝑝 < 0.05). A notable trend was also observed 

between bachelor students and professors, though not statistically significant (𝑝 = 0.108). 

These findings allude to a generally higher level of confidence in using GenAI tools among 

students compared to professors. 

Figure 10 – Interest among all participants 

Figure 11 - Interest by students (excl. PhD) and 
professors Figure 12 - Interest by academic roles 
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In evaluating the statement, “I think GenAI will have a significant impact on higher education,” 

we find a strong consensus among participants who mostly agree, which is reflected in a high 

mean of 4.62 (𝑆𝐸 = 0.64; see Table 1). When examining the responses across different 

academic roles, a variance is observed (see Figure 14 and 15). While the p-value in Welch’s t-

test is not statistically significant, it is relatively low (𝑝 = 0.09), suggesting a possible 

difference in Layer 1. Similarly, the Welch ANOVA test for Layer 2 showed a p-value of 0.070 

(𝐹 =  2.386), indicating a trend towards diverging opinions, although not reaching the 

conventional 5% significance level. A more detailed examination of the responses in Layer 2 

(see Figure 15) indicates that bachelor and master students tend to agree more with the 

statement compared to PhD students and professors. Despite not being statistically significant, 

this trend points to differing perspectives on the impact of GenAI between students and faculty. 

These findings, while not conclusive, highlight a potential generational divide in perceptions 

of GenAI's role in a higher education context. 

Figure 13 - Confidence among all participants 

Figure 14 – Confidence by students (excl. PhD) and 
professors Figure 15 - Confidence by academic roles 
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In our fourth statement, we explored perceptions of GenAI as a progressive step in higher 

education. The general response suggests agreement, with a mean score of 4.06 (𝑆𝐸 = 1.04; 

see Table 1), indicating a positive view of GenAI’s role in the future of higher education. 

Dissecting these responses by academic roles, we observed notable nuances. A Welch t-test 

revealed a statistically significant difference (𝑡 = −3.064, 𝑝 < 0.05) between the groups, 

with students generally holding more positive views than professors. Further analysis in Layer 

2 illustrated that bachelor and master students tend to agree with the statement, while PhD 

students and professors were more reserved, often choosing “Somewhat agree”. This 

distinction was statistically significant, as found by Welch ANOVA (𝐹 = 3.603, 𝑝 < 0.05). 

However, the Games Howell post-hoc test did not identify significant differences among these 

groups. This lack of specific significant differences, despite an overall significant ANOVA 

result, implies a general trend towards positivity for GenAI in higher education, but without 

stark contrasts between specific academic roles. Together, the findings highlight a broadly 

Figure 16 - Overall perceived impact on higher education 

Figure 17 - Perceived impact by students (excl. PhD) 
and professors 

Figure 18 - Perceived impact by academic roles 
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positive perception of GenAI’s potential in higher education across different academic roles, 

with a slight tendency for more optimism among students. 

Lastly, we examined perceptions regarding GenAI as a potential danger in higher education. 

The responses, as depicted in Figure 22 and detailed in Table 1, reveal a divided stance among 

participants, signaled by a mean score of 3.35 and a standard deviation of 1.28. This suggests 

a wide range of views on the risks associated with GenAI. Breaking down the responses by 

academic roles, we find professors (�̅� = 3,07) appear to perceive GenAI as less of a danger 

compared to students (�̅� = 3,39) who express relatively stronger concerns about its potential 

risks. However, neither the Welch t-test (𝑝 = 0.866) nor the Welch ANOVA (𝑝 = 0.125) 

showed these differences to be statistically significant, indicating no substantial variation in 

risk perception across different academic roles. 

Figure 19 - GenAI as a progressive step, among all participants 

Figure 20 - GenAI as a progressive step, by students  
(excl. PhD) and professors 

Figure 21 - GenAI as a progressive step, by academic roles 
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In a separate single-choice question participants were asked to identify the most significant 

benefit of using AI in higher education. The respondents chose “Text generation – creating, 

rephrasing, and restructuring text” as the most significant benefit, while “Assessment – getting 

instant feedback on exams and assignments” was seen as the least important alternative (Figure 

25). Interestingly, this ranking is consistent among both students and professors. 

Figure 22 - Perceptions on GenAI’s potentially being a danger 
towards higher education, among all participants 

Figure 23 – Perceptions on GenAI’s potentially being a 
danger towards higher education, by students (excl. 
PhD) and professors 

Figure 24 - Perceptions on GenAI’s potentially being a danger 
towards higher education, by academic roles 

Figure 25 - Most significant benefit, among all participants 
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Regarding challenges, participants most commonly identified “Reduced learning for students 

due to the AI doing the work” as the most significant concern (Figure 28). Additionally, 

“Receiving non-factual or misleading information due to engine inaccuracy” and “[…] due to 

inherent biases in GenAI’s dataset” were also highlighted by many. Conversely, “Data privacy” 

and “Reduced teaching quality due to AI doing the work” were considered as less significant 

challenges. Therefore we will not discuss these aspects further in this paper. The views 

regarding challenges appear to be shared across students and faculty members, suggesting a 

common understanding of GenAI’s implications in higher education (Figure 29 and 30). 

 

Figure 26 - Most significant benefit, by students (excl. PhD) 
and professors 

Figure 27 - Most significant benefit, by academic roles 

Figure 28 - Most significant challenge, among all participants 
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4.2.2 Discussion 

GenAI usage 

The analysis of GenAI usage at NHH revealed intriguing patterns. A significant majority of 

the NHH sample, particularly students, are actively engaging with GenAI tools such as 

ChatGPT, as reported in our survey, either daily or weekly. More specifically, 72.7% of 

students report using these tools weekly and daily, contrasted with 38.3% of professors. This 

disparity highlights a potential generational gap in the adoption of emerging technologies in 

higher education. 

In our literature review, we referenced a Kantar Media survey from the spring and summer of 

2023, which found that 18% of Norwegian students aged 15 to 24 use ChatGPT weekly for 

educational purposes. While our survey did not explicitly target “educational needs”, the high 

level of GenAI tool usage among the NHH students - 72.7% compared to 18% in the broader 

student population – points to more frequent use in NHH’s academically and technologically 

inclined environment. Additionally, the rapid advancement of GenAI technologies since the 

Kantar survey may have further spurred this increased usage. However, this significant 

disparity in usage rates hints that NHH-specific factors, like a strong focus on technology in 

the curriculum or advanced digital literacy, could be influencing this trend. As noted earlier 

regarding the external validity of our study, it’s important to consider that self-selection bias 

might have affected these findings, particularly for this aspect of the survey. 

Regarding GenAI usage among teachers, we found no specific data from Norway to compare 

with. However, our literature review found a study from the United States reporting that 40% 

Figure 29 - Most significant challenge, by students (excl. 
PhD) and professors 

Figure 30 - Most significant challenge, by academic roles 
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of K-12 teachers use GenAI tools weekly. While the educational contexts of K-12 teachers in 

the U.S. and professors at NHH are quite different, the alignment of our findings with this 

reported figure is notable (38.3% at NHH and 40% for American K12-teachers). It suggests a 

growing trend of GenAI tool adoption among educators. 

In conclusion, the high rate of GenAI tool usage among NHH students, professors and the 

general student population in Norway, points to a significant trend in the adoption of emerging 

technologies in higher education. This trend raises important considerations for the integration 

of GenAI tools in academic settings, potentially influencing teaching methodologies and 

student learning experiences.  

Interest 

In assessing the general attitudes towards AI, our survey revealed a considerably high level of 

interest among our NHH-participants. 77.2% fully agree that AI is an interesting field, with an 

additional 19.9% partially agreeing. This strong consensus extended across all academic roles 

at NHH. Contrary to our initial expectations of a moderate interest from professors, there has 

been a notable engagement with our research. Our interactions with faculty at NHH and the 

invitation to present our findings at a workshop in Aalborg, attended by professors from four 

Nordic universities, underscore a genuine academic curiosity and recognition of GenAI’s 

relevance.  

The heightened interest in AI may be partially linked to the technology’s presence in today’s 

discourse. With the emergence of a new generation of state-of-the-art chatbots, GenAI has been 

subject to extensive debates, including its use in educational contexts (OECD, 2023). The 

portrayal of platforms like ChatGPT as a sophisticated tool capable of both promoting learning 

as well as facilitating academic dishonesty (OECD, 2023), can be one possible explanation for 

the level of interest among NHH students and faculty alike. Additionally, the broader narrative 

framing AI as a cornerstone of the “fourth industrial revolution” (Schwab, 2016) and its 

highlighted benefits across various sectors (McKinsey & Company, 2023) might amplify this 

interest. For business students at NHH, the emphasis by potential employers, especially in 

sectors like consulting, on AI proficiency as a desirable skill could further fuel this enthusiasm 

(Workflow, n.d.). 

While we must consider the possibility of selection bias influencing these results, the data 

nonetheless reflects a significant interest in GenAI at NHH. This interest, spanning students 
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and professors, imply a readiness within the NHH community to engage with these 

technologies, potentially shaping future educational approaches and research directions. Such 

widespread enthusiasm could position NHH at the forefront of integrating AI into higher 

education, aligning with global technological trends and evolving job market demands. 

Confidence 

Our survey findings indicate a general confidence among participants in using GenAI tools. 

However, a notable distinction emerges when comparing confidence levels between students 

and professors. Specifically, we observed a statistically significant higher confidence in using 

these tools among students compared to professors.  

A probable cause for these differences in confidence level can be linked to the reported 

frequency of GenAI tool usage, where students in particular reported more frequent use. The 

higher adoption rate could lead to greater familiarity, and thus higher confidence in using these 

applications. This hands-on experience with GenAI tools, whether in academic or personal 

contexts, might foster a comfort level that is less prevalent among professors. 

In our literature review, studies showed mixed results regarding students’ familiarity with AI 

technology, a factor closely linked to confidence (Fitzsimmons et al., 2020). Chan and Hu 

(2023) reported a high level of familiarity among students in Hong Kong, while Almaraz-

López (2023) found business and education students at the University of Salamanca to be less 

familiar and even uncomfortable with AI concepts. Almaraz-López et al.’s (2023) study also 

suggested an average confidence level (�̅�𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = 3.20; five-point Likert-scale ranging 

from “Strongly disagree” to “Strongly agree”) in post-graduation AI use. The NHH students 

tend to align more with the students in Hong Kong for confidence levels, rather than the 

students at University of Salamanca.  

The confidence among Hong Kong students might be influenced by China’s prominent role as 

a leading developer and user of digital technologies, especially AI (Ernst & Schaefer, 2023). 

Being in an environment where AI development is highly prominent likely contributes to 

greater familiarity and confidence. While Norway may not be at the forefront of AI 

engineering, its high level of digitalization, as highlighted in our literature review, could 

similarly foster a conducive environment for technology adoption in general. This context 

could contribute to explain why NHH students exhibit a level of confidence akin to their 

counterparts in Hong Kong, despite different AI development rates. 
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Curiously, our analysis also reveals that the interest in GenAI among our participants exceeds 

their confidence in using the technology (�̅�𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 = 4.73 vs. �̅�𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = 3.89; see Table 

1). This disparity suggests a keenness to engage with GenAI, yet a hesitation or uncertainty in 

its practical application. This could indicate a gap in GenAI-related education and training. 

Further, presents NHH an opportunity to enhance its curriculum and provide additional 

resources to bridge this gap, ensuring that students and professors not only are interested in the 

topic, but also equipped with the skills and confidence to effectively utilize these tools. 

Impact on higher education  

In our study, we first examine students’ and professors’ views on the overall impact of GenAI 

on higher education, where we find that a majority believe the impact will be significant 

(�̅�𝐼𝑚𝑝𝑎𝑐𝑡 = 4.62; see Table 1). Here, the data shows that both bachelor and master students 

perceive this impact as more pronounced than professors do. Secondly, we explored whether 

the perceived impact is regarded as positive (progressive step) or negative (potential danger). 

Intriguingly, master students view GenAI as a more progressive step towards the future, 

compared to professors. However, both these groups seem to be aligned in their perceptions 

regarding GenAI’s potentially being a danger in higher education. 

EDUCAUSE published a poll consisting of 100 000 of their higher education faculty and 

student members, where 83 % agreed that GenAI technology will have a significant impact on 

the education sector in the following three to five years (McCormack, 2023). Their sample is 

scattered across the globe, and they do not disclose the fraction of students, professors and 

others that have participated in this poll. However, the findings imply that the trend seen at 

NHH is not isolated, indicating a widespread belief that AI will significantly impact the 

education sector in the coming years. Likewise, the aforementioned Walton Family Foundation 

(2023) report also posits that students aged 12-17, and K-12 teachers believe GenAI tools will 

be essential in order to succeed in college. 

Echoing the points made in the section on confidence, the varying levels of experience and 

exposure to GenAI might explain the different perceptions of its impact on higher education. 

More frequent engagement with the technology typically provides a better understanding of its 

potential impacts, benefits, and risks. For instance, if users employ GenAI in educational 

contexts and encounter issues, they may perceive its impact on the education sector as limited. 

Conversely, those who find it beneficial for their educational needs are likely to view its impact 
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as more significant and as a progressive development. This suggests that the varied perceptions 

could stem from differing levels of positive and frequent interaction with GenAI, especially 

among students compared to professors. Furthermore, GenAI usage among professors tends to 

be more uniform, and the importance of effective prompting techniques, as highlighted by Roca 

(2023), cannot be overstated. These techniques, which are likely to improve with practice and 

proper AI training, are crucial for maximizing GenAI’s benefits. It’s conceivable that 

professors with limited GenAI experience may not fully appreciate its impact, particularly if 

they are not using the most effective prompting strategies. For instance, a simplistic approach 

where professors merely copy and paste exam questions into ChatGPT for evaluation can lead 

to unimpressive outcomes. This method often fails to leverage the tool’s full potential due to a 

lack of nuanced prompting. In contrast, the application of more sophisticated and contextually 

relevant prompts, can substantially elevate the quality of the AI’s responses. Such enhanced 

interactions not only demonstrate the capabilities of GenAI tools but also significantly 

influence their perceived effectiveness and utility in academic settings. 

In examining the perceived danger level of GenAI in higher education, our findings show a 

consistent neutral stance among all academic groups at NHH. Students, who are generally more 

acquainted with this emerging technology, display a moderate level of concern. This cautious 

approach seems to be informed by their firsthand experiences with both the strengths and 

limitations of GenAI, giving them a well-rounded perspective on its potential risks. On the 

other hand, professors, despite their relatively limited direct experience with GenAI, bring a 

depth of knowledge about the higher education landscape and a comprehensive academic 

background. This expertise likely helps them in assessing the possible challenges and threats 

that GenAI may pose. As a result, their views align with the neutral stance observed among 

students, reflecting a balanced understanding of GenAI’s implications in the academic 

environment. 

Most significant benefit and challenge of using GenAI in higher education 

In our survey, we delved into students’ perceptions of the most significant benefits and 

challenges of AI in higher education. The most valued AI feature, according to our findings, 

was “Text generation – Creating, rephrasing, and restructuring text”, followed by “Idea 

generation - Brainstorming with GenAI”. These preferences could be tentatively attributed to 

the participants’ likely exposure to text generation tools such as ChatGPT, suggesting that 
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familiarity may play a role in perceiving benefits. Interestingly, “Virtual assistant - 

Personalized learning support” emerged as a significant benefit, despite potentially limited 

direct experimentation by many participants. This pattern mirrors the results of Chan and Hu 

(2023), who identified “Personalized and immediate learning support” and “Writing and 

brainstorming support” as prominent benefits in their study of GenAI tools in education. On 

the other hand, “Assessment - Instant assessments on exams and assignments” was less 

favored, possibly due to less frequent use among our respondents. 

Moreover, the concerns about AI in education are reflective of a broader academic discourse. 

Students and professors at NHH, expressed worries towards “Reduced learning for students 

due to AI doing the work”. Furthermore, a significant number of participants also highlighted 

“Receiving non-factual or misleading information” due to potential inaccuracies in AI’s engine 

or biases in AI’s dataset, as a challenge of using GenAI in higher education. Likewise, students 

in Hong Kong, as documented by Chan and Hu (2023), expressed apprehensions about 

becoming overly dependent on AI and its potential to undermine university education, 

including concerns on AI’s accuracy. This similarity points to a possible global trend in the 

academic community, where there is an ambivalence towards AI: it is seen as a valuable 

educational tool but also as a potential risk to the integrity and depth of the learning experience. 

In summary, our investigation into GenAI’s use and overall sentiment reveals enthusiasm and 

engagement from students, with a slightly more tempered response from professors. While 

pinpointing exact reasons for this requires caution, these trends may point to a generational 

divide in adoption of this technology. Nevertheless, this generally positive reception is 

counterbalanced by concerns about GenAI potentially compromising the quality and integrity 

of higher education, reflecting wider global concerns and trends (Chan & Hu, 2023). 

4.3 Text generation 

4.3.1 Analysis 

This section aims to outline participants’ perspectives on what they consider permissible 

chatbot-features in the context of writing exams and assignments in higher education. 

The first feature is the use of chatbots for grammar correction. A majority of the respondents 

appear to endorse this application of AI, with an average approval rating of 4.32 (𝑆𝐸 = 1.12; 

see Table 1). Specifically, 62.4% of participants agree and an additional 22.0% somewhat 
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agree, whereas 5.9% disagree and 3.4% somewhat disagree, that AI should be allowed to assist 

in correcting grammar (see Figure 31). Further, when analyzing responses across different 

academic roles, we observed a consistent consensus across both layers (1 and 2), as indicated 

by similar mean scores and response distributions (�̅�𝐵𝐴 = 4.12, �̅�𝑀𝑆 = 4.48, �̅�𝑃ℎ𝐷 = 4.18,

�̅�𝑝𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟 = 4.30; Figure 33). This uniformity in attitude is further supported by the results of 

Welch’s t-test (𝑝 = 0.866) and ANOVA test (𝑝 = 0.308), both of which points to no 

statistically significant difference in opinion across the various roles. 

For the next feature, we investigated attitudes towards the use of chatbots for restructuring and 

rephrasing text to improve readability and structure in student work. Most respondents (68.1%) 

expressed approval (agree or somewhat agree) for permitting this feature in exams (Figure 34). 

However, this approval is marginally lower than for grammar correction, which is reflected in 

a mean score of 3.74 (𝑆𝐸 = 1.38; see Table 1). Moreover, when analyzing differences between 

students and professors we observe minimal differences, as indicated by their means 

(�̅�𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 = 3.82 versus �̅�𝑝𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟𝑠 = 3.67) and Welch’s t-test (𝑝 = 0.533). Delving into 

Figure 31 - Perceptions on correcting grammar, among all 
participants 

Figure 32 - Perceptions on correcting grammar, by 
students (excl. PhD) and professors 

Figure 33 - Perceptions on correcting grammar, by academic 
roles 
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Layer 2, the data reveals varying degrees of acceptance. PhD students exhibit a more neutral 

stance (�̅� = 3.18), showing less agreement towards this feature than bachelor (�̅� = 3.76), 

master (�̅� = 3.86), and professors (�̅� = 3.67). Despite these variations, the Welch’s ANOVA 

test concludes with no statistically significant differences (𝐹 = 1.21, 𝑝 > 0.1), suggesting a 

generally uniform perception across different academic roles at NHH regarding the use of 

chatbots for text restructuring and rephrasing in exams. 

Third, we examined the acceptability of utilizing GenAI tools for idea generation in academic 

work. The responses, as shown in Figure 37, are generally evenly distributed across the scale, 

with a slight tendency towards agreement, reflected by an average score of 3.20 (𝑆𝐸 =  1.42; 

see Table 1). This distribution suggests a balanced yet cautiously positive view on the role of 

GenAI in facilitating idea generation. Furthermore, analyzing by academic roles, as seen in 

Figure 38 and 39, reveal variance in opinions among groups in Layer 1 and 2. A low p-value 

(= 0.068) in Welch’s t-test indicates differences between students (�̅� = 3.326) and professors 

(�̅� = 2.867), hinting that students may be more receptive to the idea of AI-assisted idea 

Figure 34 - Perceptions on restructuring text, among all participants 

Figure 35 - Perceptions on restructuring text, by 
students  (excl. PhD) and professors 

Figure 36 - Perceptions on restructuring text, by academic 
roles 
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generation. However, the p-value extracted from Welch’s ANOVA (𝑝 = 0.290) does not 

support a significant variance across the broader layers, implying a more commonly shared 

sentiment among different academic roles. 

In assessing attitudes towards allowing all functions of GenAI, including complete text 

generation for exams and assignments, we observed a predominant disapproval. As shown in 

Figure 40, 46.3% of respondents disagreed, and 18% somewhat disagreed, resulting in a low 

mean score of 2.20 (𝑆𝐸 = 1.41; see Table 1). Further, when analyzing the responses in Layer 

1, we found relatively small differences in opinion as indicated by Figure 41 and a non-

significant Welch t-test (𝑝 = 0.514). However, in Layer 2, significant differences were 

observed – Nearly 80% of PhD students disagreed with complete text generation (see Figure 

42), which is a noticeably higher rate than bachelor students (39.2%), master students (43.2%), 

and professors (48.9%). The Welch’s ANOVA confirmed significant variances in opinions 

(𝐹 = 3.48, 𝑝 < 0.05), with Games-Howell post-hoc tests pinpointing the differences to 

bachelor and PhD students (difference = 0.887, 𝑝 < 0.05) and master and PhD students 

Figure 37 - Perceptions on generating ideas, among all participants 

Figure 38 - Perceptions on generating ideas, by students 
(excl. PhD) and professors 

Figure 39 - Perceptions on generating ideas, by academic roles 
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(difference = 0.808, 𝑝 < 0.05). The results find that PhD students are more opposed to 

allowing full use of GenAI for academic work compared to bachelor and master students. 

Conversely, when evaluating the stance on completely disallowing chatbot features, “No 

features should be allowed - Chatbots should not be permitted at all”, the average response 

leaned towards disagreement (�̅� = 1.97;  𝑆𝐸 = 1.23). A majority of 51.4% disagreed, and 

19.6% somewhat disagreed, as opposed to 13.2% approving (5.9% agree and 7.4% somewhat 

agree). This trend implies a reluctance to totally prohibit chatbot use (Figure 43). Additionally, 

both the Welch t-test (𝑝 = 0.514) and ANOVA test (𝑝 = 0.493) revealed no statistically 

significant differences across academic roles, suggesting a general consensus against the 

complete ban of chatbot features for student work. 

Figure 40 - Perceptions on all functions allowed, among all 
participants 

Figure 41 -Perceptions on all functions allowed, by 
students (excl. PhD) and professors Figure 42 - Perceptions on all functions allowed, by academic 

roles 
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4.3.2 Discussion 

The use of GenAI for text generation in student work is perhaps one of the most prominent 

topics in contemporary discussions when it comes to GenAI in education. As detailed in the 

survey, the purpose of this section is to map where students and professors draw the line 

between which features should be allowed during exams and assignments, and which features 

should not be allowed. According to our literature review, key capabilities of GenAI in writing 

assistance are: (1) grammar correction, (2) rephrasing and restructuring text for increased 

readability, (3) idea formation and (4) complete text generation (Chan & Hu, 2023; Haleem et 

al., 2023; Harunasari, 2023). Using the chronological order above, we attempted to make a 

spectrum which captures the extent to which GenAI interferes with student work, ranging from 

minor interference to complete text generation. Additionally, we had a last Likert statement 

addressing whether no GenAI features should be allowed at all. 

Figure 43 - Perceptions on no functions allowed, among all participants 

Figure 44 - Perceptions on no functions allowed, by 
students (excl. PhD) and professors Figure 45 - Perceptions on no functions allowed, by academic 

roles 
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Starting with the least amount of intervention, findings from our analysis suggest a broad 

acceptance for both students and professors regarding the use of GenAI for grammatical 

assistance. This was also true when we split students up into bachelor, master, and PhD, which 

reflects a consistent acknowledgment of the practical utility of GenAI in enhancing the quality 

of written work, regardless of the respondent’s academic level. Considering that programs like 

Word already incorporate grammar correction tools, the broad acceptance is not surprising, as 

both students and professors are accustomed to using such features. However, while most 

respondents were positive to grammatical assistance, we must acknowledge the 9.56% who 

either disagreed or somewhat disagreed. This heterogeneity in attitudes highlights an important 

consideration when making future policies, which we will discuss further later in this section, 

as well as in the chapter on policy-making. 

Moving on to the use case of rephrasing and restructuring text for increased readability, we still 

see a clear majority having a positive stance towards this application of GenAI. However, we 

curiously observe that the mean score for this is somewhat lower than for the previous question. 

This is consistent with our assumption that bigger interventions and text alterations will meet 

more opposition. A possible explanation here is that students and professors may perceive 

higher levels of assistance as less reflective of the students’ true competence. On one hand, this 

concern is valid since increased automation could lead to less work and critical thinking. For 

instance, rephrasing and restructuring text for increased readability might be considered a 

crucial skill for students to learn, and if automated, students might not develop this skill to a 

sufficient extent. On the other hand, one could argue that the benefits of automation outweigh 

the drawbacks, because the total amount of work is not diminished, but rather redirected to 

more important areas. More specifically, one could imagine that assistance in text formatting 

enables students to spend more time on problem solving and decision-making. This discussion 

point is salient when making policies, because at its core, the question is what skills higher 

education institutions should prioritize in student development. 

In contrast to the two previous GenAI features, generation of ideas introduces a more advanced 

level of assistance, emphasizing the creation of entirely new content. This shifts the focus from 

modifying existing student work to generating original ideas. Our analysis shows that opinions 

on this feature are evenly mixed, with a slight preference towards its use. Building on the 

previous discussion, it is arguable that generating ideas is a crucial aspect of student work, 

unlike text alteration which may be seen as more secondary. Consequently, this raises the 
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question of whether idea generation is where one should draw the line for what is considered 

appropriate use of GenAI. On the other hand, it could be argued that using GenAI for idea 

generation is not about outsourcing a vital part of student work, but rather engaging in a 

collaborative process. In this process, students must apply critical thinking to decide which 

ideas to adopt and which to discard, using their human judgment to assess the ideas within the 

larger context of their task. Additionally, it is worth noting that GenAI could accelerate the 

ideation process by suggesting ideas that students might eventually think of themselves. This 

could help in overcoming writer’s block, which is defined by Rose (2006) as the inability to 

start or continue writing due to reasons other than lack of skill or commitment. In other words, 

one could argue that GenAI can be a tool for enhancing, rather than replacing, the student’s 

creative process. 

Investigating the highest degree of GenAI involvement, we mapped students’ and professors’ 

attitudes towards allowing all GenAI features, including complete text-generated student work. 

Here, our analysis found a majority disapproving of this approach. Contrary to idea generation, 

this type of tool would not only allow generating new ideas and content, but also apply it 

directly in the context under question. Although one certainly could make this more 

collaborative and engaging by iterating the generated text using more prompts, it seems like 

the participants in our survey perceived this level of involvement as too overreaching. 

Intriguingly, we observe from the section on general attitudes that text generation was 

considered the most significant benefit of using GenAI in higher education, while reduced 

learning was regarded as the most significant challenge. Keeping in mind the general 

disapproval of allowing all GenAI features for text generation, it appears that respondents 

might perceive this level of GenAI presence as a threat to student learning, but would still like 

some features to be allowed. 

Lastly, looking at the attitudes towards banning all chatbot-features, we see a slightly stronger 

disagreement for this statement compared to the previous concerning allowing all features. As 

touched upon above, this indicates a general preference for a balanced approach, favoring 

neither the total exclusion nor the unrestricted use of GenAI. However, it is not exactly clear 

as to where the line should be drawn. Taking a utilitarian approach, one could for instance 

make the decision based on which features had a mean leaning towards agreement, which in 

our findings would include grammatical correction, text alteration and idea generation. 

Nonetheless, this approach does not take into account two critical considerations: (1) 
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heterogeneity of answers and (2) the institution’s goals for student learning. (1) Despite some 

statements having noticeably low or high mean scores, such as banning all features, allowing 

grammatical correction, and allowing all features, we curiously acknowledge that there still is 

a crowd of respondents who disagree with the majority vote. It is therefore important to further 

investigate and understand their point of view before implementing guidelines for the use of 

GenAI. (2) Secondly, it is essential to recognize that the policy-making cannot be exclusively 

guided by students’ and professors’ attitudes, but must also ensure that it serves the broader 

goals of student learning and development for the respective higher education institution. 

In summary, our research finds a consistent decrease in approval ratings as more GenAI text 

generation features are introduced for use in exams and assignments. This trend supports the 

notion that increased GenAI involvement tends to meet with greater resistance. Further, the 

decision of which features to permit is complex due to the mixed attitudes of students and 

professors, as well as the need to align with the educational objectives of the respective higher 

education institution. This involves balancing the significance of different student skills, such 

as text alteration compared to idea generation, within the assessment criteria. Additionally, one 

could raise the question of whether the current goals for student development are keeping pace 

with technological advancements, particularly with the emergence of GenAI. This will be 

further discussed in the chapter on policy-making. 

4.4 Assessment 

4.4.1 Analysis 

In this section, we aim to understand the attitudes of participants at NHH towards the use of 

GenAI as a tool for assessing assignments and exams in higher education. Here, we start by 

mapping professors’ and PhD students’ current use of this application, followed by an 

investigation of participants’ perspectives on using it to assess graded and non-graded student 

work. Lastly, we will examine respondents’ attitudes towards the fairness of using GenAI as 

an assessment tool. 

Starting with the current use of GenAI for assessment, our survey sought insights into how 

professors and PhD students at NHH use GenAI as a complementary tool for (1) assessing 

assignments and exams, as well as (2) crafting questions for these assessments. The responses, 

detailed in Figure 46 and 47, indicate a low usage-level among these two groups. Interestingly, 

while no participants reported experimenting with GenAI out of curiosity for question-making, 
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24.5% acknowledged using it on a few occasions. This suggests that initial trials of GenAI in 

assessment contexts lead to repeated, though not extensive, use. 

Moving on to participants’ attitudes towards using GenAI to assess graded and non-graded 

student work, we start by analyzing the use of GenAI as a complementary tool for assessing 

(1) graded and (2) non-graded exams and assignments. Regarding graded assessments, 

responses were mixed, with an average score of 2.93 (𝑆𝐸 = 1.33; see Table 1). Notably, 

“Somewhat agree” emerged as the most frequent response, while “Agree” was the least 

common (Figure 48). For students and professors there seems to be small differences, in terms 

of distribution and means (Figure 49 and �̅�𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 = 2.88, �̅�𝑝𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟𝑠 = 3.00), signaling 

some openness to AI assistance, although with reservations. The small differences were not 

statistically significant, according to Welch’s t-test (𝑝 = 0.587). An examination of the 

responses in Layer 2 (Figure 50) suggests that bachelor students are relatively less supportive 

of this application of AI, as indicated by their lower mean score compared to other groups 

(�̅�𝐵𝐴 = 2.68, �̅�𝑀𝑆 = 3.01, �̅�𝑃ℎ𝐷 = 3.12, �̅�𝑝𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟 = 3.00). However, the Welch ANOVA 

test, similarly to the Welch’s t-test, found no statistically significant variation in attitudes across 

the groups (𝐹 = 0.93, 𝑝 = 0.466). 

Figure 46 - GenAI as a complementary tool for assessing Figure 47 - GenAI as a complementary tool for question-
making 
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In contrast, responses for non-graded assessments were more favorable, with an average 

approval rating of 3.45 (𝑆𝐸 = 1.30; see Table 1). This positive inclination is visually 

represented in Figure 51, where the histogram displays a rightward skew, contrasting with the 

more evenly distributed responses for graded assessments (Figure 48). Further, when 

examining across roles, we observe a slight variance in opinions between students and 

professors (Figure 52), with students showing more agreement, this difference was not 

statistically significant as per Welch’s t-test (𝑝 = 0.301). In Layer 2, master students appeared 

slightly more acceptable to the idea than their counterparts (Figure 53). However, similar to 

the Welch’s t-test, the Welch ANOVA test indicated no statistically significant differences in 

attitudes (𝑝 = 0.215). 

Figure 48 - Perceptions on using GenAI as a complementary tool for 
graded exams, among all participants 

Figure 49 - Perceptions on using GenAI as a complementary 
tool for graded exams, by students (excl. PhD) and professors 

Figure 50 - Perceptions on using GenAI as a complementary 
tool for graded exams, by academic roles 
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In parallel to our exploration of text generation, we assessed participants’ comfort levels with 

GenAI’s involvement in assessment. We stated: “GenAI should be used to assess graded exams 

and assignments without human intervention”. The majority of respondents were clearly 

opposed to this statement, which was reflected in a low mean score of 1.49 (𝑆𝐸 = 0.88; see 

Table 1), where 82% of respondents disagreed (Figure 54). Moreover, when examining the 

distribution across roles in Layer 1, we observed homogenous responses (see Figure 55), 

supported by a high p-value in Welch’s t-test, indicating no significant differences (𝑝 =

0.617). However, in Layer 2, PhD students appear more opposed than the other groups (Figure 

56). The ANOVA analysis  reveals a statistically significant difference (𝐹 = 1.32, 𝑝 < 0.05). 

However, somewhat uncanny the Games Howell test did not find any statistically significant 

pairs on a 5% significance level.  

Figure 51 - Perceptions on using GenAI as a complementary tool for non-
graded exams, among all participants 

Figure 52 - Perceptions on using GenAI as a 
complementary tool for non-graded exams, by students 
(excl. PhD) and professors 

Figure 53 - Perceptions on using GenAI as a complementary 
tool for non-graded exams, by academic roles 
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Similarly, we looked at attitudes for non-graded exams and assignments. Here, while still 

predominantly negative, the disagreement was slightly lower, indicated by a higher mean of 

1.98 (𝑆𝐸 = 1.16; see Table 1) and a left-skewed distribution (Figure 57). This suggests a 

slightly more open attitude towards AI’s role in non-graded assessments. Like graded 

assignments, the opinions in Layer 1 were shared, as shown by the distribution in Figure 58, 

and a high p-value in Welch’s t-test (𝑝 = 0.422). For Layer 2, PhD students exhibited greater 

disagreement than other groups (�̅�𝐵𝐴 = 1.95, �̅�𝑀𝑆 = 2.05, �̅�𝑃ℎ𝐷 = 1.18, �̅�𝑝𝑟𝑜𝑓𝑒𝑠𝑠𝑜𝑟 = 2.17; 

and Figure 59). Welch’s ANOVA revealed significant differences in attitudes (𝐹 = 6.69, 𝑝 <

0.001), with Games-Howell pairing the significant differences to PhD and (1) bachelor 

students (estimate= −0.769, 𝑝 = 0.01), (2) master students (estimate= −0.871, 𝑝 < 0.01), 

and (3) professors (estimate= −0.997, 𝑝 = 0.001). 

Figure 54 - Perceptions on using GenAI without human intervention for 
graded exams, among all participants 

Figure 55 - Perceptions on using GenAI without human 
intervention for graded exams, by students (excl. PhD) 
and professors 

Figure 56 - Perceptions on using GenAI without human 
intervention for graded exams, by academic roles 
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In the final part of our analysis on assessment, we focused on attitudes towards the fairness of 

feedback provided by GenAI. As shown in Figure 60, a modest number of participants agreed 

that GenAI would offer fairer feedback (3.41%), with the majority taking a neutral stance 

(40%; �̅� = 2.65). This neutrality suggests uncertainty or skepticism within the academic 

community about AI’s ability to deliver unbiased evaluation. Furthermore, we observe slight 

variances in opinions among students and professors (Figure 61), where the former seem more 

inclined to believe in GenAI’s fairness compared to professors, a difference statistically 

supported by Welch’s t-test (𝑡 = −2.435, 𝑝 < 0.05). Moreover, a statistically significant 

variance in views was observed in the ANOVA test for groups in Layer 2 (𝐹 = 3.28, 𝑝 <

0.05). The Games Howell post-hoc analysis identified a significant difference between master 

students and professors (difference =  0.536, 𝑝 <  0.05), implying that master students are 

more optimistic than faculty in viewing GenAI as capable of providing more fair feedback. 

Figure 57 - Perceptions on using GenAI without human intervention for non-
graded exams, among all participants 

Figure 58 - Perceptions on using GenAI without human 
intervention for non-graded exams, by students (excl. 
PhD) and professors 

Figure 59 - Perceptions on using GenAI without human 
intervention for non-graded exams, by academic roles 
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4.4.2 Discussion 

Before we start the discussion, it is important to note that using GenAI for assessment is not 

something most students and professors have experience with, contrary to the more familiar 

use case of text generation. We must therefore be careful with how we interpret the responses. 

In the analysis, we observe that an overwhelming majority of professors and PhD students have 

never used GenAI as a complementary tool for assessing student work. It is therefore evident 

that there is a potential for testing the viability of these tools in the context of assessment. As 

mentioned in the literature review, contemporary methods are time-consuming and often lack 

consistency (Ramesh & Sanampudi, 2022). However, despite recent advancements in GenAI, 

enabling more sophisticated assessment capabilities (Mizumoto & Eguchi, 2023), there is still 

a lack of prominent tools which can be used by professors (and PhD students) to assess student 

work. Followingly, it makes sense that usage of GenAI for this purpose is low, considering that 

Figure 60 - Perceptions on fairness of GenAI vs. human feedback, among all participants 

Figure 61 - Perceptions on fairness of GenAI vs. Human 
feedback, by students (excl. PhD) and professors 

Figure 62 - Perceptions on fairness of GenAI vs. Human 
feedback, by academic roles 
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there are no standardized ways of doing it. Those who have tried, have presumably had to make 

their own frameworks, or simply adopt a “try and fail”-approach. This consequently leads to 

the same inconsistency as in the traditional methods for assessment, defeating a major benefit 

with using GenAI for assessment. 

Similarly, we observe that most professors and PhD students have not used GenAI as a 

complementary tool to make questions for assignments and exams. Interestingly, there were 

(1) nine fewer responses for this question compared to the previous, and (2) a higher proportion 

who had tried using GenAI for this purpose. (1) It is unclear as to why we got less responses 

for this question. Considering the fact that more people were comfortable with saying that they 

have employed the technology for this purpose, we do not believe that the lower response rate 

is caused by the question being more sensitive than the previous. (2) A possible explanation 

for why a higher proportion of participants had tried GenAI for making questions for 

assignments and exams, as opposed to using it as a complementary tool for assessing, might be 

related to the complexity of the respective task. One could for instance imagine it being a more 

straightforward process to brainstorm possible questions related to a topic using simple 

prompts, rather than inserting vast amounts of student work into the model and ask it to give a 

comprehensive evaluation based on certain criteria. First, it can be challenging to insert a lot 

of text into chatbots such as ChatGPT, because there is a certain word limit per prompt. 

However, even if one would have used an extension of ChatGPT which allows this, or another 

program all together, it is still not obvious how much time one would save by using it, 

compared to going over the analysis manually to quality check. Together, these hurdles, as well 

as others we might have missed, presumably make the assessment process more complex than 

the process of creating questions for exams and assignments. 

Moving on to the Likert statements, the analysis generally finds that both students and 

professors are more open to using GenAI as a complementary tool for non-graded exams and 

assignments, compared to graded ones. A possible explanation for this is that the importance 

and risks related to graded work is significantly higher than for non-graded work. However, 

with means of 2.93 and 3.45 for graded and non-graded contexts respectively, we would not 

consider the overall attitude as particularly approving. 

Concerning use of GenAI to assess student work without human intervention, the data reveals 

that both students and professors had noticeably negative attitudes towards this approach, with 
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means of 1.49 and 1.98 for graded and non-graded contexts respectively. Despite being 

overwhelmingly negative, we interestingly observe a somewhat more positive attitude for the 

non-graded, underscoring the possibility of risk being an important driver for perceptions on 

adoption. Moreover, the results generally indicate that some level of human oversight is 

important for students and professors when it comes to assessing student work. An interesting 

point of discussion here is whether this is linked to the phenomena of algorithm aversion, 

which is the preference for human forecasting above statistical algorithms irrespective of the 

algorithm accuracy (Dietvorst et al., 2015; Jussupow et al., 2020). Curiously, in a follow-up 

paper to their seminal work from 2015, Dietvorst et al. (2018) found that people are more likely 

to use an algorithm if they are allowed to tweak its decisions slightly, suggesting that the 

aversion to algorithms can be mitigated by allowing some level of human intervention. 

However, Logg et al. (2019) found contrasting results from six experiments showing that 

laypeople adhere more to advice when they think it comes from an algorithm, as opposed to a 

person. Although, this effect (algorithm appreciation) diminished when they had to choose 

between an algorithm’s estimate and their own, and when they possessed expertise in 

forecasting. Paradoxically, experienced professionals who regularly make forecasts relied less 

on algorithmic advice than laypeople, which adversely reduced their accuracy. 

Finally, we will discuss the results on whether NHH students and professors think GenAI will 

provide more fair feedback on student work, compared to traditional assessment methods. We 

observe that most respondents either have a neutral stance or somewhat disagree/agree. In fact, 

this is the only question in our survey where “Neither agree nor disagree” was the most 

common response. Although we will not speculate extensively as to why this is, we would like 

to come full circle and highlight what we mentioned in the very beginning of the discussion on 

GenAI for assessment – Most students and professors do not have any prior experience on this 

topic, which was evident in the two opening questions mapping professors’ and PhD students’ 

usage of this application of GenAI. While bachelor and master students did not receive these 

questions, it is reasonable to assume that they are similarly inexperienced with this particular 

use case. Followingly, the lack of experience could explain why respondents do not feel 

strongly about GenAI’s potential for objective and fair feedback. Nonetheless, the analysis 

interestingly finds a significant difference between the attitudes of master students and 

professors, with master students being more positive towards GenAI’s ability to give fair 

feedback. Looking at Figure 62, we see that the master students’ response rate for “Somewhat 
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agree”, is similar to the professors choosing “Disagree”. Lastly, although one could argue that 

professors have a better understanding of what fair feedback is, we must keep in mind the 

findings of Logg et al. (2019) stating that seasoned professionals who frequently engage in 

forecasting relied less on algorithmic advice than laypeople, a tendency which negatively 

impacted their prediction precision – More on this in the next chapter on policy making. 

In summary, there is a prevailing sense of caution regarding the adoption of GenAI for 

assessment purposes, particularly in scenarios lacking human supervision. We also observe a 

lack of experience with this particular use case of GenAI, and mixed attitudes towards the 

fairness of AI-generated assessment. 

4.5 GenAI-powered chatbots as virtual assistants 

4.5.1 Analysis 

In this section, we explore participants’ perspectives on employing GenAI as virtual assistants 

in higher education settings. Our analysis is structured as follows: (1) we begin by discussing 

the results from the survey’s single-choice questions, which focus on identifying the primary 

benefits and challenges associated with this application of GenAI, (2) we then delve into 

examining students’ preferences regarding problem-solving assistance, and (3) finally, we 

assess the overall attitudes towards this topic. 

Perceived benefits and challenges of using GenAI-powered virtual assistants 

Starting with the attitudes towards the most significant benefit of this application, Figure 63 

shows that the participants are divided, where the majority highlight “Asking questions 

anytime”, “Instant feedback”, and “Reduced barrier to ask for help” as the most prominent 

benefits. In Layer 1, the students and professors seem to share opinions, except for “Asking 

questions anytime”, which was more popular among students (Figure 64). This also seems to 

be the case in Layer 2 where we see a similar trend. Notably, PhD students overwhelmingly 

chose “Reduced barrier to ask for help” as the greatest benefit, hinting they perceive challenges 

in seeking assistance in their current academic environment. 
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Regarding challenges, most respondents identified the risk of misleading information as the 

most significant concern. Specifically, 62.3% attributed this to either (1) engine inaccuracy or 

(2) inherent biases in the GenAI’s dataset, as depicted in Figure 66. Additionally, the data 

shows minimal variation in responses in Layer 1 and 2, as illustrated in Figure 67 and Figure 

68. Notably, we find that a larger percentage of professors and PhD students, in comparison to 

bachelor and master students, expressed concern that the adoption of GenAI-powered virtual 

assistants could lead to decreased interaction between students and professors.  

Figure 63 - GenAI virtual assistant benefit, among all participants 

Figure 64 - GenAI virtual assistant benefit, by students 
(excl. PhD) and professors 

Figure 65 - GenAI virtual assistant benefit, by academic roles 

Figure 66 - GenAI virtual assistant challenge, among all participants 
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Students’ preferences for problem-solving assistance 

Secondly, we investigated students’ preferences for problem-solving assistance, specifically 

their inclination to interact with a chatbot versus (1) a professor, (2) a student assistant, and (3) 

a fellow student. This question was exclusive to students (including PhD), thus making Layer 

1 irrelevant to analyze. 

The findings indicate a clear preference for human interaction, particularly with professors, 

over chatbots (�̅� = 2.37, 𝑆𝐸 = 1.30; see Table 1). This preference is visually underscored by 

a left-skewed distribution (Figure 70), reflecting a general consensus across all student groups 

(including PhD), further supported by the ANOVA results (𝑝 = 0.874). 

 

Figure 67 - GenAI virtual assistant challenge, by 
students (excl. PhD) and professors 

Figure 68 - GenAI virtual assistant challenge, by academic 
roles 

Figure 69 - Chatbot vs. professor support Figure 70 - Chatbot vs. professor support, by students 
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When considering interaction with a chatbot instead of a student assistant, the responses where 

slightly more neutral (�̅� = 2.66, 𝑆𝐸 = 1.31; see Table 1). While the histogram (see Figure 72) 

suggests minor group variations, with PhD students being less favorable (�̅� = 2.18) compared 

to bachelor (�̅� = 2.62) and master students (�̅� = 2.79), these differences were not statistically 

significant per Welch ANOVA (𝑝 = 0.239). 

 

Regarding interacting with a chatbot versus fellow students, the average response indicated a 

mild disagreement (�̅� = 2.32, 𝑆𝐸 = 1.23; see Table 1), with the response distribution being 

relatively uniform across different student levels (Figure 74). The ANOVA analysis further 

supports this observation of equal means (𝑝 = 0.867). 

 

General attitudes towards the use of GenAI-powered virtual assistants in higher education 

Moving on to mapping the general attitudes for GenAI-powered virtual assistants in higher 

education, we presented participants with three statements to address using a Likert scale. The 

Figure 71 - Chatbot vs. student assistant support Figure 72 - Chatbot vs. student assistant support, by students 

Figure 73 - Chatbot vs. fellow student support Figure 74 - Chatbot vs. fellow student support 
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first statement assessed the extent to which participants value human advice over that provided 

by GenAI. A significant portion of our respondents expressed a preference for human advice, 

with 49.5% agreeing and 33.3% somewhat agreeing, resulting in a high average score of 4.27 

(𝑆𝐸 = 0.88; see Table 1). Further, when analyzing the responses across different academic 

roles, we observed a minor variance between students and professors (Figure 76), with a 

relatively low p-value (0.072). Here, professors tend to agree more than students. In Layer 2, 

PhD students mirrored the agreement level of professors (Figure 77). However, neither Layer 

1 nor Layer 2 showed statistically significant differences in these attitudes, as indicated by 

Welch’s t-test and Welch’s ANOVA (𝑝 = 0.343). 

The next statement queried respondents’ attitudes towards whether implementing chatbots as 

virtual assistants would benefit student learning. Our data finds generally positive responses, 

with a mean of 3.90, where 52% of respondents somewhat agree and 22.7% fully agree with 

the statement. Moreover, when analyzing the distribution of these opinions across academic 

roles, we noticed a variance in attitudes (Figure 79 and 80). In Layer 1, students (�̅� = 4.04) 

Figure 75 - Value of human vs. chatbot advice, among all participants 

Figure 76 - Value of human vs. chatbot advice, by 
students (excl. PhD) and professors 

Figure 77 - Value of human vs. chatbot advice, by academic 
roles 
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exhibit more positivity towards the learning outcomes of using chatbots compared to professors 

(�̅� = 3.63). This difference is statistically significant, as indicated by Welch’s t-test (𝑡 =

−2.782, 𝑝 < 0.01). Further examination in Layer 2 showed that bachelor and master students 

shared similar views, while PhD students aligned more with professors’ perspectives (Figure 

80). The ANOVA test revealed a statistically significant variation among these groups (𝐹 =

4.86, 𝑝 < 0.01), with post-hoc comparisons pinpointing significant differences between 

master students and professors (difference = 0.455, 𝑝 < 0.05), as well as between master and 

PhD students (difference = 0.615, 𝑝 < 0.05). 

Our last statement in the survey asked participants whether they believe virtual assistants can 

help students achieve a better grade by serving as a complementary teaching tool. As shown in 

Figure 81, the responses were predominantly positive, with 31.3% of respondents agreeing and 

47.4% somewhat agreeing, leading to an overall mean of 3.99 (𝑆𝐸 = 0.96; see Table 1). 

Notably, when examining the responses by academic role (Figure 82), it becomes evident that 

students have a higher belief in GenAI-powered chatbots’ ability to improve their grades 

compared to professors. This difference is statistically significant, as concluded by Welch’s t-

Figure 78 - Perceptions on chatbots’ ability to benefit student learning, among all 
participants 

Figure 79 - Perceptions on chatbots’ ability to benefit 

student learning, by students (excl. PhD) and professors 
Figure 80 - Perceptions on chatbots’ ability to benefit student 

learning, among all participants, by academic roles 
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test (𝑡 = −2.892, 𝑝 < 0.01). Furthermore, we observe a similar pattern in Layer 2 as in the 

previous statement, where bachelor and master students share their views and are more inclined 

towards agreement than PhD students and professors. This difference in opinion is statistically 

significant, as indicated by the ANOVA results (𝐹 = 3.71, 𝑝 < 0.05). The Games Howell test 

further pairs the significant difference in means to master students and professors (difference 

= 0.506, 𝑝 < 0.05). Additionally, when excluding PhD students, a significant difference also 

emerged between bachelor students and professors (difference = 0.461, 𝑝 < 0.05). 

 

4.5.1 Discussion 

Looking at the advantages of implementing GenAI as virtual assistants in higher education, the 

analysis finds that time-related benefits seem to be highly valued by our participants. With 

“Asking questions anytime” and “Instant feedback” emerging as the most significant perks in 

Figure 81 - Perceptions on chatbots' ability to help students achieve a better 
grade, among all participants 

Figure 82 - Perceptions on chatbots' ability to help 
students achieve a better grade, by students (excl. 
PhD) and professors 

Figure 83 - Perceptions on chatbots' ability to help students 
achieve a better grade,  by academic roles 
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our dataset, it appears that both students and professors agree that the convenience and 

efficiency offered by this technology is crucial. This aligns with findings from the literature 

review, suggesting that such availability has the potential to enhance the learning experience 

by providing immediate support, as well as creating a more flexible educational environment 

(Wollny et al., 2021). 

Additionally, our data reveals that “Reduced barrier to ask for help” is another key benefit, 

receiving comparable support to the first two advantages. This suggests an existing gap in 

accessibility to learning support, which is an issue also pointed out in the literature review. The 

review noted that due to the high student-to-professor ratio, individual attention is often lacking 

in contemporary teaching methods (Wollny et al., 2021). However, we interestingly find that 

PhD students disproportionately perceive “Reduced barrier to ask for help” as the biggest 

benefit, despite the generally lower student-to-professor ratio at the PhD level. It would be 

intriguing to further investigate as to why this is in future research, but we will end the 

discussion on this point here. 

Lastly, we observe that “Personalized feedback” and “Discussing topics” got a relatively low 

number of votes, despite much of the literature highlighting these aspects to be amongst the 

most prominent advantages with GenAI as virtual assistants (Andreassen, 2023; Crompton & 

Burke, 2023; Labaddze et al., 2023; Mollick & Mollick, 2023). Here, we see that students in 

particular seem less focused on these perks, in contrast to professors who place greater value 

on them (Figure 64). Considering that the three most highly regarded features all revolve 

around accessibility, it seems like student’s regard the quantity of learning support as the 

primary benefit of GenAI tools. 

As for the challenges of implementing GenAI as virtual assistants in higher education, the 

analysis shows that non-factual or misleading output appears to be the primary concern for 

both students and professors. More specifically, the apprehension mostly lies with engine 

inaccuracy, indicating a cautiousness towards the technology’s precision. Although the 

emergence of this new generation of sophisticated chatbots have yielded impressive results, the 

presence of information inaccuracy is probably not going to disappear in the near future.  This 

underscores the importance of understanding the underlying technology in terms of both its 

capabilities as well as its limitations. In doing so, the relevant higher education institution can 

better assess who would be an appropriate and satisfactory GenAI-provider for their institution. 
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Moving on to students’ attitudes towards problem-solving assistance, we find relatively 

consistent views across all three Likert statements, implying a collective preference for 

interacting with humans over chatbots, irrespective of the three human alternatives we 

presented. This also aligns with the results from the Likert statement: “I value human advice 

more than generative AI advice”, where an overwhelming majority agreed (82.8% somewhat 

agreed or fully agreed). 

Despite this human preference, we also observe that participants mostly agree with GenAI 

benefiting student learning as a complementary tool to the current human assistance (Figure 

78). Notably, bachelor and master students share this view, while PhD students and professors 

are somewhat more reserved. This could possibly reflect varying degrees of exposure and 

comfort with emerging technologies among these groups. Bachelor and master students, being 

more recent entrants into the academic world, might be more open and adaptable to new 

technological tools in education, while professors and PhD students, with their longer tenure 

in academia, might approach these technologies with more caution and skepticism. 

Interestingly, our section on general attitudes found that respondents considered “Reduced 

learning due to AI doing the work” to be the most significant challenge with using GenAI in 

higher education. It is therefore crucial that the complementary learning support provided by 

GenAI chatbots engage the students in critical thinking (Ayman et al., 2023; Crompton & 

Burke, 2023; Labaddze et al., 2023; Mollick & Mollick, 2023; Munthe et al., 2022), instead of 

taking over all the work. This ties back to our discussion on text generation, and the importance 

of collaboration rather than replacement. 

Similarly, we see a generally positive attitude towards the statement: “Virtual assistants can 

help students achieve a better grade by serving as a complementary teaching tool”. Again, 

bachelor and master students are somewhat more approving about this than PhD students and 

professors, one could therefore apply the same logic and argumentation as in the discussion 

above. Here, we would like to highlight a paper from our literature review by Bailifard et al. 

(2023), which found that students in a psychology class (n = 51) with an AI tutor achieved 

significantly higher grades (up to 15 percentage points) compared to peers taking a similar 

course without AI assistance. This finding provides quantitative support for the perceptions of 

students and professors in favor of leveraging chatbots as a complementary educational tool. 

However, we must also acknowledge the respondents holding the opposing view, including a 

noteworthy portion of professors in particular. As the implementation of GenAI is still in its 
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early stages, it remains premature to draw any conclusions of the effectiveness of chatbots as 

virtual assistants, despite promising preliminary research. In fact, one could argue that the 

opinions of professors should carry more weight than those of students, considering their 

extensive experience in academic settings and deeper understanding of the nuances of 

educational guidance. 

In summary, it appears that respondents in our survey value accessibility-related features for 

GenAI as virtual assistants, while non-factual or misleading information is perceived as the 

most significant challenge of this application. Furthermore, we observe that students 

consistently prefer human advice more than those given by GenAI. Nevertheless, this 

preference does not negate their recognition of GenAI’s usefulness as a complementary tool to 

existing teaching methods. Curiously, we find statistical significance between students and 

professors, where the latter group have a more cautious approach towards use of GenAI-

powered virtual assistants.  
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5 Informing future policies 

In this chapter, we will provide some thoughts and recommendations for how NHH could shape 

future policies on GenAI and its use for educational purposes. Although we specifically look 

at NHH, we aspire for these guidelines to also serve as a valuable reference for other higher 

education institutions as well. 

Structure wise, we start by presenting the current state of policies at NHH, followed by 

reflections and recommendations for each of our three focus areas – Consisting of (1) text 

generation, (2) assessment and (3) chatbots as virtual assistants. Since there currently is a 

limited body of literature on the topic, we do not have the necessary resources to provide 

extensively detailed policies. Therefore, we will instead propose overarching recommendations 

based on the findings in our research. 

5.1 Current state at NHH 

The current policies concerning use of GenAI at NHH are seemingly unclear. According to an 

article by Studvest, Stig Tenold, the Vice-Chancellor at NHH, stated that employing a robot in 

the creation of exam responses is considered cheating (Sauesund & Lia, 2023). Judging by this 

remark, it appears that all chatbot-features are prohibited in the context of text generation 

during exams. However, we could not find any further details on this matter, outside of the 

brief comment in the mentioned article.  

In an effort to gain more clarity, we contacted Tenold directly through email, where we 

received some additional insights into GenAI policies at NHH. In his response, the Vice-

Chancellor indicated that the guidelines are currently in progress. He also emphasized that due 

to the significant differences across various academic disciplines, the NHH board believes it 

should be left to each department to determine the appropriateness of GenAI usage. 

Simultaneously, it is important that instructors have a clear understanding of the limits to their 

latitude, and make students aware of what constitutes acceptable use of GenAI. This strategy 

aims to strike a balance between overarching institutional guidelines, and flexibility at the 

departmental level. The underlying argument for this policy is that different types of courses, 

such as business mathematics compared to strategy courses, demand distinct skill sets. 

Followingly, the learning support and examination tools need to be specifically adapted to suit 

these varied requirements. 
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Moreover, our research team was invited to discuss our preliminary findings at a workshop in 

Aalborg on GenAI in business education, where we got to share these views in front of 

professors and PhD students from NHH, Aalborg University, Gothenburg University, and 

Tampere University. Intriguingly, several participants expressed reservations to this approach, 

arguing that delegating decision-making to individual departments would lead to a lack of 

cohesion in the overarching institutional policy framework. While there are some general 

guidelines applicable across all departments, the local autonomy might amplify the current 

uncertainty and ambiguity in the policies concerning use of GenAI, as well as creating 

inconsistencies in student education and assessment. Consequently, one could imagine that this 

lack of clarity and dependability could undermine the overall quality and integrity of the 

educational programs offered at NHH. 

In addition to the conflicting views on department autonomy related to policy-making, 

discussing NHH’s student development goals can further complicate the picture. Although 

contemplating the ultimate educational purpose of the institution is beyond the scope of our 

thesis, we would like to highlight the school’s development agreement for 2023-2026, outlined 

in the annual report of 2022 (Norwegian School of Economics, 2022). Here, we find four 

performance indicators related to student development: 

1. Increased diversity and engagement among students 

2. Academic development that contributes to sustainable value creation 

3. Excellent learning environment and educational methods that emphasize student-

active forms of teaching 

4. High labor market relevance 

In our context, we would argue that the third and fourth objectives are particularly relevant. 

For instance, one could employ chatbots as virtual assistants in a classroom setting as an 

innovative approach to student-centered teaching methods (third objective). This could create 

an excellent learning environment where the benefits of human advice, which were highly 

valued in our analysis, are complemented by the scalable accessibility of GenAI (Wollny et al., 

2022). Further, the fourth objective of high labor market relevance ties back to the discussion 

on which student skills to emphasize developing. Here, we could draw a parallel to the 

reflections made on where one should draw the line on text generating features. Although it 

appears that none are currently permitted, according to Tenold’s statement in Studvest 



 

 

 

81 

(Sauesund & Lia, 2023), it is worth considering whether certain features actually should be 

learned to leverage in response to evolving labor market demands. As an example, the ability 

to brainstorm in tandem with a virtual assistant might emerge as a valuable skill in the future 

workforce, particularly in industries that increasingly rely on collaboration between humans 

and AI, such as in tech and creative sectors.  

On the other hand, there are reasons to be careful with the widespread use of GenAI tools like 

chatbots in education. A key concern is that relying too much on AI might weaken essential 

skills like critical thinking and problem-solving (Bogdanović-Dinić, 2023), important in 

various careers beyond tech and creative fields. Also, overusing GenAI could lessen the 

important benefits of human interaction in the educational process. This overuse might also 

diminish the role of teachers (Ghamrawi et al., 2023), who play a crucial part in guiding and 

inspiring students, affecting their overall academic growth. Moreover, despite an increasing 

focus on AI-competencies in the labor market, interpersonal skills and human judgement are 

still highly valued, yet they may not be adequately developed in an AI-focused learning 

environment. 

In summary, there is a noticeable ambiguity in the existing NHH policies regarding the use of 

GenAI for educational purposes. While the Vice-Chancellor has stated in a Studvest article that 

GenAI use during exams is forbidden (Sauesund & Lia, 2023), detailed guidelines for its use 

in other contexts are not readily available. Additionally, we observe conflicting views among 

professors about whether future policies should permit individual departments to customize 

their own GenAI usage guidelines. Finally, it is important to recognize that the adoption of 

GenAI at NHH could have both positive and negative impacts on the institution’s student 

development goals. 

5.2 Text generation 

Despite having identified and detailed multiple risks related to allowing text-generating 

features for student work, we must acknowledge the practical challenge of prohibiting its use. 

This is especially true for term papers, assignments and home exams. From a pragmatic 

standpoint, one could therefore argue that it would make more sense to find ways of adopting 

the technology, rather than significantly increasing the efforts for detecting its use. 

A possible approach would be to follow the steps of UiO, by tailoring an existing chatbot 

software service to the specific academic needs of NHH students and professors (UiO, 2023). 
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This way, the institution would have more control of the features being used in student work, 

a decision which could be informed by the data in our research and NHH’s student development 

goals. Although such a strategy would require resources for programming, integration, and 

training, one could argue that the widespread use of chatbots in academia and the labor market 

is inevitable, making it better to have a proactive relationship to this emerging technology, 

instead of being reactive. 

Concerning training, our research indicates that professors, like students, are interested in 

GenAI tools; however, they exhibit relatively less confidence in using these tools compared to 

their students. Either way, general training needs to be offered to everyone, ensuring that 

students and professors who are not confident and proficient with these tools receive adequate 

development. Further, a paper by Okonkwo and Ade-Ibijola (2021) states that: “In a study on 

the adoption of AI in higher education, Chatterjee and Bhattacharjee (2020) finds that 

individual’s behavioral intentions to use AI in higher education are influenced by their 

attitudes. Likewise, another research on the adoption of software engineering product proved 

that user attitude influences the adoption of software tools (Okonkwo et al., 2019).” (Okonkwo 

& Ade-Ibijola, 2021, p. 7). In light of this, one could argue that the adoption and training of 

GenAI at NHH will likely be welcomed, because our data showed an overwhelming majority 

of participants being interested in the field of GenAI, as well as perceiving GenAI as a 

progressive step towards the future of higher education. However, we should mention that the 

attitudes of professors were somewhat more reserved, indicating that this segment might be 

more challenging to get onboard. This resistance should not be underestimated, and an 

appropriate dialog with professors where they can express potential concerns is necessary. 

As found in the analysis on GenAI as an assessment tool, it appears that the implementation 

should first be tested in non-graded work, particularly for non-graded assignments. From a risk 

perspective, this would also make the most sense in the case of text generation for student work. 

Moreover, to mitigate some of the downsides of employing chatbots for this application, we 

propose revising contemporary approaches to (1) question-making and (2) assessing 

assignments. In example, the questions themselves could encourage students to use specific 

prompts, and then critically evaluate the results. This way, instructors could take greater control 

of how students use the chatbots, as well as assessing the work based on students’ ability to 

critically evaluate the output quality of GenAI in relation to the course curriculum. Moreover, 

by incorporating the process of detailing methods and use of GenAI into the evaluation rubric, 
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one could incentivize transparency and thereby reduce potential misuse. Such an approach is 

just one of many examples of how one could proactively adopt GenAI at NHH.  

In summary, we propose to experiment with implementation of chatbots for text generation in 

non-graded assignments. By doing so, NHH can gather more data on what works and what 

does not, all while minimizing the negative consequences. This proactive approach is grounded 

in the inevitable widespread use of GenAI in academia and the labor market, as well as seeing 

opportunities to leverage the benefits of this emerging technology. In fact, our research notably 

revealed that students and professors highlighted text generation as the most significant benefit 

of using GenAI in higher education, which according to insights from Okonkwo et al. (2019), 

likely would make the implementation well-received. However, we would highly encourage to 

keep an ongoing dialog with critics, particularly professors, as considering all viewpoints is 

salient. Lastly, to balance out the increased use of GenAI in student work, we recommend 

keeping school-exams for courses where skills related to GenAI use are less relevant, like 

introductory bachelor courses which aim to assess foundational understanding of core 

economic concepts. 

5.3 Assessment 

In contrast to our position on using GenAI for text generation in student work, we advise 

against employing GenAI for assessment purposes. The rational for this recommendation is a 

lack of approval for all four statements we posed in our survey: 

1. GenAI as a complementary tool for non-graded assessments (�̅� = 3.45) 

2. GenAI as a complementary tool for graded assessments (�̅� = 2.93) 

3. GenAI without human intervention for non-graded assessments (�̅� = 1.98) 

4. GenAI without human intervention for graded assessments (�̅� = 1.49) 

Although the first option has a mean leaning towards favor, we do not consider this sufficient 

enough to justify developing a program for GenAI assessment at NHH. Contrary to the use 

case of text generation, we do not see any prominent tools that can meet the standards necessary 

for assessment at NHH. Given its nascent stage, we would instead encourage monitoring the 

advancements of this technology. 

In addition to the technical software challenges, staff training emerges as another significant 

hurdle. Our data reveals very limited use of GenAI for assessment purposes, which might lead 
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back to the scarcity of specialized tools. As explored in previous chapters, most attempts to 

integrate GenAI in assessments likely involved conventional chatbots, such as ChatGPT. 

However, the lack of established frameworks for utilizing these chatbots in assessments 

presumably led professors to devise their own methods, highlighting a gap in structured 

guidance for effectively leveraging GenAI as a useful evaluative tool. Therefore, it would be 

necessary to extensively train professors at NHH on how to use GenAI for assessment in a 

consistent manner across various academic disciplines. Considering the lack of necessary 

GenAI tools, and a limited body of literature on this topic, we consequently advise against 

initiating such an assessment program at NHH. 

Finally, we would like to highlight that our research revealed professors being more opposed 

to perceiving GenAI as capable of providing fair feedback, compared to students. Bearing in 

mind that professors have significantly more experience with assessing student work, as 

opposed to students themselves, we would argue that it is reasonable to place greater emphasis 

on their opinions for this particular matter. Although, we must remember the findings of Logg 

et al. (2019), which stated that seasoned professionals, who frequently engage in forecasting, 

relied less on algorithmic advice than laypeople, a tendency to which negatively impacted their 

prediction precision. 

Summing up, we find several reasons to caution against a potential implementation of GenAI 

for assessments at NHH. These include lacking (1) approval from students and professors, (2) 

specialized software, and (3) necessary staff competencies. 

5.4 GenAI-powered virtual assistance 

We generally recommend an integration of GenAI-powered virtual assistance for students at 

NHH. Similar to the approach for text generation, we propose tailoring an existing chatbot 

software to the specific needs of students and professors at this institution (UiO, 2023). Since 

platforms like ChatGPT offer capabilities which could be used for both text generation as well 

as for virtual assistance, it would be possible to make a unified model for both purposes. This 

model could be adjustable, with features that can be enabled or disabled to address different 

academic needs. 

The reason we advocate for integrating GenAI-powered virtual assistants stems from our 

research indicating a generally favorable opinion towards this technology among our study 

participants. While there was a preference for human advice, respondents expressed interest in 
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virtual assistants as a supplementary resource. Notably, students particularly valued the 

availability of virtual assistants, a benefit also highlighted by Wollny and colleagues in 2021 

(Wollny et al., 2021). Additionally, this technology is highly scalable, and could contribute to 

solving the issue of a high student-to-professor ratio. Lastly, we must also highlight the 

previously touched upon fact that implementing chatbots as virtual assistants could support the 

third student development objective of NHH, by serving as an education tool which emphasizes 

student-active forms of teaching (Norwegian School of Economics, 2022). Specifically, we 

could tie this to GenAI’s notable benefit of personalized feedback, where students would get 

tailored feedback on their academic work and various questions (Andreassen, 2023; Crompton 

& Burke, 2023; Labaddze et al., 2023; Mollick & Mollick, 2023). 

Nevertheless, we must also be aware and cautious of the potential drawbacks accompanied by 

implementing GenAI as virtual assistants at NHH. Although there are several concerns, we 

would like to shed light on the importance of critical thinking. An overreliance on GenAI for 

study or project work could potentially hinder the development of students’ critical thinking  

(Bailey, 2023). The virtual assistants must therefore be programmed in such a way that they 

encourage and facilitate independent thinking rather than providing direct answers. This could 

be achieved by designing the system to pose guiding questions, offer hints, or suggest resources 

instead of giving outright solutions. Such an approach would help maintain a balance between 

leveraging the efficiency of GenAI and nurturing the essential skill of critical analysis in 

students. By doing so, we can harness the benefits of GenAI while minimizing the risks 

associated with dependency. 

Additionally, it is also worth considering the risks related to misinformation. In our survey, this 

emerged as the biggest issue with GenAI as a virtual assistant, particularly in regard to engine 

inaccuracy. Walter Pohl, a NHH professor at the department of finance, has expressed concerns 

about the use of ChatGPT in an article published at NHH Bulletin (Pohl, 2023). Here, he 

highlights its limitations when it comes to understanding and solving complex problems 

accurately. While the tool can provide plausible answers, it may not always offer the depth and 

precision required for academic work. This underscores the need for students to critically 

evaluate the information provided by GenAI assistants and avoid overreliance. It is therefore 

salient to address these issues and ensure responsible use, to minimize the mentioned risks. 
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In summary, we propose implementing virtual assistants tailored to the academic needs of 

students at NHH. Although there are multiple risks to this, we believe GenAI can be a valuable 

educational tool, as evident by the perceptions of participants in our study. More specifically, 

it could help solve the issue of a high student-to-professor ratio, by increasing the availability 

of personalized educational support (Andreassen, 2023; Crompton & Burke, 2023; Labaddze 

et al., 2023; Mollick & Mollick, 2023; Wollny et al., 2021). This implementation would also 

align with NHH’s overarching student development goals for 2023-2026 (Norwegian School 

of Economics). However, careful consideration is warranted to address the associated risks, 

while ensuring responsible use. 
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6 Conclusion 

In this master’s thesis, we sought to map the attitudes of NHH students and professors on 

GenAI in higher education, as well as investigating their differences. We began by conducting 

a literature review, where we looked at (1) the current state of higher education in Norway, (2) 

the technology of GenAI, and (3) the intersection between these domains. The literature 

revealed that use of GenAI in higher education is still in nascent stages, with four applications 

emerging as notably promising: (i) Text generation for student work, (ii) assessment, (iii) 

virtual assistance, and (iiii) administrative tasks. Prioritizing student learning, we focused on 

the first three applications in our study. Further, we employed an exploratory and descriptive 

research method, using online surveys to gather quantitative data from a non-probabilistic 

sample of NHH students and professors. This data was later analyzed through various statistical 

tests, followed by an extensive discussion of the findings. Finally, grounded in these insights, 

we shared some reflections and recommendations for how one could go about shaping future 

GenAI policies at NHH, with the aspiration to also work as a point of inspiration for other 

institutions as well. 

We generally find that the adoption of GenAI in higher education is characterized by an 

approval from students, while professors have a somewhat more cautious stance, suggesting a 

possible generational gap in embracing this technology. For text generation, our data reveals a 

decline in approval as its use expands, indicating increased resistance to more extensive GenAI 

integration. The decision of which features to allow is complex, due to varied opinions among 

students and professors. Additionally, one must also consider this in the broader context of 

institutional student development goals, as well as questioning whether the overarching goals 

themselves should change to match the pace of the technological innovations. Concerning 

assessment, we observe less positive attitudes towards this application. Although participants 

slightly favor the idea of GenAI as a complementary tool for assessing non-graded student 

work, the overall sentiment is critical. Moreover, we also find a lack of experience with such a 

use case, which may allude to the scarcity of specialized GenAI tools for this purpose. Lastly, 

while it appears that students consistently prefer human advice over its machine counterparts, 

the preference does not negate their recognition of GenAI’s usefulness as a complementary 

tool to existing teaching methods. Here, participants particularly value accessibility-related 

features for GenAI as virtual assistants, while non-factual or misleading information is 

perceived as the most significant challenge. 
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Finally, we find that NHH’s current policies on GenAI are unclear, and that professors seem to 

have conflicting views on how to move forward. Our general recommendation is to mirror the 

approach of UiO by developing education-specific versions of existing GenAI tools, in order 

to explore applications for text generation and virtual assistance (UiO, 2023). Given the 

inevitable widespread use of tools like ChatGPT, we would argue that it is better to proactively 

experiment with such integrations in low-risk environments, rather than expending significant 

resources on prohibition. Simultaneously, we would encourage creating a committee which 

actively monitors what works and what does not, by maintaining an ongoing dialogue with 

both proponents and critics. As for GenAI in assessment, we find several reasons to caution 

against this implementation. These include lacking: (1) Approval from students and professors, 

(2) specialized software, and (3) necessary staff competencies. 
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8 Appendix 

Appendix 1: Questionnaire 
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 Follow up question for master students 
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Follow up question for professors and PhD 
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This question was displayed for every participants who did not answered “I have never used 

it” on the previous question 
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The question above displayed only for lecturers and PhD students 
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Appendix 2: Descriptive statistics among the academic roles 

 
Table 7 - Descriptive statistics for the whole sample (BA + MS + PhD + professors) 
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Layer 1: Descriptive statistics 

 

Table 8 - Descriptive statistics for Students (BA + MS) 
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Table 9 - Descriptive statistics for Professors and lecturers 
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Layer 2: Descriptive statistics 

 

Table 10 - Descriptive statistics for Bachelor students 
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Table 11 - Descriptive statistics for Master students 
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Table 12 - Descriptive statistics for PhD students 

Appendix 3: A selection of normality tests showing lack of normality 

"I think generative AI is an interesting field" 

 

"I am confident with using generative AI tools like ChatGPT" 

 

"I think generative AI will have a significant impact on higher education" 
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"I consider generative AI as a progressive step towards the future of higher education" 

 

… 

"I think generative AI is an interesting field" 

 

"I am confident with using generative AI tools like ChatGPT" 
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"I think generative AI will have a significant impact on higher education" 

 

"I consider generative AI as a progressive step towards the future of higher education" 
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… 

Appendix 4: A selection of Levene’s test indicating heteroskedasticity 

“I am confident with using GenAI tools” 

  

“All functions should be allowed” 

  

“GenAI assess without human intervention” 
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Appendix 5: Welch’s t-test for Layer 1 

Section 1: General attitudes 

"I think GenAI is an interesting field" 

 

"I am confident with using GenAI tools like ChatGPT" 

 

"I think GenAI will have a significant impact on higher" 

 

"I consider GenAI as a progressive step towards the future of higher education" 
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"I consider GenAI as a potential danger towards higher education" 

 

Section 2: Text generation 

"GenAI should be a permitted tool for correcting grammar" 

 

"GenAI should be a permitted tool for restructuring" 

 

"GenAI should be a permitted tool for generating ideas" 
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"GenAI should be a permitted tool in all its functions" 

 

"GenAI should not be a permitted tool" 

 

Section 3: Assessment 

"For graded exams and assignments: GenAI should be a complimentary tool to assess" 

 

"For non-graded exams and assignments: GenAI should be a complimentary tool to assess" 
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"For graded exams and assignments: GenAI should be used to grade without human 

intervention" 

 

"For non-graded exams and assignments: GenAI should be used to grade without human 

intervention" 

 

"GenAI will give more fair feedback than human graders" 

 

Section 4: GenAI powered virtual assistants 

"I value human advice more than generative AI advice" 
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"Implementing chatbots as virtual assistants will benefit student learning" 

 

"VAs can help students achieve a better grade by serving as a complementary teaching tool" 

 

Appendix 6: Welch’s ANOVA for Layer 2 

Section 1: General attitudes 

“I think GenAI is an interesting field” 

 

"I am confident with using GenAI tools like ChatGPT" 
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"I think GenAI will have a significant impact on higher" 

 

"I consider GenAI as a progressive step towards the future of higher education" 

 

"I consider GenAI as a potential danger towards higher education" 

 

Section 2: Text generation 

"GenAI should be a permitted tool for correcting grammar" 

 

"GenAI should be a permitted tool for restructuring" 
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"GenAI should be a permitted tool for generating ideas" 

 

"GenAI should be a permitted tool in all its functions" 

 

"GenAI should not be a permitted tool" 

 

Section 3: Assessment 

"For graded exams and assignments: GenAI should be a complimentary tool to assess" 

 

"For non-graded exams and assignments: GenAI should be a complimentary tool to assess" 

 

"For graded exams and assignments: GenAI should be used to grade without human 

intervention" 
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"For non-graded exams and assignments: GenAI should be used to grade without human 

intervention" 

 

"GenAI will give more fair feedback than human graders" 

 

Section 4: GenAI-powered virtual assistants 

"Prefer to interact with a chatbot instead of a professor to solve a problem" 

 

"Prefer to interact with a chatbot instead of a student assistant to solve a problem" 

 

"Prefer to interact with a chatbot instead of a fellow student to solve a problem" 
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"I value human advice more than generative AI advice" 

 

"Implementing chatbots as virtual assistants will benefit student learning" 

 

"VAs can help students achieve a better grade by serving as a complementary teaching tool" 

 

Appendix 7: Games-Howell tests for Layer 2 

"I am confident with using generative AI tools like ChatGPT" 

 

"I consider generative AI as a progressive step towards the future of higher education" 
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"All functions should be allowed, including complete text generation of answers" 

 

"Generative AI should be used to grade exams and assignments without human intervention" 

 

"Generative AI should be used to assess non-grade exams and assignments without human 

intervention" 

 

"Generative AI will give more fair feedback than human graders" 
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"Implementing chatbots as virtual assistants will benefit student learning" 

 

"Virtual assistants can help students achieve a better grade by serving as a complementary 

teaching tool" 
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